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Provisionamento DE SAN

Visao geral do gerenciamento DE SAN

O conteudo desta se¢cao mostra como configurar e gerenciar ambientes SAN com a
interface de linha de comando (CLI) do ONTAP e o Gerenciador de sistemas no ONTAP
9.7 e versoes posteriores.

Se vocé estiver usando o gerenciador de sistema classico (disponivel somente no ONTAP 9.7 e versdes
anteriores), consulte estes topicos:

» "Protocolo iSCSI"
* "Protocolo FC/FCoE"

Vocé pode usar os protocolos iISCSI e FC para fornecer storage em um ambiente SAN.
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Com iSCSI e FC, os destinos de armazenamento sdo chamados de LUNs (unidades légicas) e sao
apresentados aos hosts como dispositivos de bloco padréo. Vocé cria LUNs e, em seguida, mapeia-os para
grupos de iniciadores (grupos de iniciadores). Grupos de iniciadores sao tabelas de WWPs de host FC e
nomes de nés de host iISCSI e controlam quais iniciadores tém acesso a quais LUNSs.


https://docs.netapp.com/us-en/ontap-system-manager-classic/online-help-96-97/concept_iscsi_protocol.html
https://docs.netapp.com/us-en/ontap-system-manager-classic/online-help-96-97/concept_fc_fcoe_protocol.html

Os destinos FC se conetam a rede por meio de switches FC e adaptadores do lado do host e sao identificados
por nomes de portas mundiais (WWPNs). Os destinos iSCSI se conetam a rede por meio de adaptadores de
rede Ethernet (NICs) padrao, placas de mecanismo de descarga TCP (TOE) com iniciadores de software,
adaptadores de rede convergidos (CNAs) ou adaptadores de barramento de host dedicados (HBAs) e séo
identificados por nomes qualificados iSCSI (IQNSs).

Para mais informagdes

Se tiver um sistema de storage ASA R2 (ASAA1K, ASAA90, ASAA70, ASAA50, ASAA30 ou ASAA20),
consulte o "Documentacgéo do sistema de storage ASA R2".

Saiba mais sobre as configuracoes do All-Flash SAN Array

Os ASAs (All-Flash SAN Arrays) da NetApp estao disponiveis a partir do ONTAP 9.7. Os
asas sao solugdes all-flash somente SAN criadas em plataformas AFF NetApp
comprovadas.

As plataformas ASA incluem o seguinte:

+ ASAA150
* ASAA250
* ASAA400
* ASAA800
+ ASAA900
+ ASA C250
+ ASA C400
+ ASA C800

A partir do ONTAP 9.16.0, uma experiéncia de ONTAP simplificada especifica para clientes

@ somente SAN esta disponivel nos sistemas ASA R2 (ASA A1K, ASA A90, ASAA70, ASAAS50,
ASA A30 ou ASA A20). Se tiver um sistema ASA R2, consulte "Documentacao do sistema ASA
R2".

As plataformas ASA usam ativo-ativo simétrico para multipathing. Todos os caminhos estéo ativos/otimizados,
portanto, no caso de um failover de storage, o host nao precisa esperar pela transigdo do ALUA dos caminhos
de failover para retomar a I/O. Isso reduz o tempo de failover.

Configure um ASA

Os All-Flash SAN Arrays (ASAs) seguem o mesmo procedimento de configuragdo que os sistemas que néo
sdo ASA.

O System Manager orienta vocé pelos procedimentos necessarios para inicializar o cluster, criar um nivel
local, configurar protocolos e provisionar storage para o ASA.

Comece a configurar o cluster do ONTAP.


https://docs.netapp.com/us-en/asa-r2/index.html
https://docs.netapp.com/us-en/asa-r2/index.html
https://docs.netapp.com/us-en/asa-r2/index.html
https://docs.netapp.com/pt-br/ontap/software_setup/concept_decide_whether_to_use_ontap_cli.html

Configuragoes e utilitarios do host do ASA

As configuragdes de host para a configuragao de all-flash SAN Arrays (ASAs) sdo as mesmas de todos os
outros hosts SAN.

Vocé pode baixar o "Software de utilitarios de host NetApp" para seus hosts especificos a partir do site de
suporte.

Maneiras de identificar um sistema ASA

Vocé pode identificar um sistema ASA usando o Gerenciador do sistema ou usando a interface de linha de
comando (CLI) do ONTAP.

* No painel do System Manager: Clique em Cluster > Overview e selecione o n6 do sistema.
O PERSONALITY é exibido como All-Flash SAN Array.

* Da CLI: Digite 0 san config show comando.
O valor "array all-flash SAN" retorna como verdadeiro para sistemas ASA.

Saiba mais sobre san config show 0 "Referéncia do comando ONTAP"na .

Informacgdes relacionadas
+ "Relatério técnico 4968: Integridade e disponibilidade dos dados de array all-SAN da NetApp"

* "Relatério técnico da NetApp 4080: Praticas recomendadas para SAN moderna"

Configurar switches para FCoE

Vocé deve configurar seus switches para FCoE antes que seu servigo FC possa ser
executado sobre a infraestrutura Ethernet existente.

Antes de comecgar
» Sua configuragao SAN precisa ser compativel.

Para obter mais informagdes sobre as configuragdes suportadas, consulte o "Ferramenta de Matriz de
interoperabilidade do NetApp".

* Um adaptador de destino unificado (UTA) deve ser instalado em seu sistema de armazenamento.
Se vocé estiver usando um UTA2, ele deve ser definido para cna o modo.
* Um adaptador de rede convergente (CNA) deve ser instalado em seu host.

Passos
1. Use a documentagao do switch para configurar os switches para FCoE.

2. Verifique se as configuragbes do DCB para cada n6 no cluster foram configuradas corretamente.

run -node nodel -command dcb show


https://mysupport.netapp.com/NOW/cgi-bin/software
https://docs.netapp.com/us-en/ontap-cli/san-config-show.html
https://www.netapp.com/pdf.html?item=/media/85671-tr-4968.pdf
https://www.netapp.com/pdf.html?item=/media/10680-tr4080pdf.pdf
https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix

As defini¢des do DCB sao configuradas no interrutor. Consulte a documentagao do switch se as
configuragdes estiverem incorretas.

3. Verifique se o login FCoE esta funcionando quando o status on-line da porta de destino FC for true.

fcp adapter show -fields node,adapter,status,state, speed, fabric-

established,physical-protocol

Se o status on-line da porta de destino FC for false, consulte a documentagéo do switch.

Informagdes relacionadas
* "Ferramenta de Matriz de interoperabilidade do NetApp"

» "Relatorio técnico da NetApp 3800: Guia de implantacdo completa em Fibre Channel over Ethernet
(FCoE)"

+ "Guias de configuragao de software Cisco MDS 9000 NX-os e SAN-os"

* "Produtos Brocade"

Requisitos do sistema

A configuracado de LUNs envolve a criagcdo de um LUN, a criagdo de um grupo € o
mapeamento do LUN para o grupo. O sistema deve atender a certos pré-requisitos antes
de configurar os LUNSs.

* A Matriz de interoperabilidade deve listar sua configuragdo de SAN como suportada.

» Seu ambiente SAN precisa atender aos limites de configuragédo de controladora e host SAN especificados
na "NetApp Hardware Universe" para sua versao do software ONTAP.

+ E necessario instalar uma versao suportada dos Utilitarios do sistema anfitrido.
A documentacgao Host Utilities (Utilitarios do host) fornece mais informacgdes.
* Vocé precisa ter SAN LIFs no né proprietario do LUN e no parceiro de HA do né proprietario.

Informacgodes relacionadas
* "Ferramenta de Matriz de interoperabilidade do NetApp"

+ "Configuragcdo do host SAN ONTAP"

* "Relatério técnico da NetApp 4017: Praticas recomendadas de SAN Fibre Channel"

O que saber antes de criar um LUN

Antes de comecar a configurar os LUNs no cluster, € necessario rever estas diretrizes de
LUN.

Por que os tamanhos reais de LUN variam ligeiramente

Vocé deve estar ciente do seguinte em relagdo ao tamanho de seus LUNs.


https://mysupport.netapp.com/matrix
https://www.netapp.com/pdf.html?item=/media/19674-tr-3800.pdf
https://www.netapp.com/pdf.html?item=/media/19674-tr-3800.pdf
http://www.cisco.com/en/US/products/ps5989/products_installation_and_configuration_guides_list.html
http://www.brocade.com/products/all/index.page
https://hwu.netapp.com
https://mysupport.netapp.com/matrix
https://docs.netapp.com/us-en/ontap-sanhost/index.html
https://www.netapp.com/pdf.html?item=/media/19680-tr-4017.pdf

* Quando vocé cria um LUN , o tamanho real do LUN pode variar ligeiramente com base no tipo de SO do
LUN. O tipo de SO LUN nao pode ser modificado apés a criagdo do LUN.

» Se vocé criar um LUN no tamanho maximo de LUN, esteja ciente de que o tamanho real do LUN pode ser
um pouco menor. ONTAP arredonda o limite para ser um pouco menos.

* Os metadados para cada LUN requerem aproximadamente 64 KB de espago no agregado que contém.
Ao criar um LUN, vocé deve garantir que o agregado que contém tenha espaco suficiente para os
metadados do LUN. Se o agregado nao contiver espaco suficiente para os metadados do LUN, alguns
hosts poderdo n&o conseguir acessar o LUN.

Diretrizes para a atribuigao de IDs de LUN

Normalmente, o ID de LUN padrdo comega com O e é atribuido em incrementos de 1 para cada LUN
mapeado adicional. O host associa a ID LUN com o local e 0o nome do caminho do LUN. O intervalo de
numeros de ID LUN validos depende do host. Para obter informacdes detalhadas, consulte a documentacgao
fornecida com seus Utilitarios de host.

Diretrizes para mapeamento de LUNs para grupos

* Vocé pode mapear um LUN apenas uma vez para um grupo.

» Como pratica recomendada, vocé deve mapear um LUN para apenas um iniciador especifico através do
grupo.

* Vocé pode adicionar um unico iniciador a varios grupos, mas o iniciador pode ser mapeado para apenas
um LUN.

* Nao é possivel usar o mesmo ID de LUN para dois LUNs mapeados para o0 mesmo grupo.

* Vocé deve usar o mesmo tipo de protocolo para grupos e conjuntos de portas.

Verifique e adicione sua licenca de protocolo FC ou iSCSI

Antes de habilitar o acesso a bloco de uma maquina virtual de storage (SVM) com FC ou
iISCSI, vocé precisa ter uma licenga. As licengas FC e iSCSI estao incluidas no "ONTAP
One".


https://docs.netapp.com/pt-br/ontap/system-admin/manage-licenses-concept.html#licenses-included-with-ontap-one
https://docs.netapp.com/pt-br/ontap/system-admin/manage-licenses-concept.html#licenses-included-with-ontap-one

Exemplo 1. Passos

System Manager

Se vocé nao tiver o ONTAP One, verifique e adicione sua licenga FC ou iSCSI com o Gerenciador de
sistema do ONTAP (9,7 e posterior).

1. No System Manager, selecione Cluster > Settings > Licenses

Se a licenca nao estiver listada, + Add selecione e insira a chave de licenca.

3. Selecione Adicionar.

CLlI
Se vocé nao tiver o ONTAP One, verifique e adicione sua licenga FC ou iSCSI com a CLI do ONTAP.

1. Verifique se vocé tem uma licenga ativa para FC ou iSCSI.

system license show

Package Type Description Expiration
Base site Cluster Base License -

NE'S site NFS License =

CIFS site CIFS License =

iSCSI site iSCSI License =

FCP site FCP License =

2. Se nao tiver uma licenga ativa para FC ou iSCSI, adicione o seu codigo de licencga.

license add -license-code <your license code>

Provisionamento de storage SAN

Esse procedimento cria novos LUNs em uma VM de storage existente que ja tenha o
protocolo FC ou iSCSI configurado.

Sobre esta tarefa

Este procedimento se aplica aos sistemas FAS, AFF e ASA. Se vocé tiver um sistema ASA r2 (ASAA1K, ASA
A90, ASAA70, ASAA50, ASAA30, ASA A20 ou ASA C30), siga "estes passos” para provisionar seu
armazenamento. Os sistemas ASA R2 fornecem uma experiéncia de ONTAP simplificada especifica para
clientes somente SAN.

Se for necessario criar uma nova VM de storage e configurar o protocolo FC ou iSCSI, consulte "Configurar
um SVM para FC" ou "Configurar um SVM para iSCSI".


https://docs.netapp.com/us-en/asa-r2/manage-data/provision-san-storage.html
https://docs.netapp.com/pt-br/ontap/san-admin/configure-svm-fc-task.html
https://docs.netapp.com/pt-br/ontap/san-admin/configure-svm-fc-task.html
https://docs.netapp.com/pt-br/ontap/san-admin/configure-svm-iscsi-task.html

Se alicenca FC néo estiver ativada, os LIFs e SVMs parecem estar online, mas o status operacional esta
inativo.

Os LUNs aparecem no seu host como dispositivos de disco.

@ O acesso de unidade logica assimétrica (ALUA) é sempre ativado durante a criagdo de LUN.
N&o € possivel alterar a definigdo ALUA.

Vocé deve usar o zoneamento de iniciador unico para todos os LIFs FC no SVM para hospedar os iniciadores.

A partir do ONTAP 9.8, quando vocé provisiona o storage, a QoS ¢é habilitada por padrdo. Vocé pode desativar
0 QoS ou escolher uma politica de QoS personalizada durante o processo de provisionamento ou
posteriormente.



Exemplo 2. Passos

System Manager

Criar LUNSs para fornecer storage para um host SAN usando o protocolo FC ou iSCSI com o Gerenciador
de sistemas ONTAP (9,7 e posterior).

Para concluir esta tarefa utilizando o System Manager Classic (disponivel com 9,7 e anterior), consulte
"Configuracao iSCSI para Red Hat Enterprise Linux"

Passos
1. Instale o apropriado "Utilitarios de host SAN" em seu host.

2. No System Manager, clique em Storage > LUNs e, em seguida, clique em Add.
3. Introduza as informagdes necessarias para criar o LUN.

4. Vocé pode clicar em mais Opgodes para fazer qualquer uma das seguintes opgdes, dependendo da
sua versdo do ONTAP.

Opcao Disponivel a partir
de
* Atribuir politica de QoS a LUNs em vez de volume pai ONTAP 9.10,1

> Mais Opg¢oes > armazenamento e Otimizagao

> Selecione nivel de servigo de desempenho.

o Para aplicar a politica de QoS a LUNs individuais em vez de todo o
volume, selecione aplicar esses limites de desempenho a cada LUN.

Por padrao, os limites de desempenho séo aplicados ao nivel do
volume.

+ Crie um novo grupo de iniciadores usando grupos de iniciadores existentes ONTAP 9.9,1
- Mais Opgdes > INFORMAGOES DO HOST

> Selecione novo grupo de iniciadores usando grupos de iniciadores
existentes.

O tipo de sistema operacional para um grupo contendo
outros grupos nao pode ser alterado depois que ele foi
criado.

» Adicione uma descricdo ao seu grupo ou iniciador do host ONTAP 9.9/1
A descri¢ao serve como um alias para o igroup ou iniciador do host.

- Mais Opgdes > INFORMAGOES DO HOST


https://docs.netapp.com/us-en/ontap-system-manager-classic/iscsi-config-rhel/index.html
https://docs.netapp.com/us-en/ontap-sanhost/

 Crie seu LUN em um volume existente ONTAP 9.9,1
Por padrao, um novo LUN é criado em um novo volume.

o Mais Opg¢oes > Adicionar LUNs
o Selecione Group Related LUNs.

» Desative a QoS ou escolha uma politica de QoS personalizada ONTAP 9,8
o Mais Opg¢oes > armazenamento e Otimizacéao

> Selecione nivel de servigo de desempenho.

No ONTAP 9.9,1 e posterior, se vocé selecionar uma

(D politica de QoS personalizada, também podera
selecionar posicionamento manual em um nivel local
especificado.

5. Para FC, coloque a zona dos seus comutadores FC pela WWPN. Use uma zona por iniciador e
inclua todas as portas de destino em cada zona.

6. Descubra LUNs no seu host.
Para o VMware vSphere, use o Virtual Storage Console (VSC) para descobrir e inicializar seus LUNs.

7. Inicialize os LUNs e, opcionalmente, crie sistemas de arquivos.

8. Verifique se o host pode gravar e ler dados no LUN.

CLI

Crie LUNs para fornecer storage para um host SAN usando o protocolo FC ou iSCSI com a CLI do
ONTAP.

1. Verifique se vocé tem uma licenga para FC ou iSCSI.

system license show

Package Type Description Expiration
Base site Cluster Base License -
NF'S site NFS License =
CIFS site CIFS License =
1SCSI site 1SCSI License =
FCP site FCP License =

2. Se vocé n3o tiver uma licenga para FC ou iSCSI, use 0 1icense add comando.
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license add -license-code <your license code>

. Habilite o servigo de protocolos no SVM:

Para iSCSI:

vserver 1iscsi create -vserver <svm name> -target-alias <svm name>

Para FC:

vserver fcp create -vserver <svm name> -status-admin up

. Crie duas LIFs para as SVMs em cada no:

network interface create -vserver <svm name> -1lif <lif name> -role
data -data-protocol <iscsi|fc> -home-node <node name> -home-port

<port name> -address <ip address> -netmask <netmask>

O NetApp é compativel com, no minimo, um iSCSI ou FC LIF por n6 para cada SVM que fornece
dados. No entanto, dois LIFS por n6 sdo necessarios para redundancia. Para iSCSI, é recomendavel
configurar um minimo de duas LIFs por n6 em redes Ethernet separadas.

. Verifique se seus LIFs foram criados e se o status operacional deles é online:

network interface show -vserver <svm_name> <lif_name>

. Crie seus LUNs:

lun create -vserver <svm name> -volume <volume name> -lun <lun name>

-size <lun size> -ostype linux -space-reserve <enabled|disabled>

O seu nome LUN nao pode exceder 255 carateres e ndo pode conter espagos.

@ A opgao NVFAIL é ativada automaticamente quando um LUN é criado em um volume.

. Crie seus grupos:

igroup create -vserver <svm name> -igroup <igroup name> -protocol

<fcpl|iscsi|mixed> -ostype linux -initiator <initiator name>

. Mapeie seus LUNs para grupos:



lun mapping create -vserver <svm name> -volume <volume name> -lun
<lun name> -igroup <igroup name>

9. Verifique se os LUNs estéo configurados corretamente:

lun show -vserver <svm name>

10. Opcionalmente"Crie um conjunto de portas e vincule a um grupo", .

11. Siga as etapas na documentacéo do host para habilitar o acesso a blocos em seus hosts especificos.

12. Use os Utilitarios do host para concluir o mapeamento FC ou iSCSI e descobrir os LUNs no host.

Informacgdes relacionadas

"Viséo geral da administragdo DE SAN"
"Configuragdo do host SAN ONTAP"
"Exibir e gerenciar grupos de iniciadores SAN no System Manager"

"Relatério técnico da NetApp 4017: Préaticas recomendadas de SAN Fibre Channel”
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