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Replicacao de volume SnapMirror

Saiba mais sobre a replicacao de volume do SnapMirror

Saiba mais sobre a recuperagao assincrona de desastres do ONTAP SnapMirror

SnapMirror € uma tecnologia de recuperacéo de desastres, projetada para failover de
armazenamento primario para armazenamento secundario em um local geograficamente
remoto. Como o nome indica, o SnapMirror cria uma réplica, ou mirror, dos seus dados
de trabalho em armazenamento secundario a partir do qual vocé pode continuar a servir
dados em caso de uma catastrofe no local principal.

Se o site principal ainda estiver disponivel para fornecer dados, vocé pode simplesmente transferir quaisquer
dados necessarios de volta para ele e ndo atender clientes do espelho. Como o caso de uso de failover indica,
as controladoras no sistema secundario devem ser equivalentes ou quase equivalentes as controladoras no
sistema primario para atender dados com eficiéncia do storage espelhado.

Relagoes de protecao de dados

Os dados sao espelhados no nivel do volume. A relagéo entre o volume de origem no storage primario e o
volume de destino no storage secundario é chamada de relagdo de protegéo de dados. os clusters nos quais
os volumes residem e os SVMs que fornecem dados dos volumes devem ser "peered". Um relacionamento de
pares permite que clusters e SVMs troquem dados com seguranga.

Esta figura ilustra as relagdes de protecao de dados da SnapMirror:

Source volume Destination volume

A SnapMirror data protection relationship typically
mirrors the Snapshot copies available on the source volume.
Escopo das relagées de protecao de dados

Vocé pode criar uma relagao de protecéo de dados diretamente entre volumes ou entre as SVMs que
possuem os volumes. Em uma relagao de protegéo de dados SVM, toda ou parte da configuragao SVM, de


https://docs.netapp.com/pt-br/ontap/peering/index.html

exportagcdes de NFS e compartilhamentos de SMB para RBAC, sao replicados, bem como os dados nos
volumes proprietarios do SVM.

Vocé também pode usar o SnapMirror para aplicativos especiais de protecdo de dados:
» Uma copia do volume raiz do SVM garante que os dados permanegam acessiveis em caso de interrupgéo
ou failover de né.
* Uma relagéo de protegao de dados entre o SnapLock volumes permite replicar arquivos WORM para um
storage secundario.

"Arquivamento e conformidade com a tecnologia SnapLock"

» A partir do ONTAP 9.13,1, vocé pode usar o SnapMirror assincrono para proteger grupos de consisténcia.
A partir do ONTAP 9.14.1, vocé pode usar o assincrono SnapMirror para replicar snapshots granulares de
volume para o cluster de destino usando a relagéo de grupo de consisténcia. Para obter mais
informagdes, Configurar a protegao assincrona do SnapMirrorconsulte .

Como as relagoes de protecao de dados do SnapMirror sado inicializadas

Na primeira vez que vocé invocar o SnapMirror, ele executa uma transferéncia de linha de base do volume de
origem para o volume de destino. A politica SnapMirror da relagao define o conteudo da linha de base e
quaisquer atualizacoes.

Uma transferéncia de linha de base sob a politica SnapMirror padréo MirrorAllSnapshots envolve as
seguintes etapas:

* Faga um instantaneo do volume de origem.

 Transfira o instantaneo e todos os blocos de dados que ele faz referéncia ao volume de destino.

 Transfira os instantaneos restantes e menos recentes no volume de origem para o volume de destino para
uso caso o espelho "ativo" esteja corrompido.

Como os relacionamentos de protec¢ao de dados da SnapMirror sao atualizados

As atualizagbes sao assincronas, seguindo a programacgao configurada. A retengéo espelha a politica de
snapshot na origem.

Em cada atualizacdo sob MirrorAllSnapshots a politica, o SnapMirror cria um instantdneo do volume de
origem e transfere esse instantédneo e quaisquer instantaneos que tenham sido feitos desde a ultima
atualizacdo. Na saida a seguir do snapmirror policy show comando paraaMirrorAllSnapshots
politica, observe o seguinte:

* Create Snapshot E "verdadeiro”, indicando que MirrorAllSnapshots cria um instantaneo quando o
SnapMirror atualiza o relacionamento.

* MirrorAllSnapshots Tem regras "sm_created" e "all_source_snapshots", indicando que tanto o
snapshot criado pelo SnapMirror quanto quaisquer snapshots que tenham sido feitos desde a ultima
atualizacao sao transferidos quando o SnapMirror atualiza a relagao.


https://docs.netapp.com/pt-br/ontap/snaplock/index.html
https://docs.netapp.com/pt-br/ontap/consistency-groups/index.html
https://docs.netapp.com/pt-br/ontap/consistency-groups/protect-task.html#configure-snapmirror-asynchronous

cluster dst::> snapmirror policy show -policy MirrorAllSnapshots -instance

Vserver: vs0
SnapMirror Policy Name: MirrorAllSnapshots
SnapMirror Policy Type: async-mirror
Policy Owner: cluster-admin
Tries Limit: 8
Transfer Priority: normal
Ignore accesstime Enabled: false
Transfer Restartability: always
Network Compression Enabled: false
Create Snapshot: true
Comment: SnapMirror asynchronous policy for mirroring
all snapshots
and the latest active file system.
Total Number of Rules: 2
Total Keep: 2

Rules: SnapMirror Label Keep Preserve Warn
Schedule Prefix
sm created 1 false 0 -
all source snapshots 1 false 0 -

Politica MirrorLatest
A politica pré-configurada MirrorLatest funciona exatamente da mesma forma que

MirrorAllSnapshots, exceto que apenas o instantaneo criado pelo SnapMirror € transferido na
inicializacao e atualizacao.

Rules: SnapMirror Label Keep Preserve Warn
Schedule Prefix

sm created 1 false 0 -

Informacgdes relacionadas

* "politica do snapmirror mostrar"

Saiba mais sobre a recuperagao de desastres sincrona do ONTAP SnapMirror

A partir do ONTAP 9.5, a tecnologia SnapMirror Synchronous (SM-S) é suportada em


https://docs.netapp.com/us-en/ontap-cli/snapmirror-policy-show.html

todas as plataformas FAS e AFF que tenham pelo menos 16 GB de memodria e em todas
as plataformas ONTAP Select. A tecnologia sincrona SnapMirror € um recurso licenciado
por n6 que fornece replicacdo de dados sincrona no nivel do volume.

Esse recurso atende aos mandatos regulatorios e nacionais para replicagdo sincrona nos setores financeiro,
de saude e outros que tenham regulamentagdo com perda de dados zero.

Operagoes sincronas do SnapMirror permitidas

O limite do numero de operacdes de replicagdo sincrona SnapMirror por par de HA depende do modelo de

controladora.

A tabela a seguir lista 0 numero de operagdes sincronas do SnapMirror permitidas por par de HA de acordo

com o tipo de plataforma e o langamento do ONTAP.

Plataforma ONTAP 9.14 1 até ONTAP 9.10,1 ONTAP 9.9,1 Versoes anteriores
ONTAP 9.11.1 ao ONTAP 9.9.1

AFF 400 200 160 80

ASA 400 200 160 80

FAS 80 80 80 40

ONTAP Select 40 40 40 20

Recursos suportados

A tabela a seguir indica os recursos compativeis com o SnapMirror Synchronous e as versdes do ONTAP nas

quais o suporte esta disponivel.

Recurso Lancamento
primeiro
suportado

Antivirus sobre o volume principal da ONTAP 9,6

relagao sincrona SnapMirror

Replicagdo Snapshot criada pela ONTAP 9,7

aplicacao

Clonar a eliminagao automatica ONTAP 9,6

Informacdes adicionais

Se um instantaneo for marcado com o rétulo
apropriado no momento da snapshot create
operacgao, usando a CLI ou a APl ONTAP, o
SnapMirror replica de forma sincrona os snapshots,
criados pelo usuario ou aqueles criados com scripts
externos, apos desativar os aplicativos. Snapshots
agendados criados usando uma politica de snapshot
nao sao replicados. Para obter mais informacoes
sobre a replicacao de instantaneos criados pelo
aplicativo, consulte 0"Base de conhecimento da
NetApp : Como replicar snapshots criados por
aplicativos com o SnapMirror sincrono" .


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapMirror/How_to_replicate_application_created_snapshots_with_SnapMirror_Synchronous
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapMirror/How_to_replicate_application_created_snapshots_with_SnapMirror_Synchronous
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapMirror/How_to_replicate_application_created_snapshots_with_SnapMirror_Synchronous

Agregados FabricPool com politica de
disposicdo em camadas nenhuma,
Snapshot ou Automatico sao
compativeis com origem e destino
sincronos SnapMirror.

FC

FC-NVMe

Clones de arquivos

FPolicy no volume principal da relagéao

sincrona SnapMirror

Cotas rigidas e flexiveis sobre o volume

primario do relacionamento sincrono
SnapMirror

Relagdes sincronas intra-cluster

ISCSI

Clones de LUN e clones de namespace

NVMe

Clones de LUN com suporte de
snapshots criados pela aplicagao

Acesso a protocolo misto (NFS v3 e
SMB)

Restauragdo NDMP/NDMP

Operagodes sincronas de SnapMirror
(NDO) sem interrupgdes em
plataformas AFF/ASA, somente.

NFS v4.2

NFS v4.0
NFS v4.1
NVMe/TCP

ONTAP 9,5

ONTAP 9,5

ONTAP 9,7
ONTAP 9,7
ONTAP 9,6

ONTAP 9,6

ONTAP
9.14,1

ONTAP 9,5
ONTAP 9,7

ONTAP 9,7

ONTAP 9,6

ONTAP
9.13,1

ONTAP
9.121

ONTAP
9.10,1

ONTAP 9,6
ONTAP 9,6
9.10.1

O volume de destino em um agregado do FabricPool
nao pode ser definido para todas as politicas de
disposi¢cao em camadas.

Em todas as redes para as quais a laténcia nao
exceda 10ms ms

As regras de cota n&o sdo replicadas para o destino;
portanto, o banco de dados de cota nao é replicado
para o destino.

Alta disponibilidade é fornecida quando os volumes
de origem e destino sédo colocados em diferentes
pares de HA. Se todo o cluster ficar inativo, o acesso
aos volumes néo sera possivel até que o cluster seja
recuperado. As relacdes sincronas de SnapMirror
intramcluster contribuirdo para o limite geral de
simultédneos Relacionamentos por par de HA.

Tanto o cluster de origem quanto o de destino devem
estar executando o ONTAP 9.13,1 ou posterior para
usar o NDMP com o SnapMirror Synchronous. Para
obter mais informacbes, Transfira dados usando
copia ndmpconsulte .

O suporte a operagdes sem interrupgdes permite que
vocé execute muitas tarefas de manutencdo comuns
sem agendar o tempo de inatividade. As operacdes
suportadas incluem takeover e giveback e
movimentagao de volume, desde que um unico né
sobreviva a cada um dos dois clusters.


https://docs.netapp.com/pt-br/ontap/tape-backup/transfer-data-ndmpcopy-task.html
https://docs.netapp.com/pt-br/ontap/tape-backup/transfer-data-ndmpcopy-task.html

Remogao de limitagdo de frequéncia de ONTAP 9,6
operagao de metadados elevados

Seguranga para dados confidenciais em ONTAP 9,6
transito usando criptografia TLS 1,2

Restauragéo de arquivo Unico e parcial ONTAP
9.13,1
SMB 2,0 ou posterior ONTAP 9,6
Cascata de espelho-espelho sincrono  ONTAP 9,6
SnapMirror
Recuperacao de desastres da SVM ONTAP 9,6
Restauracdo baseada em fita para o ONTAP
volume de origem 9.13,1

Paridade de carimbo de data/hora entre ONTAP 9,6
volumes de origem e destino para nas

Funcionalidades nao suportadas

A relacao do volume de destino da relacao sincrona
do SnapMirror deve ser uma relagcédo assincrona do
SnapMirror.

* Uma fonte sincrona SnapMirror também pode ser
uma fonte de recuperacéo de desastres do SVM, por
exemplo, uma configuragéo de fan-out com
SnapMirror sincrono como uma etapa € a
recuperagao de desastres do SVM, como a outra. *
Uma fonte sincrona SnapMirror ndo pode ser um
destino de recuperacao de desastres da SVM, pois o
SnapMirror sincrono néao oferece suporte a uma fonte
de protecdo de dados em cascata. E necessario
liberar a relagdo sincrona antes de executar uma flip-
ressincronizacao da recuperacao de desastres da
SVM no cluster de destino. * Um destino sincrono do
SnapMirror ndo pode ser uma fonte de recuperagéo
de desastres do SVM, pois a recuperagao de
desastres do SVM nao da suporte a replicagao de
volumes de DP. Uma nova sincronizacao da fonte
sincrona resultaria na recuperacao de desastres da
SVM, excluindo o volume de DP no cluster de
destino.

Se vocé atualizou do ONTAP 9.5 para o ONTAP 9.6,
o carimbo de data/hora sera replicado apenas para
quaisquer arquivos novos e modificados no volume
de origem. O carimbo de data/hora dos arquivos
existentes no volume de origem nao € sincronizado.

Os recursos a seguir ndo sao compativeis com relacionamentos sincronos do SnapMirror:

* Protegédo autbnoma contra ransomware
» Grupos de consisténcia

» Sistemas DP_Optimized (DPO)

* Volumes FlexGroup

* Volumes FlexCache

* Limitag&o global



* Em uma configuragao de fan-out, apenas uma relagao pode ser uma relagédo sincrona do SnapMirror;
todas as outras relagdes do volume de origem devem ser relagdes assincronas do SnapMirror.

 Movimento LUN

» Configuragdes do MetroCluster

LUNSs de acesso mistos SAN e NVMe e namespaces NVMe n&o sdo compativeis com o mesmo volume
ou SVM.

* SnapCenter

* Volumes SnapLock

» Snapshots a prova de violagdes

» Backup ou restauragdo em fita usando dump e SMTape no volume de destino
» Piso de taxa de transferéncia (QoS min) para volumes de origem

* Volume SnapRestore

* VWol

Modos de funcionamento

O SnapMirror Synchronous tem dois modos de operagado com base no tipo da politica SnapMirror usada:

* Modo de sincronizagdao no modo de sincronizacdo, as operagoes de €/S do aplicativo sdo enviadas em
paralelo aos sistemas de armazenamento primario e secundario. Se a gravagao no storage secundario
nao for concluida por qualquer motivo, o aplicativo podera continuar gravando no storage primario.
Quando a condigao de erro € corrigida, a tecnologia sincrona SnapMirror ressincroniza automaticamente
com o storage secundario e retoma a replicagéo do storage primario para o storage secundario no modo
sincrono. No modo de sincronizagao, o RPO 0 e o rto sdo muito baixos até que ocorra uma falha de
replicagdo secundaria no momento em que o RPO e o rto se tornam indeterminados, mas equivalem ao
tempo de reparar o problema que fez com que a replicagao secundaria falhasse e para que o ressync
fosse concluido.

* Modo StrictSync SnapMirror sincrono pode operar opcionalmente no modo StrictSync. Se a gravagéo no
storage secundario nao for concluida por qualquer motivo, a /S do aplicativo falhara, garantindo assim
gue o storage primario e secundario sejam idénticos. A e/S da aplicagao para o primario é retomada
somente apods a relagdo SnapMirror retornar ao InSync status. Se o storage primario falhar, a e/S da
aplicagéao podera ser retomada no storage secundario, apos o failover, sem perda de dados. No modo
StrictSync, o RPO é sempre zero, e o rto € muito baixo.

Status do relacionamento

O status de uma relacao sincrona SnapMirror esta sempre no InSync status durante a operacdo normal. Se a
transferéncia SnapMirror falhar por qualquer motivo, o destino ndo esta sincronizado com a origem e pode ir
para o OutofSync status.

Para relagbes sincronas do SnapMirror, o sistema verifica automaticamente o status da relagdo InSync ou
*OutofSync) em um intervalo fixo. Se o status do relacionamento for OutofSync, o ONTAP acionara
automaticamente o processo de ressincronizagéo automatica para trazer de volta a relagdo ao InSync status.
A ressincronizacdo automatica é acionada apenas se a transferéncia falhar devido a qualquer operacao, como
failover ndo planejado de armazenamento na origem ou destino ou uma interrup¢ao de rede. Operagdes
iniciadas pelo usuario, snapmirror quiesce COMO € snapmirror break N&0 acionam a ressincronizagao
automatica.

Se o status do relacionamento se tornar OutofSync para um relacionamento sincrono SnapMirror no modo



StrictSync, todas as operagdes de e/S para o volume primario serdo interrompidas. "OutofSync’O estado da
relacdo sincrona SnapMirror no modo de sincronizacédo nao causa interrupgcdes para as operagdes primarias

e/S sao permitidas no volume primario.

Informacgdes relacionadas

+ "Relatério técnico da NetApp 4733: Configuracao sincrona da SnapMirror e praticas recomendadas”

 "quebra de espelho instantaneo"

* "silenciamento do snapmirror"

Politicas de protegcao de dados padrao do ONTAP

O ONTAP inclui varias politicas de prote¢ao padrao que vocé pode usar para seus
relacionamentos de protecao de dados. A politica que vocé usa depende do tipo de

relacdo de protecgao.

Se as politicas padrao nao atenderem as suas necessidades de relacionamentos de protegédo de dados, vocé

podera "crie uma politica personalizada".

Lista de politicas e descrigoes de protegao padrao

As politicas de protecao padréo e seus tipos de politica associados sao descritos abaixo.

Nome

Assincrono

AutomatedFailOver

AutomatedFailOverDuplex

CloudBackupDefault
Continuo

DailyBackup

DPDefault

MirrorAllinstantaneos

MirrorAllSnapshotsDiscardNetwork

Descrigao

Uma politica unificada de cofre e assincrono
SnapMirror para espelhamento do sistema de
arquivos ativo mais recente e snapshots diarios e
semanais com um agendamento de transferéncia por
hora.

Politica para SnapMirror sincrona com garantia de rto
zero, em que a e/S do cliente nao sera interrompida
em caso de falha de replicagéao.

Politica para SnapMirror sincrono com garantia de rto
zero e replicagéo de sincronizagao bidirecional.

Politica de cofre com regra diaria.
Politica para espelhamento de bucket S3.

Politica de cofre com uma regra diaria e um
cronograma de transferéncia diario.

Politica assincrona do SnapMirror para espelhamento
de todos os snapshots e o sistema de arquivos ativo
mais recente.

Politica assincrona do SnapMirror para espelhamento
de todos os snapshots e o sistema de arquivos ativo
mais recente.

Politica assincrona do SnapMirror para espelhamento
de todos os snapshots e o sistema de arquivos ativo
mais recente, excluindo as configuragdes de rede.

Tipo de
politica

Assincrono

Sincrono

Sincrono

Assincrono
Continuo

Assincrono

Assincrono

Assincrono

Assincrono


https://www.netapp.com/pdf.html?item=/media/17174-tr4733pdf.pdf
https://docs.netapp.com/us-en/ontap-cli/snapmirror-break.html
https://docs.netapp.com/us-en/ontap-cli/snapmirror-quiesce.html

Nome Descrigao Tipo de
politica

MirrorAndVault Uma politica unificada de cofre e assincrono do Assincrono
SnapMirror para espelhamento do sistema de
arquivos ativo mais recente e snapshots diarios e
semanais.

MirrorAndVaultDiscardNetwork Uma politica unificada de cofre e assincrono Assincrono
SnapMirror para espelhamento do sistema de
arquivos ativo mais recente e instantaneos diarios e
semanais, excluindo as configuragbes de rede.

MirrorLatest Politica assincrona do SnapMirror para espelhamento Assincrono
do sistema de arquivos ativo mais recente.

SnapCenterSync Politica para SnapMirror sincrono para SnapCenter  Sincrono
com a configuragdo Snapshot criada pela aplicagéo.

StrictSync Politica para SnapMirror sincrono em que o acesso  Sincrono
do cliente sera interrompido em caso de falha de
replicacao.

Sincrono Politica para SnapMirror sincrono em que o acesso  Sincrono
do cliente nao sera interrompido em caso de falha de
replicacao.

Unified7year Politica de SnapMirror unificado com retengdode 7 Assincrono
anos.

XDPDefat Politica de cofre com regras diarias e semanais. Assincrono

Saiba mais sobre as cargas de trabalho suportadas pelas politicas de
sincronizagao e sincronizagao StrictSync da ONTAP

As politicas StrictSync e Sync sdo compativeis com todas as aplicagbes baseadas em
LUN com protocolos FC, iISCSI e FC-NVMe, bem como com os protocolos NFSv3 e
NFSv4 para aplicacbes empresariais, como bancos de dados, VMware, cota, SMB etc. A
partir do ONTAP 9.6, o SnapMirror sincrono pode ser usado para servicos de arquivos
empresariais, como automacao de design eletrénico (EDA), diretérios base e workloads
de compilagao de software.

No ONTAP 9.5, para uma politica de sincronizagéo, vocé precisa considerar alguns aspectos importantes ao
selecionar as cargas de trabalho NFSv3 ou NFSv4. A quantidade de operagdes de leitura ou gravagao de
dados por workloads nao € uma consideragéo, ja que a politica de sincronizagao pode lidar com workloads de
e/S de alta leitura ou gravacdo. No ONTAP 9.5, as cargas de trabalho que tém criagdo excessiva de arquivos,
criacao de diretdrios, alteracdes de permissado de arquivo ou alteracdes de permissao de diretério podem nao
ser adequadas (essas sdo chamadas de cargas de trabalho de alto metadados). Um exemplo tipico de um
workload de metadados altos € um workload de DevOps no qual vocé cria varios arquivos de teste, executa a
automacao e exclui os arquivos. Outro exemplo € a carga de trabalho de compilagéo paralela que gera varios
arquivos temporarios durante a compilagdo. O impactos de uma alta taxa de atividade de metadados de
gravacao € que ela pode fazer com que a sincronizagao entre espelhos quebre temporariamente, o que
blogueia 0 iOS de leitura e gravacao do cliente.

A partir do ONTAP 9.6, essas limitagbes sao removidas e o SnapMirror sincrono pode ser usado para



workloads de servigos de arquivos empresariais que incluem ambientes de varios usuarios, como diretérios
base e workloads de compilacédo de software.

Informagodes relacionadas
"Configuracao sincrona SnapMirror e praticas recomendadas”

Saiba mais sobre o arquivamento de cofres usando a tecnologia ONTAP
SnapMirror

As politicas do SnapMirror Vault substituem a tecnologia SnapVault no ONTAP 9.3 e
posterior. Vocé usa uma politica de Vault do SnapMirror para replicacdo de snapshot de
disco para disco para conformidade com padrdes e outros fins relacionados a
governanga. Em contraste com uma relagdo SnapMirror, na qual o destino geralmente
contém apenas os snapshots atualmente no volume de origem, um destino do Vault
normalmente retém snapshots pontuais criados por um periodo muito mais longo.

Vocé pode querer manter snapshots mensais de seus dados em um periodo de 20 anos, por exemplo, para
cumprir com os regulamentos de contabilidade do governo para sua empresa. Como néo ha necessidade de

fornecer dados do armazenamento do Vault, vocé pode usar discos mais lentos e menos caros no sistema de
destino.

A figura abaixo ilustra as relagbes de protegdo de dados do SnapMirror Vault.

Source volume Destination volume

A SnapVault data protection relationship typically retains
point-in-time Snapshot copies created over a longer period
than the Snapshot coples on the source volume.

Como as relagoes de protecao de dados do Vault sao inicializadas

A politica SnapMirror para o relacionamento define o conteudo da linha de base e quaisquer atualizagées.
Uma transferéncia de linha de base sob a politica de Vault padrdo XxDPDefault faz um instantaneo do volume

de origem e, em seguida, transfere essa copia e os dados a bloqueia referéncias ao volume de destino. Ao
contrario das relagées do SnapMirror, um backup do Vault ndo inclui snapshots mais antigos na linha de base.
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Como os relacionamentos de protecao de dados do Vault sao atualizados

As atualizagbes sado assincronas, seguindo a programagao configurada. As regras definidas na politica para o
relacionamento identificam quais novos snapshots devem ser incluidos nas atualizagdes e quantas cépias
devem ser mantidas. Os rotulos definidos na politica ("em terceiro lugar", por exemplo) devem corresponder a
um ou mais rétulos definidos na politica de snapshot na origem. Caso contrario, a replicagao falha.

Em cada atualizagéo sob xDPDefault a politica, o SnapMirror transfere instantdneos que foram feitos desde
a ultima atualizagao, desde que tenham roétulos correspondentes aos rotulos definidos nas regras da politica.
Na saida a seguir do snapmirror policy show comando para a XDPDefault politica, observe o
seguinte:

* Create Snapshot E falso, indicando que XDPDefault ndo cria um instantaneo quando o SnapMirror
atualiza o relacionamento.

* XDPDefault Tem regras "diarias" e "semanais", indicando que todos os instantaneos com rétulos
correspondentes na fonte sdo transferidos quando o SnapMirror atualiza a relagao.

cluster dst::> snapmirror policy show -policy XDPDefault -instance

Vserver: vs0
SnapMirror Policy Name: XDPDefault
SnapMirror Policy Type: vault
Policy Owner: cluster-admin
Tries Limit: 8
Transfer Priority: normal
Ignore accesstime Enabled: false
Transfer Restartability: always
Network Compression Enabled: false
Create Snapshot: false
Comment: Default policy for XDP relationships with
daily and weekly
rules.
Total Number of Rules: 2
Total Keep: 59

Rules: SnapMirror Label Keep Preserve Warn
Schedule Prefix
daily 7 false 0 -
weekly 52 false 0 -

Informacgodes relacionadas

* "politica do snapmirror mostrar"
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Saiba mais sobre a replicagao unificada do ONTAP SnapMirror

O SnapMirror Unified replication permite configurar a recuperagéo de desastres e o
arquivamento no mesmo volume de destino. Quando a replicacao unificada é apropriada,
ela oferece beneficios na redugdo da quantidade de storage secundario de que vocé
precisa, limitando o numero de transferéncias de linha de base e diminuindo o trafego de
rede.

Como os relacionamentos de protecao de dados unificada sao inicializados

Assim como no SnapMirror, a protecao de dados unificada realiza uma transferéncia de linha de base na
primeira vez que vocé a invoca. A politica SnapMirror para o relacionamento define o conteudo da linha de
base e quaisquer atualizacdes.

Uma transferéncia de linha de base sob a politica de protegdo de dados unificada padrdo MirrorAndvault
faz um snapshot do volume de origem e, em seguida, transfere essa copia e os blocos de dados que ela faz
referéncia ao volume de destino. Assim como o arquivamento de cofres, a protecdo de dados unificada nao
inclui snapshots mais antigos na linha de base.

Como os relacionamentos unificados de protecdao de dados sao atualizados

Em cada atualizagdo sob MirrorAndvault a politica, 0 SnapMirror cria um instantaneo do volume de origem
e transfere esse instantaneo e quaisquer instantaneos que tenham sido feitos desde a ultima atualizacéo,
desde que tenham rétulos correspondentes aos rotulos definidos nas regras de politica de snapshot. Na saida
a seguir do snapmirror policy show comando para a MirrorAndVault politica, observe o seguinte:

* Create Snapshot E "verdadeiro”, indicando que MirrorAndvault cria um instantaneo quando o
SnapMirror atualiza o relacionamento.

* MirrorAndvault Tem regras "sm_created", "daily" e "semanal”, indicando que tanto o snapshot criado
pelo SnapMirror quanto os snapshots com rétulos correspondentes na fonte séo transferidos quando o
SnapMirror atualiza o relacionamento.
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cluster dst::> snapmirror policy show -policy MirrorAndVault -instance

Vserver:

SnapMirror Policy Name:
SnapMirror Policy Type:
Policy Owner:

Tries Limit:

Transfer Priority:

Ignore accesstime Enabled:
Transfer Restartability:
Network Compression Enabled:
Create Snapshot:

Comment :

SnapVault policy for

and weekly snapshots.

Total Number of Rules:
Total Keep:
Rules:

Schedule Prefix

Politica do Unified7year

A politica pré-configurada Unified7year funciona exatamente da mesma maneira que MirrorAndvault,

vs0
MirrorAndVault
mirror-vault
cluster-admin
8

normal

false

always

false

true

A unified SnapMirror

mirroring the latest

3
59

SnapMirror Label

sm_ created

daily

weekly

synchronous and

file system and daily

Keep

52

Preserve Warn

false 0 -
false 0 -
false 0 -

exceto que uma quarta regra transfere snapshots mensais e os retém por sete anos.
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Rules: SnapMirror Label Keep Preserve Warn
Schedule Prefix

sm created 1 false 0 -
) daily 7 false 0 =
_ weekly 52 false 0 -
) monthly 84 false 0 -

Proteja-se contra possiveis corrupgao de dados

A replicagao unificada limita o conteudo da transferéncia da linha de base para o instantaneo criado pelo
SnapMirror na inicializagdo. Em cada atualizagado, o SnapMirror cria outro snapshot da origem e transfere
esse snapshot e quaisquer novos snapshots que tenham rétulos correspondentes aos rétulos definidos nas
regras de politica de snapshot.

Vocé pode se proteger contra a possibilidade de que um snapshot atualizado seja corrompido criando uma
copia do ultimo snapshot transferido no destino. Esta "copia local" € mantida independentemente das regras
de retencado na origem, de modo que, mesmo que o instantaneo originalmente transferido pelo SnapMirror nao
esteja mais disponivel na origem, uma copia dele estara disponivel no destino.

Quando usar a replicagao de dados unificada

Vocé precisa pesar o beneficio de manter um espelhamento completo em relagéo as vantagens que a
replicagao unificada oferece na reducao da quantidade de storage secundario, na limitagdo do numero de
transferéncias de linha de base e na diminuicdo do trafego de rede.

O fator chave para determinar a adequacgao da replicagédo unificada é a taxa de alteragédo do sistema de
arquivos ativo. Um espelho tradicional pode ser mais adequado para um volume que contém snapshots
horarios de logs de transagdes de banco de dados, por exemplo.

Informacgdes relacionadas
* "politica do snapmirror mostrar"

Quando um volume de destino de protecao de dados da ONTAP aumenta
automaticamente

Durante uma transferéncia espelhada de protecao de dados, o volume de destino
aumenta automaticamente em tamanho se o volume de origem tiver crescido, desde que
haja espago disponivel no agregado que contenha o volume.

Este comportamento ocorre independentemente de qualquer definicao de crescimento automatico no destino.
Vocé nao pode limitar o crescimento do volume ou impedir que o ONTAP o aumente.

Por padréo, os volumes de protegcdo de dados s&o definidos para o grow shrink modo automatico, o que
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permite que o volume cresga ou diminua em resposta a quantidade de espago usado. O dimensionamento
automatico maximo para volumes de protecao de dados € igual ao tamanho maximo de FlexVol e depende da
plataforma. Por exemplo:

» FAS8200, volume DP padrdo maximo-dimensionamento automatico: 100TB

Para obter mais informacoes, "NetApp Hardware Universe"consulte .

Saiba mais sobre as implantagdoes em cascata e fan-out da protecao de dados da
ONTAP

Vocé pode usar uma implantacao fan-out para estender a protecdo de dados a varios
sistemas secundarios. Vocé pode usar uma implantagdo Cascade para estender a
protecao de dados para sistemas terciarios.

As implantacdes em fan-out e em cascata sao compativeis com qualquer combinacéo de recuperacao de
desastres, SnapVault ou replicacao unificada da SnapMirror. A partir do ONTAP 9.5, as relagbes sincronas do
SnapMirror sdo compativeis com implantagbes fan-out com uma ou mais relagdes assincronas do SnapMirror.
Apenas uma relagdo na configuragao de fan-out pode ser uma relagao sincrona SnapMirror, todas as outras
relagdes do volume de origem devem ser relagbes assincronas do SnapMirror. As relagdes sincronas do
SnapMirror também sao compativeis com implanta¢gdes em cascata (a partir de ONTAP 9.6). No entanto, a
relacao do volume de destino da relagdo sincrona do SnapMirror deve ser uma relagdo assincrona do
SnapMirror. Sincronizagao ativa do SnapMirror (Suportado a partir do ONTAP 9.13,1) também suporta
configuragdes de fan-out.

Vocé pode usar uma implantagao fan-in para criar relagdes de protecéo de dados entre varios
@ sistemas primarios e um unico sistema secundario. Cada relagdo deve usar um volume
diferente no sistema secundario.

Vocé deve estar ciente de que os volumes que fazem parte de uma configuragao de fan-out ou
@ cascata podem levar mais tempo para ressincronizar. Nao € incomum ver a relagéo do
SnapMirror informando o status "preparando” por um periodo de tempo prolongado.

Como as implantagoes de fan-out funcionam

O SnapMirror suporta implantagdes de fan-out multiple-mirrors e mirror-Vault.

Uma implantagéo de fan-out de varios espelhos consiste em um volume de origem que tem uma relagao
espelhada com varios volumes secundarios.
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Uma implantacédo de fan-out do mirror-Vault consiste em um volume de origem que tem uma relagéo de
espelhamento com um volume secundario e uma relagdo de SnapVault com um volume secundario diferente.
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A partir do ONTAP 9.5, vocé pode ter implantagdes de fan-out com relacionamentos sincronos do SnapMirror;
no entanto, apenas uma relagéo na configuragédo de fan-out pode ser uma relagéo sincrona do SnapMirror,
todas as outras relagdes do volume de origem devem ser relagbes assincronas do SnapMirror.
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Como as implantagées em cascata funcionam

O SnapMirror suporta implantagdes em cascata mirror-mirror, mirror-Vault, Vault-mirror e Vault-Vault.

Uma implantacdo em cascata espelhada consiste em uma cadeia de relacionamentos em que um volume de
origem & espelhado em um volume secundario e o volume secundario € espelhado em um volume terciario.
Se o volume secundario ficar indisponivel, é possivel sincronizar a relagéo entre os volumes primario e
terciario sem efetuar uma nova transferéncia de linha de base.

Em uma relacdo de volumes em cascata, snapshots de retengéo de longo prazo sao suportados apenas no
volume de destino SnapMirror final da cascata em todas as versdes do ONTAP 9. Habilitar snapshots de
retencéo de longo prazo em qualquer volume intermediario na cascata resulta em backups e snapshots
perdidos. Se vocé tiver uma configuragdo ndo suportada na qual snapshots de retengéo de longo prazo
estejam habilitados em qualquer volume intermediario de uma cascata, entre em contato com o suporte
técnico e mencione o seguinte: "Base de conhecimento da NetApp : ndo ha suporte para cascateamento de
um volume com snapshots de retencéo de longo prazo (LTR) habilitados" para obter assisténcia.

As seguintes versdes do ONTAP nao permitem ativar snapshots de retencéo de longo prazo em nenhum
volume em cascata, exceto no volume de destino final do SnapMirror .
* 9.15.1 e posterior
* 9.14.1P2 e P4 até P14
9.13.1P9 a P17
* 9121 P12aP19
* 9.11.1P15 a P20
* 9.10.1P18 a P20
9.9.1P20
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Saiba mais sobre"instantaneos de retencao de longo prazo" .

A partir do ONTAP 9.6, as relagbes sincronas do SnapMirror sdo suportadas em uma implantagdo em cascata
espelhada. Somente os volumes primario e secundario podem estar em uma relagdo sincrona do SnapMirror.
A relagao entre os volumes secundarios e os volumes terciarios deve ser assincrona.
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Uma implantagao em cascata de cofre-espelho consiste em uma cadeia de relacionamentos em que um
volume de origem é espelhado em um volume secundario, e o volume secundario € abobadado a um volume
terciario.

Storage system A Storage system B Storage system C

—L Ll
Mirror - SnapVault

Relationship Relationship

Implantacdes de vault-mirror e vault-vault em cascata também s&o suportadas:

* Uma implantagao em cascata de espelho de cofre consiste em uma cadeia de relacionamentos em que
um volume de origem é abobadado para um volume secundario, e o volume secundario & espelhado para
um volume terciario.

* Uma implantagdo em cascata vault-vault consiste em uma cadeia de relacionamentos em que um volume
de origem é abobadado para um volume secundario, e o volume secundario € abobadado para um volume
terciario.

Informacgdes relacionadas
* Retome a protegcdo em uma configuragao de fan-out com a sincronizagao ativa do SnapMirror

Saiba mais sobre o licenciamento do ONTAP SnapMirror

A partir do ONTAP 9.3, o licenciamento foi simplificado para replicacdo entre instancias
do ONTAP. Nas versdes do ONTAP 9, a licenca do SnapMirror suporta relacdes de cofre
e espelho. Vocé pode usar uma licenca do SnapMirror para dar suporte a replicacdo do
ONTAP para casos de uso de backup e recuperagao de desastres.

Antes da versao do ONTAP 9,3, uma licenga SnapVault separada era necessaria para configurar relagdes
Vault entre instancias do ONTAP, onde a instancia DP poderia reter um niumero maior de snapshots para
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suportar casos de uso de backup com tempos de retengdo mais longos, e uma licenga SnapMirror era
necessaria para configurar relagdes mirror entre instancias do ONTAP, onde cada instancia do ONTAP
manteria 0 mesmo numero de snapshots (ou seja, uma imagem mirror) para suportar casos de recuperagao
de desastres. Ambas as licengas SnapMirror e SnapVault continuam a ser usadas e suportadas para versdes
do ONTAP 8.x € 9.x.

Embora as licengas do SnapVault continuem a funcionar e sejam suportadas para ambas as versées do
ONTAP 8.x e 9., a licenca do SnapMirror pode ser usada em vez de uma licenga SnapVault e pode ser usada
para configuragdes de espelhamento e cofre.

Para replicacado assincrona do ONTAP, a partir do ONTAP 9.3, um Unico mecanismo de replicagao unificada é
usado para configurar politicas de modo de protegédo de dados estendida (XDP), em que a licenga do
SnapMirror pode ser configurada para uma politica de espelhamento, uma politica de cofre ou uma politica de
cofre-espelho. E necessaria uma licenga SnapMirror nos clusters de origem e destino. Uma licenga SnapVault
nao é necessaria se uma licenga SnapMirror ja estiver instalada. A licenga perpétua assincrona do SnapMirror
esta incluida no pacote de software ONTAP One que € instalado nos novos sistemas AFF e FAS.

Os limites de configuracao de prote¢do de dados sao determinados usando varios fatores, incluindo a versao
do ONTAP, a plataforma de hardware e as licengas instaladas. Para obter mais informacgdes, "Hardware
Universe"consulte .

Licenga sincrona SnapMirror

A partir do ONTAP 9.5, as relagbes sincronas do SnapMirror sdo suportadas. Vocé precisa das seguintes
licengas para criar um relacionamento sincrono do SnapMirror:

* Alicenga sincrona do SnapMirror é necessaria no cluster de origem e no cluster de destino.
A licenca sincrona do SnapMirror faz parte do "Pacote de licencas ONTAP One".

Se o seu sistema tiver sido adquirido antes de junho de 2019 com um pacote Premium ou Flash, vocé
podera baixar uma chave mestra NetApp para obter a licenga sincrona SnapMirror necessaria no site de
suporte da NetApp: "Chaves da licenca principal".

 Alicenga SnapMirror € necessaria no cluster de origem e no cluster de destino.

Licenga de nuvem da SnapMirror

A partir do ONTAP 9,8, a licenca de nuvem do SnapMirror fornece replicagdo assincrona de snapshots de
instancias do ONTAP para pontos de extremidade de storage de objetos. Os destinos de replicagédo podem
ser configurados usando armazenamentos de objetos no local e servigos de storage de objetos em nuvem
publica compativeis com S3 e S3. Os relacionamentos de nuvem da SnapMirror sdo compativeis com
sistemas ONTAP para destinos de storage de objetos pré-qualificados.

A nuvem do SnapMirror nao esta disponivel como uma licenga auténoma. Apenas uma licenga € necessaria
por cluster do ONTAP. Além de uma licenga de nuvem do SnapMirror, a licenga assincrona do SnapMirror
também é necessaria.

Vocé precisa das seguintes licengas para criar um relacionamento de nuvem do SnapMirror:

* Uma licenga SnapMirror e uma licenga de nuvem SnapMirror para replicagdo diretamente no endpoint do
armazenamento de objetos.

* Ao configurar um fluxo de trabalho de replicagao de varias politicas (por exemplo, disco para disco para
nuvem), é necessaria uma licenga SnapMirror em todas as instancias do ONTAP, enquanto a licenga de
nuvem do SnapMirror € necessaria apenas para o cluster de origem que esta replicando diretamente para

19


https://hwu.netapp.com/
https://hwu.netapp.com/
https://docs.netapp.com/pt-br/ontap/system-admin/manage-licenses-concept.html
https://mysupport.netapp.com/NOW/knowledge/docs/olio/guides/master_lickey/

0 endpoint de armazenamento de objetos.
Comegando com ONTAP 9.9,1, vocé pode "Use o System Manager para replicacao na nuvem do SnapMirror".

Uma lista de aplicativos de terceiros autorizados na nuvem da SnapMirror € publicada no site da NetApp.

Licenga otimizada de proteg¢ao de dados

As licengas de protegéo de dados otimizada (DPO) n&o estdo mais sendo vendidas e o DPO nao é suportado
nas plataformas atuais; no entanto, se vocé tiver uma licenca de DPO instalada em uma plataforma
compativel, o NetApp continuara fornecendo suporte até o final da disponibilidade dessa plataforma.

O DPO néo esta incluido com o pacote de licengas ONTAP One e nao pode atualizar para o pacote de
licengas ONTAP One se a licenga DPO estiver instalada num sistema.

Para obter informagdes sobre plataformas compativeis, "Hardware Universe" consulte .

Os sistemas ONTAP DPO apresentam melhorias

A partir do ONTAP 9.6, o numero maximo de volumes FlexVol suportados aumenta
quando a licenga DP_Optimized (DPO) ¢é instalada. A partir do ONTAP 9,4, os sistemas
com licenga de DPO oferecem suporte a SnapMirror backoff, deduplicacdo em segundo
plano entre volumes, uso de blocos snapshot como doadores e compactacao.

A partir do ONTAP 9.6, o numero maximo de volumes FlexVol com suporte em sistemas secundarios ou de
protegdo de dados aumentou, permitindo que vocé escale até 2.500 volumes FlexVol por né ou até 5.000 TB
no modo failover. O aumento dos volumes FlexVol é ativado com o "Licenca DP_Optimized (DPO)". Ainda é
necessario um "Licenca SnapMirror"nos nds de origem e de destino.

A partir do ONTAP 9.4, os seguintes aprimoramentos de recursos sao feitos nos sistemas DPO:

» SnapMirror backoff: Nos sistemas DPO, o trafego de replicagdo tem a mesma prioridade que as cargas de
trabalho do cliente sdo dadas.

O backoff do SnapMirror é desativado por padrao nos sistemas DPO.

* Deduplicagdo em segundo plano do volume e deduplicagédo em segundo plano entre volumes: A
deduplicagdo em segundo plano do volume e a deduplicacdo em segundo plano entre volumes séo
ativadas em sistemas DPO.

Vocé pode executar storage aggregate efficiency cross-volume-dedupe start
-aggregate aggregate name -scan-old-data true o comando para deduplicar os dados
existentes. A pratica recomendada é executar o comando durante horas fora do pico para reduzir o
impactos no desempenho.

Saiba mais sobre storage aggregate efficiency cross-volume-dedupe start o "Referéncia
do comando ONTAP"na .

* Maior economia ao usar blocos de snapshot como doadores: Os blocos de dados que nao estao
disponiveis no sistema de arquivos ativo, mas estao presos em snapshots, sdo usados como doadores
para deduplicacao de volume.

Os novos dados podem ser deduplicados com os dados que ficaram presos em snapshots,
compartilhando os blocos de snapshot com eficiéncia também. O maior espago de doadores proporciona
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mais economia, especialmente quando o volume tem um grande numero de instantaneos.

» Compactacao: A compactacado de dados esta ativada por padrao nos volumes DPO.

Saiba mais sobre a correspondéncia do padrao de nome de caminho nos
comandos ONTAP SnapMirror

Vocé pode usar a correspondéncia de padrdes para especificar os caminhos de origem e
destino nos snapmirror comandos.

‘snapmirror’ os comandos usam nomes de caminho totalmente qualificados no
seguinte formato: “vserver:volume . Vocé pode abreviar o nome do caminho
ndo inserindo o nome do SVM. Se vocé fizer isso, o “snapmirror  comando
assumird o contexto local SVM do usuario.

Supondo que o SVM seja chamado de "vserver1™ e o volume seja chamado de "vol1™, o nome do caminho
totalmente qualificado é vserverl:voll.
Vocé pode usar o asterisco (*) nos caminhos como um curinga para selecionar nomes de caminho

correspondentes e totalmente qualificados. A tabela a seguir fornece exemplos de como usar o caractere
curinga para selecionar um intervalo de volumes.

* Corresponde a todos os caminhos.

vs* Faz a correspondéncia de todos os SVMs e volumes
com nomes SVM que comegam com vs.

i *src Corresponde a todos os SVMs com nomes de volume
que contém o src texto.

:vol Corresponde a todos os SVMs com nomes de volume
comecgando com vol.
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vsl::> snapmirror show -destination-path *:*dest*

Progress

Source Destination Mirror Relationship Total
Last

Path Type Path State Status Progress

Healthy Updated

vsl:sm src2
DP vs2:sm destl
Snapmirrored Idle =
true -

Saiba mais sobre snapmirror show 0 "Referéncia do comando ONTAP"na .

Saiba mais sobre consultas estendidas para operacoes de relacionamento do
ONTAP SnapMirror

Vocé pode usar consultas estendidas para executar operagdes do SnapMirror em muitos
relacionamentos do SnapMirror ao mesmo tempo. Por exemplo, vocé pode ter varias
relacdes SnapMirror ndo inicializadas que deseja inicializar usando um comando.

Sobre esta tarefa

Vocé pode aplicar consultas estendidas as seguintes operagdes do SnapMirror:

¢ Inicializando relacionamentos ndo inicializados
* Retomando relacionamentos quiesced

* Ressincronizar relacionamentos quebrados
 Atualizando relacionamentos ociosos

« A abortar transferéncias de dados de relacionamento

Passo

1. Execute uma operagdo SnapMirror em muitos relacionamentos:

snapmirror command {-state state } *

O comando a seguir inicializa as rela¢gdes SnapMirror que estdo em um Uninitialized estado:
vsl::> snapmirror initialize {-state Uninitialized} *

Saiba mais sobre snapmirror initialize o "Referéncia do comando ONTAP"na.
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Versdes compativeis do ONTAP para relacionamentos do SnapMirror

Os volumes de origem e destino devem estar executando versées compativeis do
ONTAP antes de criar uma relagao de protecao de dados do SnapMirror. Antes de
atualizar o ONTAP, vocé deve verificar se sua versao atual do ONTAP é compativel com
a versao de destino do ONTAP para relacionamentos do SnapMirror.

Relacionamentos de replicagao unificada

Para relacionamentos SnapMirror do tipo "XDP", usando versdes locais ou Cloud Volumes ONTAP:

Comegando com ONTAP 9.9,0:

* As versdes do ONTAP 9.x,0 sdo versdes somente na nuvem e oferecem suporte a sistemas Cloud
Volumes ONTAP. O asterisco (*) apds a versao de langamento indica uma versdo somente na nuvem.

®

O ONTAP 9.16.0 € uma excecao a regra de ser exclusivamente em nuvem, pois oferece
suporte a"Sistemas ASA R2" . O sinal de mais (+) ap6s a versao de langamento indica uma
versao compativel tanto com ASA r2 quanto com nuvem. Os sistemas ASA r2 suportam
relagdes SnapMirror apenas com outros sistemas ASA r2.

* As versdes do ONTAP 9.x,1 sdo versdes gerais e oferecem suporte a sistemas locais e Cloud Volumes
ONTAP.

®

Interoperabilidade para ONTAP versao 9.4 e posterior

Quando "balanceamento de capacidade avancado" o esta ativado em volumes em clusters que
executam o ONTAP 9.16.1 ou posterior, as transferéncias SnapMirror ndo sdo compativeis com
clusters que executam versées do ONTAP anteriores ao ONTAP 9.16.1.

A interoperabilidade € bidirecional.

Ver Interopera com essas versoes anteriores do ONTAP...
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Relagoes de recuperacao de desastres do SnapMirror SVM
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 Esta matriz aplica-se a funcionalidade de migragdo de dados SVM a partir do ONTAP
9.10.1.

* Vocé pode usar o SVM DR para migrar um SVM que nao atenda as restrigdes indicadas
©) para "Migracdo de SVM (mobilidade de dados SVM)".

* Em ambos os casos, um maximo de 2 versdes principais mais recentes do ONTAP podem
separar os clusters de origem e destino, com a exigéncia de que o destino tenha a mesma
versao ou seja mais recente que a versao do ONTAP de origem.

Para dados de recuperacgao de desastres da SVM e protegao contra SVM:

A recuperacgao de desastres da SVM é compativel apenas entre clusters que executam a mesma versao do
ONTAP. A independéncia de versado nao é suportada para replicagcao SVM.

Na recuperagao de desastres do SVM para migragdao SVM:

* Areplicagao é suportada em uma unica direcdo de uma versao anterior do ONTAP na origem para a
mesma ou posterior versdo do ONTAP no destino.

» Aversdo do ONTAP no cluster de destino ndo deve ser mais do que duas versdes principais no local mais
recentes ou duas versdes principais da nuvem mais recentes (comegando com o ONTAP 9,9.0), como
mostrado na tabela abaixo.

> Areplicagao ndo € compativel com casos de uso de protegdo de dados de longo prazo.
O asterisco (*) apds a versao de langamento indica uma versao somente na nuvem.

Para determinar o suporte, localize a versao de origem na coluna da tabela a esquerda e, em seguida, localize
a versao de destino na linha superior (DR/migragao para versdes semelhantes e migracdo apenas para
versdes mais recentes).

@ Se vocé estiver usando o ONTAP 9.10.1 ou posterior, podera usar o "Mobilidade de dados do
SVM" recurso em vez de DR de SVM para migrar SVMs de um cluster para outro.

Fo Destino
nte

95 96 97 98 99 99 91 91 91 91 91 91 91 91 91 91 91 91 91 91 91 91
.0 .1 00 01 10 11 20 21 3.0 31 40 41 50 51 6.0 6.1 7.1 8.1

9,5 DR Mig Mig
/mi ra¢ rag
gra ao é&o
cao
9,6 DR Mig Mig
/mi rac racg
gra 40 ao
cao
9,7 DR Mig Mig
/mi rac¢ racg
gra ao ao
¢ao

26


https://docs.netapp.com/pt-br/ontap/svm-migrate/index.html#prerequisites
https://docs.netapp.com/pt-br/ontap/svm-migrate/index.html
https://docs.netapp.com/pt-br/ontap/svm-migrate/index.html

9,8

9,9
.0*

9.9

9.1
0.0

9.1
0.1

9.1
1.0

9.1
20

9.1
2.1

9.1
3.0

9.1
3.1

DR
/mi

gra &

cao

Mig
rag

DR
/mi

gra
¢ao

Mig
rac
ao

Mig
rac
ao

DR
/mi

gra
céo

Mig
rac
ao

Mig
rac
ao

DR
/mi

gra
cao

Mig
rag
ao

Mig
rag
ao

Mig
rag
ao

Mig
rag
ao

DR
/mi

gra
¢ao

Mig
rac
ao

Mig
rac
ao

Mig
rag
ao

Mig
rac
ao

DR
/mi

gra
¢ao

Mig
rac
ao

Mig
rag
ao

Mig
rag
ao

Mig
rac
ao

Mig
rac
ao

DR
/mi

gra
cao

Mig
rag
ao

Mig
rac
ao

Mig
rac
ao

Mig
rac
ao

DR
/mi

gra
cao

Mig
rag
ao

Mig
rac
ao

Mig
rac
ao

Mig
rag
ao

Mig
rag
ao

DR
/mi

gra
cao

Mig
rac
ao

Mig
rag
ao

Mig
rag
ao

Mig
rac
ao

DR
/mi

gra
¢ao

Mig
rac
ao

Mig
rag
ao

Mig
rag
ao

Mig
rac
ao

Mig
rac
ao

DR
/mi

gra
cao

Mig
rag
ao

Mig
rac
ao

Mig
rac
ao

Mig
rag
ao

Mig
rag
ao

Mig
rac
ao

Mig Mig
rag rag
ao ao

Mig Mig
ra¢ rag
o ao

Mig
rag
ao

Mig
rag
ao

27



9.1
4.0

9.1
4.1

9.1
5.0

9.1
5.1

9.1
6.0

9.1
6.1

9.1
7.1

9.1
8.1

DR Mig Mig Mig Mig Mig
/mi ra¢ rac rag rag¢ rac
gra 40 8o &o &ao ao
cao
DR Mig Mig Mig Mig
/mi ra¢c ragc ra¢ rag
gra 80 ao ao ao
¢ao
DR Mig Mig Mig Mig
/mi rag¢ ra¢ rag rag
gra 40 ao ao éao
¢ao
DR Mig Mig Mig
/mi ra¢c rag¢ rag
gra 40 ao é&o
¢cao
DR Mig Mig
/mi rac¢ rag
gra ao éao
cao
DR Mig
/mi rag
gra ao
¢ao
DR
/mi
gra
cao

Relacionamentos de recuperagao de desastres da SnapMirror

Para relagdes SnapMirror do tipo "DP" e do tipo de politica

®
®

Fonte

9.11.1
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assincrono-mirror'™:

Os espelhos do tipo DP ndo podem ser inicializados a partir do ONTAP 9.11,1 e sdo
completamente obsoletos no ONTAP 9.12,1. Para obter mais informacoes, "Depreciacao de
relacionamentos SnapMirror de protecéo de dados"consulte .

Na tabela a seguir, a coluna a esquerda indica a versao do ONTAP no volume de origem e a
linha superior indica as versdes do ONTAP que vocé pode ter no volume de destino.

Destino
9.111 9.10.1 9.9.1 9,8 9,7 9,6 9,5 9,4 9,3
Sim Néao Néao Nao Nao Nao Néao Néao Nao

Mig
rac
ao

Mig
rag
ao

Mig
rac
ao

DR
/mi

gra
cao


https://mysupport.netapp.com/info/communications/ECMLP2880221.html
https://mysupport.netapp.com/info/communications/ECMLP2880221.html

9.10.1 Sim Sim Nao Nao Nao Nao Nao Nao Nao

9.9.1 Sim Sim Sim Néao Nao Nao Néo Néo Né&o
9,8 Nao Sim Sim Sim Nao Nao Néao Néao Nao
9,7 Nao Nao Sim Sim Sim Nao Nao Nao Nao
9,6 Nao Nao Nao Sim Sim Sim Nao Nao Nao
9,5 Nao Néao Néao Nao Sim Sim Sim Néao Nao
9,4 N&o N&o N&o N&o N&o Sim Sim Sim N&o
9,3 Nao Nao Nao Nao Nao Nao Sim Sim Sim

@ A interoperabilidade nao é bidirecional.

Saiba mais sobre as limitagées do ONTAP SnapMirror

Vocé deve estar ciente das limitacdes basicas do SnapMirror antes de criar um
relacionamento de protecao de dados.

* Um volume de destino pode ter apenas um volume de origem.

@ Um volume de origem pode ter varios volumes de destino. O volume de destino pode ser o
volume de origem para qualquer tipo de relagéo de replicagdo do SnapMirror.

* Dependendo do modelo do array, vocé pode distribuir um maximo de oito ou dezesseis volumes de
destino a partir de um unico volume de origem. Consulte "Hardware Universe"para obter detalhes sobre
sua configuragao especifica.

* Nao é possivel restaurar arquivos para o destino de uma relagcado de DR do SnapMirror.
* Os volumes SnapVault de origem ou destino nao podem ser de 32 bits.

* O volume de origem de uma relagao SnapVault ndo deve ser um volume FlexClone.

@ A relacao funcionara, mas a eficiéncia oferecida pelos volumes FlexClone nao sera
preservada.

Configurar a replicacao de volume do SnapMirror

Fluxo de trabalho de replicagao do ONTAP SnapMirror

O SnapMirror oferece trés tipos de relacao de protecdo de dados: Recuperacao de
desastres do SnapMirror, arquivamento (anteriormente conhecido como SnapVault) e
replicagao unificada. Vocé pode seguir o mesmo fluxo de trabalho basico para configurar
cada tipo de relacionamento.

A partir da disponibilidade geral no ONTAP 9.9,1"Sincronizagao ativa do SnapMirror", fornece objetivo de

tempo de recuperagéo zero (rto zero) ou failover transparente de aplicagdes (TAF) para permitir o failover
automatico de aplicagbes essenciais aos negocios em ambientes SAN.
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Para cada tipo de relagdo de protegédo de dados do SnapMirror, o fluxo de trabalho € o mesmo: Criar um
volume de destino, criar uma agenda de trabalho, especificar uma politica, criar e inicializar a relagao.

A partir do ONTAP 9.3, vocé pode usar 0 snapmirror protect comando para configurar uma relagao de
protegdo de dados em uma unica etapa. Mesmo que vocé use ‘snapmirror protect'o , vocé precisa entender
cada etapa do fluxo de trabalho.

Create a destination volume.

v

Create a job schedule.

reate a custom

‘ ves policy? "'01

Choose the policy type of the
custom policy.

Choose a default policy.

A 4 v
SnapMirror SnapMirror Unified SnapMirror SnapMirror Unified
Synchronous DR Snapvault  replication  Synchronous DR SnapVault  replication

{ONTAP 9.5 and later) l

tONTAP 9.5 and later) l l
! y !

strict-sync-mirror | | async-mirror mirror-vault strictsyne Mirrorallsnapshots ‘ XDPDefault | | MirrorAndVault
or ] Or Sync . >
sync-mirror g
Define rules for the
custom policy.
h 4
v > Create a repllfzatian < v 4
relationship.

v

Initialize the replication
relationship.

Informacgdes relacionadas
* "protecao snapmirror"

Configure uma relagao de replicagao do ONTAP SnapMirror em uma etapa

A partir do ONTAP 9.3, vocé pode usar 0 snapmirror protect comando para
configurar um relacionamento de protegdo de dados em uma unica etapa. Vocé
especifica uma lista de volumes a serem replicados, uma SVM no cluster de destino, um
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agendamento de tarefas e uma politica do SnapMirror . snapmirror protect fazo
resto.

Antes de comecar
* Os clusters de origem e destino e as SVMs devem ser colocados em Contato.

"Peering de cluster e SVM"
* O idioma no volume de destino deve ser o mesmo que o idioma no volume de origem.

Sobre esta tarefa

“snapmirror protect O comando escolhe um agregado associado ao SVM
especificado. Se nenhum agregado estiver associado ao SVM, ele escolheré
entre todos os agregados no cluster. A escolha do agregado é baseada na
quantidade de espac¢o livre e no nUmero de volumes no agregado.

O snapmirror protect comando entdo executa as seguintes etapas:
* Cria um volume de destino com um tipo apropriado e uma quantidade de espaco reservado para cada
volume na lista de volumes a serem replicados.
» Configura uma relaga@o de replicagéo apropriada para a politica especificada.
* Inicializa o relacionamento.
O nome do volume de destino € do formulario source volume name dst. Em caso de conflito com um

nome existente, o comando adiciona um nimero ao nome do volume. Vocé pode especificar um prefixo e/ou
sufixo nas opgdes de comando. O sufixo substitui o sufixo fornecido pelo sistema dst.

No ONTAP 9.4 e posteriores, um volume de destino pode conter até 1.019 instantdneos. No ONTAP 9.3 e
versoes anteriores, um volume de destino pode conter até 251 instantaneos.

Alinicializagdo pode ser demorada. snapmirror protect ndo espera que a inicializagéo seja

@ concluida antes de o trabalho terminar. Por esse motivo, vocé deve usar 0 snapmirror show
comando em vez do job show comando para determinar quando a inicializagao esta
concluida.

A partir do ONTAP 9.5, as relagbes sincronas do SnapMirror podem ser criadas usando 0 snapmirror
protect comando.

Saiba mais sobre snapmirror protect no "Referéncia do comando ONTAP" .

Passo

1. Crie e inicialize uma relacéo de replicacdo em uma etapa:

Vocé deve substituir as variaveis entre parénteses angulares pelos valores necessarios antes de executar
este comando.
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snapmirror protect -path-list <SVM:volume> -destination-vserver
<destination SVM> -policy <policy> -schedule <schedule> -auto-initialize
<true|false> -destination-volume-prefix <prefix> -destination-volume
-suffix <suffix>

@ Vocé deve executar esse comando a partir do SVM de destino ou do cluster de destino. A
-auto-initialize opgao padrao é "true".

O exemplo a seguir cria e inicializa um relacionamento de DR do SnapMirror usando a politica padréao
MirrorAllSnapshots:

cluster dst::> snapmirror protect -path-list svml:volA, svml:volB
-destination-vserver svm backup -policy MirrorAllSnapshots -schedule
replication daily

(D Vocé pode usar uma politica personalizada se preferir. Para obter mais informacoes,
"Criando uma politica de replicagao personalizada"consulte .

O exemplo a seguir cria e inicializa um relacionamento SnapVault usando a politica padrédo XDPDefault:

cluster dst::> snapmirror protect -path-list svml:volA, svml:volB
—-destination-vserver svm backup -policy XDPDefault -schedule
replication daily

O exemplo a seguir cria e inicializa uma relagéo de replicacao unificada usando a politica padrao
MirrorAndVault:

cluster dst::> snapmirror protect -path-list svml:volA, svml:volB
—-destination-vserver svm backup -policy MirrorAndVault

O exemplo a seguir cria e inicializa um relacionamento sincrono do SnapMirror usando a politica padrao
Sync:

cluster dst::> snapmirror protect -path-list svml:volA, svml:volB
—-destination-vserver svm sync -policy Sync

Para politicas de replicagao unificada e SnapVault, talvez seja util definir uma programacgéo
para criar uma copia do ultimo snapshot transferido no destino. Para obter mais
informacdes, "Definir uma agenda para criar uma copia local no destino"consulte .

Depois de terminar

32



Use 0 snapmirror show comando para verificar se a relagcdo SnapMirror foi criada.

Saiba mais sobre snapmirror show 0 "Referéncia do comando ONTAP"na .

Informacgodes relacionadas

* "mostra de trabalho"

Configure uma relacao de replicagcao uma etapa de cada vez
Crie um volume de destino ONTAP SnapMirror

Vocé pode usar o volume create comando no destino para criar um volume de
destino. O volume de destino deve ser igual ou maior em tamanho do que o volume de
origem. Saiba mais sobre volume create 0 "Referéncia do comando ONTAP"na .

Passo
1. Criar um volume de destino:

volume create -vserver SVM -volume volume -aggregate aggregate -type DP -size
size

O exemplo a seguir cria um volume de destino de 2 GB chamado volA dst:

cluster dst::> volume create -vserver SVM backup -volume volA dst
-aggregate node0l aggr -type DP -size 2GB

Criar um agendamento de trabalho de replicagdo do ONTAP SnapMirror

O agendamento de trabalhos determina quando o SnapMirror atualiza automaticamente
a relacao de protecao de dados a qual o agendamento € atribuido. Vocé pode usar o
System Manager ou 0 job schedule cron create comando para criar uma agenda
de trabalho de replicagcédo. Saiba mais sobre job schedule cron createo
"Referéncia do comando ONTAP"na .

Sobre esta tarefa

Vocé atribui um agendamento de trabalho ao criar um relacionamento de protegédo de dados. Se nao atribuir
uma agenda de trabalhos, tem de atualizar a relagdo manualmente.

Passos

Vocé pode criar uma programacao de trabalho de replicagdo usando o Gerenciador de sistema ou a CLI do
ONTAP.
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System Manager
1. Navegue até protecao > Visdo geral e expanda configuragoes de politica local.

2. No painel horarios, clique 3em .
3. Na janela horarios, clique 4 addem.
4

. Na janela Adicionar agendamento, insira o0 nome da programacgao e escolha o contexto e o tipo de
agendamento.

5. Clique em Salvar.

CLlI
1. Criar uma agenda de trabalhos:

job schedule cron create -name <job name> -month <month> -dayofweek
<day of week> -day <day of month> -hour <hour> -minute <minute>

Para -month, , -dayofweek, € ~hour, € possivel especificar all para executar o trabalho todos os
meses, dia da semana e hora, respetivamente.

A partir do ONTAP 9.10,1, vocé pode incluir o SVM para sua agenda de trabalho:

job schedule cron create -name <job name> -vserver <Vserver name>
-month <month> -dayofweek <day of week> -day <day of month> -hour
<hour> -minute <minute>

O cronograma minimo com suporte (RPO) para volumes FlexVol em uma relagéo de
(D volume SnapMirror é de 5 minutos. O cronograma minimo com suporte (RPO) para
volumes FlexGroup em uma relagao de volume SnapMirror é de 30 minutos.

O exemplo a seguir cria um horario de trabalho chamado my weekly que é executado aos sabados
as 3:00 da manha:

cluster dst::> job schedule cron create -name my weekly -dayofweek
"Saturday" -hour 3 -minute O

Personalizar uma politica de replicagao do SnapMirror

Crie uma politica de replicagao personalizada do ONTAP SnapMirror

Vocé pode criar uma politica de replicagao personalizada se a politica padrdo para um
relacionamento nao for adequada. Vocé pode querer compactar dados em uma
transferéncia de rede, por exemplo, ou modificar o numero de tentativas que o
SnapMirror faz para transferir snapshots.
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Vocé pode usar uma politica padrao ou personalizada ao criar uma relagao de replicagdo. Para um arquivo
personalizado (antigo SnapVault) ou uma politica de replicagao unificada, vocé deve definir uma ou mais
regras que determinem quais snapshots séo transferidos durante a inicializagcéo e atualizagdo. Vocé também
pode querer definir uma programagéo para criar snapshots locais no destino.

O policy type da diretiva de replicagao determina o tipo de relagdo que ela suporta. A tabela abaixo mostra os
tipos de politica disponiveis.

Tipo de politica Tipo de relacao

espelho assincrono SnapMirror DR

cofre SnapVault

espelho-cofre Replicagado unificada

strict-sync-mirror SnapMirror sincrono no modo StrictSync (suportado a

partir de ONTAP 9.5)

espelho de sincronizagao SnapMirror sincrono no modo de sincronizacéo
(suportado a partir de ONTAP 9.5)

Quando vocé cria uma politica de replicagédo personalizada, € uma boa ideia modelar a politica
apés uma politica padrao.

Passos

Vocé pode criar politicas de protegdo de dados personalizadas com o System Manager ou a CLI do ONTAP. A
partir do ONTAP 9.11,1, vocé pode usar o Gerenciador do sistema para criar politicas de espelhamento e
cofre personalizadas e exibir e selecionar politicas herdadas. Essa capacidade também esta disponivel no
ONTAP 9.8P12 e patches posteriores do ONTAP 9.8.

Crie politicas de protegéo personalizadas no cluster de origem e destino.
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System Manager

1.

®

CLI
. Criar uma politica de replicacao personalizada:
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Clique em protecao > Visao geral > Configuragdes de politica local.

2. Em politicas de protecgao, clique 3em .

3. No painel politicas de protecao, clique - &ddem .
4.
5

Introduza o novo nome da politica e selecione o ambito da politica.

. Escolha um tipo de politica. Para adicionar uma politica somente para Vault ou somente para

espelhamento, escolha assincrono e clique em usar um tipo de politica legado.
Preencha os campos obrigatorios.
Clique em Salvar.

Repita estas etapas no outro cluster.

snapmirror policy create -vserver <SVM> -policy policy -type
<async-mirror|vault|mirror-vault|strict-sync-mirror|sync-mirror>
—-comment <comment> -tries <transfer tries> -transfer-priority

<low|normal> -is-network-compression-enabled <true|false>

A partir do ONTAP 9,5, vocé pode especificar a programagéao para criar uma programagao de
snapshot comum para relacionamentos sincronos do SnapMirror usando 0 -common-snapshot
-schedule parametro. Por padréo, a programagéao de snapshot comum para relacionamentos
sincronos do SnapMirror € de uma hora. Vocé pode especificar um valor de 30 minutos a duas horas
para a programagao de snapshot para relacionamentos sincronos do SnapMirror.

O exemplo a seguir cria uma politica de replicagédo personalizada para o SnapMirror DR que permite
a compactagao de rede para transferéncias de dados:

cluster dst::> snapmirror policy create -vserver svml -policy
DR compressed -type async-mirror -comment "DR with network
compression enabled" -is-network-compression-enabled true

O exemplo a seguir cria uma politica de replicagdo personalizada para o SnapVault:

cluster dst::> snapmirror policy create -vserver svml -policy
my snapvault -type vault

O exemplo a seguir cria uma politica de replicagdo personalizada para replicagédo unificada:

cluster dst::> snapmirror policy create -vserver svml -policy
my unified -type mirror-vault



O exemplo a seguir cria uma politica de replicagédo personalizada para o relacionamento sincrono do
SnapMirror no modo StrictSync:

cluster dst::> snapmirror policy create -vserver svml -policy
my strictsync -type strict-sync-mirror -common-snapshot-schedule
my sync_schedule

Saiba mais sobre snapmirror policy create 0 "Referéncia do comando ONTAP"na .

Depois de terminar

Para os tipos de politica "Vault" e "mirror-Vault", vocé deve definir regras que determinam quais
snapshots sao transferidos durante a inicializacao e atualizacao.

Use 0 snapmirror policy show comando para verificar se a politica SnapMirror foi criada.

Saiba mais sobre snapmirror policy show no "Referéncia do comando ONTAP" .

Defina uma regra para uma politica do ONTAP SnapMirror

Para politicas personalizadas com o vault tipo de politica ou mirror-vault, vocé
deve definir pelo menos uma regra que determine quais snapshots séo transferidos
durante a inicializagao e a atualizagao. Vocé também pode definir regras para politicas
padrao com o vault tipo de diretiva ou mirror-vault.

Sobre esta tarefa

Todas as politicas com o vault tipo de diretiva ou mirror-vault devem ter uma regra que especifique
quais snapshots devem ser replicados. A regra bi-monthly, por exemplo, indica que apenas os
instantaneos atribuidos ao rétulo SnapMirror bi-monthly devem ser replicados. Vocé especifica o rétulo
SnapMirror ao configurar a politica de snapshot na origem.

Cada tipo de politica esta associado a uma ou mais regras definidas pelo sistema. Essas regras séo
atribuidas automaticamente a uma politica quando vocé especifica seu tipo de politica. A tabela abaixo mostra
as regras definidas pelo sistema.

Regra definida pelo sistema Usado em tipos de politica Resultado
sm_created Espelho assincrono, espelho-Vault, Um instantaneo criado pelo
sincronizagao, StrictSync SnapMirror é transferido na

inicializagao e atualizacao.

all_source_snapshots espelho assincrono Novos instantaneos na origem sao
transferidos na inicializagao e
atualizacéo.
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diariamente cofre, espelho-cofre

semanalmente cofre, espelho-cofre
mensalmente espelho-cofre
app_consistente Sincronizar, StrictSync

Novos instantaneos na origem com
o rétulo SnapMirror daily sé@o
transferidos na inicializacéo e
atualizacéo.

Novos instantaneos na origem com
o rotulo SnapMirror weekly sdo
transferidos na inicializacéo e
atualizacéao.

Novos instantaneos na origem com
o rétulo SnapMirror monthly séo
transferidos na inicializagao e
atualizacéao.

Os instantaneos com o rétulo
SnapMirror app_consistent na
origem séo replicados de forma
sincrona para o destino. Suportado
a partir de ONTAP 9.7.

Exceto para o tipo de politica "async-mirror", vocé pode especificar regras adicionais conforme necessario,

para politicas padrao ou personalizadas. Por exemplo:

* Para a politica padrdo MirrorAndvault, vocé pode criar uma regra chamada bi-monthly para

combinar snapshots na origem com 0 bi-monthly rétulo SnapMirror.

* Para uma politica personalizada com o mirror-vault tipo de politica, vocé pode criar uma regra
chamada bi-weekly para combinar snapshots na origem com o bi-weekly rétulo SnapMirror.

Passo
1. Defina uma regra para uma politica:

snapmirror policy add-rule -vserver SVM -policy policy for rule -snapmirror

-label snapmirror-label -keep retention count

O exemplo a seguir adiciona uma regra com o rétulo SnapMirror bi-monthly a politica padrao

MirrorAndvVault:

cluster dst::> snapmirror policy add-rule -vserver svml -policy

MirrorAndVault -snapmirror-label bi-monthly -keep 6

O exemplo a seguir adiciona uma regra com o rotulo SnapMirror bi-weekly a politica personalizada

my snapvault:

cluster dst::> snapmirror policy add-rule -vserver svml -policy

my snapvault -snapmirror-label bi-weekly -keep 26
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O exemplo a seguir adiciona uma regra com o rétulo SnapMirror app _consistent a politica
personalizada Sync:

cluster dst::> snapmirror policy add-rule -vserver svml -policy Sync
-snapmirror-label app consistent -keep 1

Saiba mais sobre snapmirror policy add-rule o "Referéncia do comando ONTAP"na .

Em seguida, é possivel replicar snapshots do cluster de origem que correspondem a esse rétulo do
SnapMirror:

cluster src::> snapshot create -vserver vsl -volume voll -snapshot
snapshotl -snapmirror-label app consistent

Defina uma agenda ONTAP SnapMirror para criar uma cépia local no destino

Para relacionamentos de replicagéo unificada e SnapVault, vocé pode se proteger contra
a possibilidade de que um snapshot atualizado seja corrompido criando uma cépia do
ultimo snapshot transferido no destino. Esta "cépia local" € mantida independentemente
das regras de retengao na origem, de modo que, mesmo que o instantaneo
originalmente transferido pelo SnapMirror ndo esteja mais disponivel na origem, uma
copia dele estara disponivel no destino.

Sobre esta tarefa

Vocé especifica o cronograma para a criagao de uma copia local no -schedule opgéo do snapmirror
policy add-rule comando.

Passo
1. Defina uma agenda para criar uma cépia local no destino:

snapmirror policy add-rule -vserver SVM -policy policy for rule -snapmirror
-label snapmirror-label -schedule schedule

Para obter um exemplo de como criar uma agenda de trabalhos, "Criando um agendamento de trabalho
de replicacao"consulte .

O exemplo a seguir adiciona uma programagao para criar uma copia local a politica padrao
MirrorAndvault:

cluster dst::> snapmirror policy add-rule -vserver svml -policy
MirrorAndvVault -snapmirror-label my monthly -schedule my monthly

O exemplo a seguir adiciona uma programacgao para criar uma copia local a politica personalizada
my unified:
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cluster dst::> snapmirror policy add-rule -vserver svml -policy
my unified -snapmirror-label my monthly -schedule my monthly

Saiba mais sobre snapmirror policy add-rule 0 "Referéncia do comando ONTAP"na .

Crie uma relacgao de replicagdo do ONTAP SnapMirror

A relagao entre o volume de origem no storage primario e o volume de destino no
storage secundario € chamada de relagdo de prote¢cdo de dados. vocé pode usar o
snapmirror create comando para criar relacionamentos de protecdo de dados de
replicagao unificada, SnapVault ou DR do SnapMirror.

Este procedimento se aplica aos sistemas FAS, AFF e ASA. Se vocé tiver um sistema ASA r2

@ (ASAA1K, ASAA90, ASAAT70, ASAA50, ASAA30, ASAA20 ou ASA C30), siga "estes
passos" para criar um relacionamento de replicagdo. Os sistemas ASA R2 fornecem uma
experiéncia de ONTAP simplificada especifica para clientes somente SAN.

A partir do ONTAP 9.11,1, vocé pode usar o Gerenciador do sistema para selecionar politicas de
espelhamento e cofre pré-criadas e personalizadas, exibir e selecionar politicas herdadas e substituir as
programagdes de transferéncia definidas em uma politica de protegcao ao proteger volumes e VMs de storage.
Essa capacidade também esta disponivel no ONTAP 9.8P12 e patches posteriores do ONTAP 9.8.

Se vocé estiver usando a versao de patch do ONTAP 9.8P12 ou posterior do ONTAP 9.8 e tiver

@ configurado o SnapMirror usando o Gerenciador de sistema, use o ONTAP 9.9.1P13 ou
versdes de patch do ONTAP 9.10.1P10 ou versdes posteriores se vocé planeja atualizar para
versdes do ONTAP 9.9,1 ou do ONTAP 9.10,1.

Antes de comecgar
* Os clusters de origem e destino e as SVMs devem ser colocados em Contato.

"Peering de cluster e SVM"
» O idioma no volume de destino deve ser o mesmo que o idioma no volume de origem.

Sobre esta tarefa

Até o ONTAP 9.3, o SnapMirror invocado no modo DP e o SnapMirror invocado no modo XDP usavam
diferentes mecanismos de replicagado, com diferentes abordagens para dependéncia de versao:

* O SnapMirror invocado no modo DP usou um mecanismo de replicagcao dependente da versdo no qual a
versao do ONTAP era necessaria para ser a mesma no storage primario e secundario:

cluster dst::> snapmirror create -type DP -source-path ... -destination
-path

* O SnapMirror invocado no modo XDP usou um mecanismo de replicacao version-flexivel que suportava
diferentes versdes do ONTAP no storage primario e secundario:
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cluster dst::> snapmirror create -type XDP -source-path
-destination-path

Com melhorias no desempenho, os beneficios significativos do SnapMirror flexivel de versao superam a
ligeira vantagem na taxa de transferéncia de replicagao obtida com o modo dependente da vers&o. Por esse
motivo, comecando com ONTAP 9.3, o modo XDP foi feito o novo padrao, e todas as invocag¢des do modo DP
na linha de comando ou em scripts novos ou existentes sdo automaticamente convertidas para o modo XDP.

As relacoes existentes ndo sao afetadas. Se uma relagao ja for do tipo DP, ela continuara sendo do tipo DP. A
tabela abaixo mostra o comportamento que vocé pode esperar.

Se especificar... O tipo é... A politica padrao (se vocé nao especificar uma
politica) é...

DP XDP Espelhamento AllSnapshots (SnapMirror DR)

Nada XDP Espelhamento AllSnapshots (SnapMirror DR)

XDP XDP XDPDefault (SnapVault)

Veja também os exemplos no procedimento abaixo.
As Unicas excegbes a conversao sdo as seguintes:
* As relagdes de protegédo de dados do SVM continuam como padréo no modo DP.
Especifique XDP explicitamente para obter o modo XDP com a politica padréo MirrorAllSnapshots.

* As relagbes de protecdo de dados de compartilhamento de carga continuam para o modo DP padréo.
* As relagbes de protegéo de dados do SnapLock continuam a ser padréo para o modo DP.

* As invocacgoes explicitas do DP continuam a ser padrao para o modo DP se vocé definir a seguinte opgao
em todo o cluster:

options replication.create data protection rels.enable on

Essa opc¢ao sera ignorada se vocé nao invocar explicitamente o DP.

A partir de ONTAP 9.14,1, a -backoff-level opcao € adicionada aos snapmirror create comandos,
snapmirror modify e snapmirror restore para permitir que vocé especifique o nivel de backoff por
relacionamento. A opgao € suportada apenas com relacionamentos FlexVol SnapMirror. O comando opcional
especifica o nivel de backoff do SnapMirror devido as operagdes do cliente. Os valores de backoff podem ser
altos, médios ou nenhum. O valor padréao é alto.

A partir do ONTAP 9.5, as relagdes sincronas do SnapMirror sdo suportadas.

No ONTAP 9.4 e posteriores, um volume de destino pode conter até 1.019 instantdneos. No ONTAP 9.3 e
versdes anteriores, um volume de destino pode conter até 251 instantaneos.
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Passos
Vocé pode usar o Gerenciador do sistema ou a CLI do ONTAP para criar uma relagéo de replicagao.

42



System Manager

1. Selecione o volume ou LUN a proteger: Clique em armazenamento > volumes ou armazenamento
> LUNs e, em seguida, clique no volume ou nome LUN desejado.

2. Clique @ Frotzctem.
3. Selecione o cluster de destino e a VM de armazenamento.

4. A politica assincrona é selecionada por padréo. Para selecionar uma politica sincrona, clique em
mais opgoes.

5. Clique em Protect.

6. Clique na guia SnapMirror (local ou remoto) para o volume ou LUN selecionado para verificar se a
protegéo esta configurada corretamente.

CLI
1. No cluster de destino, crie uma relacao de replicacao:

Vocé deve substituir as variaveis entre parénteses angulares pelos valores necessarios antes de
executar este comando.

snapmirror create -source-path <SVM:volume> -destination-path
<SVM:volume> -type <DP|XDP> -schedule <schedule> -policy <policy>

@ O schedule parametro ndo é aplicavel ao criar relagdes sincronas do SnapMirror.

O exemplo a seguir cria uma relagdo de DR do SnapMirror usando a politica padrdo MirrorLatest:

cluster dst::> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst -type XDP -schedule my daily -policy
MirrorLatest

O exemplo a seguir cria um relacionamento SnapVault usando a politica padrédo XDPDefault:

cluster dst::> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst -type XDP -schedule my daily -policy
XDPDefault

O exemplo a seguir cria uma relagao de replicagao unificada usando a politica padrao
MirrorAndVault:

cluster dst:> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst -type XDP -schedule my daily -policy
MirrorAndVault
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O exemplo a seguir cria uma relagao de replicagao unificada usando a politica personalizada
my unified:

cluster dst::> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst -type XDP -schedule my daily -policy

my unified

O exemplo a seguir cria um relacionamento sincrono do SnapMirror usando a politica padréo Sync:

cluster dst::> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst -type XDP -policy Sync

O exemplo a seguir cria um relacionamento sincrono do SnapMirror usando a politica padrao
StrictSync:

cluster dst::> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst -type XDP -policy StrictSync

O exemplo a seguir cria uma relagdo de DR do SnapMirror. Com o tipo DP convertido
automaticamente para XDP e sem nenhuma politica especificada, a politica é padrao para a
MirrorAllSnapshots politica:

cluster dst::> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst -type DP -schedule my daily

O exemplo a seguir cria uma relagdo de DR do SnapMirror. Sem nenhum tipo ou politica
especificada, a politica é padrdo para a MirrorAllSnapshots politica:

cluster dst::> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst -schedule my daily

O exemplo a seguir cria uma relagcdo de DR do SnapMirror. Sem nenhuma politica especificada, a
politica € padrdo para a xXDPDefault politica:

cluster dst::> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst -type XDP -schedule my daily

O exemplo a seguir cria um relacionamento sincrono do SnapMirror com a politica
“SnapCenterSync predefinida :



cluster dst::> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst -type XDP -policy SnapCenterSync

@ A politica predefinida SnapCenterSync € do tipo Sync. Essa politica replica qualquer
snapshot que é criado com o snapmirror-label de "app_consistent".

Depois de terminar

Use 0 snapmirror show comando para verificar se a relagcdo SnapMirror foi criada.

Saiba mais sobre snapmirror show 0 "Referéncia do comando ONTAP"na .

Informacgdes relacionadas
* "Criar e excluir volumes de teste de failover do SnapMirror".

Outras maneiras de fazer isso em ONTAP

Para executar estas tarefas com... Veja este conteudo...
System Manager Classic (disponivel com o ONTAP  "Visao geral do backup de volume usando o
9.7 e versdes anteriores) SnapVault"

Informagodes relacionadas
* "SnapMirror create"

Inicializar uma relacao de replicagao do ONTAP SnapMirror

Para todos os tipos de relacionamento, a inicializacdo executa uma Baseline transfer. Ele
faz um snapshot do volume de origem, depois transfere essa copia e todos os dados
bloqueiam que ela faz referéncia ao volume de destino. Caso contrario, o conteudo da
transferéncia depende da politica.

Antes de comecgar
Os clusters de origem e destino e as SVMs devem ser colocados em Contato.

"Peering de cluster e SVM"

Sobre esta tarefa

Alinicializacdo pode ser demorada. Vocé pode querer executar a transferéncia de linha de base em horas fora
do pico.

A partir do ONTAP 9.5, as relagbes sincronas do SnapMirror s&o suportadas.
Vocé deve estar ciente de que se um sistema de arquivos for reinicializado por qualquer motivo, como
reinicializacéo de no, aquisicao/devolugao ou panico, a inicializacdo nao sera retomada automaticamente e

devera ser reiniciada manualmente.

Passo

1. Inicializar uma relagao de replicagao:
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snapmirror initialize -source-path <SVM:volume>|<cluster://SVM/volume>,
-destination-path <SVM:volume>|<cluster://SVM/volume>,

@ Vocé deve executar esse comando a partir do SVM de destino ou do cluster de destino.

O exemplo a seguir inicializa a relagao entre o volume de origem volAa ligado svm1l e o0 volume de destino
volA dst no svm backup

cluster dst::> snapmirror initialize -source-path svml:volA -destination
-path svm backup:volA dst

Saiba mais sobre snapmirror initialize o "Referéncia do comando ONTAP"na .

Garanta um snapshot comum em uma implantagdo do ONTAP mirror-Vault

Vocé pode usar 0 snapmirror snapshot-owner create comando para preservar
um snapshot rotulado no secundario em uma implantagado de mirror-vault. Isso garante a
existéncia de um snapshot comum para a atualizagao do relacionamento do vault.

Sobre esta tarefa

Se vocé usar uma combinacao de fan-out do mirror-Vault ou implantagao em cascata, vocé deve ter em mente
que as atualizagbes falhardo se um snapshot comum nao existir nos volumes de origem e destino.

Isso nunca é um problema para a relagéo de espelhamento em uma implantagdo de fan-out ou cascata do
mirror-Vault, ja que o SnapMirror sempre cria um snapshot do volume de origem antes de executar a
atualizacéo.

No entanto, pode ser um problema para a relagao do Vault, porque o SnapMirror ndo cria um instantaneo do
volume de origem quando atualiza uma relagdo do Vault. Vocé precisa usar o snapmirror snapshot-
owner create para garantir que haja pelo menos um snapshot comum na origem e no destino da relagcéo do
Vault. "Saiba mais sobre implantacdes em cascata e fan-out de protecédo de dados".

Passos
1. No volume de origem, atribua um proprietario ao instantédneo rotulado que deseja preservar:

snapmirror snapshot-owner create -vserver <SVM> -volume <volume> -snapshot
<snapshot> -owner <owner>

O exemplo a seguir atribui ApplicationA como o proprietario snapl do snapshot:

clustl::> snapmirror snapshot-owner create -vserver vsl -volume voll

-snapshot snapl -owner ApplicationA

Saiba mais sobre snapmirror snapshot-owner create no "Referéncia do comando ONTAP".

2. Atualize a relagédo do espelho, conforme descrito em "Atualizar manualmente uma relacao de replicacao”.

Alternativamente, vocé pode esperar pela atualizagédo agendada do relacionamento espelhado.

46


https://docs.netapp.com/us-en/ontap-cli/snapmirror-initialize.html
https://docs.netapp.com/us-en/ontap-cli/snapmirror-snapshot-owner-create.html

3. Transfira o instantaneo rotulado para o destino do Vault:
snapmirror update -source-path <SVM:volume>|<cluster://SVM/volume>,

-destination-path <SVM:volume>|<cluster://SVM/volume>, .. —-source-snapshot
snapshot

O exemplo a seguir transfere snapl o instantaneo

clustl::> snapmirror update -vserver vsl -volume voll
—-source-snapshot snapl

O instantaneo rotulado sera preservado quando a relagao do Vault for atualizada.
Saiba mais sobre snapmirror update o "Referéncia do comando ONTAP"na .
4. No volume de origem, remova o proprietario do instantaneo rotulado:

snapmirror snapshot-owner delete -vserver SVM -volume volume -snapshot
snapshot -owner owner

Os exemplos a seguir sdo removidos ApplicationA como o proprietario snapl do snapshot:

clustl::> snapmirror snapshot-owner delete -vserver vsl -volume voll
-snapshot snapl -owner ApplicationA

Saiba mais sobre snapmirror snapshot-owner delete 0 "Referéncia do comando ONTAP"na.

Exemplo: Configurar uma cascata de Vault-Vault do ONTAP SnapMirror

Um exemplo mostrara em termos concretos como vocé pode configurar relacionamentos
de replicagdo uma etapa de cada vez. Vocé pode usar a implantagdo em cascata do
Vault-Vault configurada no exemplo para reter mais de 251 snapshots rotulados my-
weekly.

Antes de comecar
Os clusters de origem e destino e as SVMs devem ser colocados em Contato.

Sobre esta tarefa
O exemplo assume o seguinte:

* Vocé configurou snapshots no cluster de origem com os rétulos SnapMirror my-daily , my-weekly €
my-monthly.

* Vocé configurou volumes de destino com o nome volA nos clusters de destino secundario e terciario.

* Vocé configurou as programacdes de tarefas de replicagdo nomeadas my snapvault nos clusters de
destino secundario e terciario.

O exemplo mostra como criar relacionamentos de replicagdo com base em duas politicas personalizadas:
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* “snapvault_secondary’A politica retém 7 snapshots diarios, 52 semanais e 180 mensais no cluster de
destino secundario.

* O snapvault tertiary policy retém 250 instantdneos semanais no cluster de destino terciario.

Passos

1.

No cluster de destino secundario, crie a snapvault secondary politica:

cluster secondary::> snapmirror policy create -policy snapvault secondary
-type vault -comment "Policy on secondary for vault to vault cascade" -vserver
svm_ secondary

2. No cluster de destino secundario, defina a my-daily regra para a politica:

cluster secondary::> snapmirror policy add-rule -policy snapvault secondary
-snapmirror-label my-daily -keep 7 -vserver svm_ secondary

3. No cluster de destino secundario, defina a my-weekly regra para a politica:

cluster secondary::> snapmirror policy add-rule -policy snapvault secondary
-snapmirror-label my-weekly -keep 52 -vserver svm secondary

4. No cluster de destino secundario, defina a my-monthly regra para a politica:

cluster secondary::> snapmirror policy add-rule -policy snapvault secondary
-snapmirror-label my-monthly -keep 180 -vserver svm secondary

5. No cluster de destino secundario, verifique a politica:

cluster secondary::> snapmirror policy show snapvault secondary -instance
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10.

Vserver: svm_secondary
SnapMirror Policy Name: snapvault secondary
SnapMirror Policy Type: vault
Policy Owner: cluster-admin
Tries Limit: 8
Transfer Priority: normal
Ignore accesstime Enabled: false
Transfer Restartability: always
Network Compression Enabled: false
Create Snapshot: false
Comment: Policy on secondary for vault to vault
cascade
Total Number of Rules: 3
Total Keep: 239

Rules: SnapMirror Label Keep Preserve Warn
Schedule Prefix
my-daily 7 false 0 -
my-weekly 52 false 0 -
my-monthly 180 false 0 -

No cluster de destino secundario, crie a relagao com o cluster de origem:

cluster secondary::> snapmirror create -source-path svm primary:volA
-destination-path svm secondary:volA -type XDP -schedule my snapvault -policy
snapvault secondary

No cluster de destino secundario, inicialize a relagédo com o cluster de origem:

cluster secondary::> snapmirror initialize -source-path svm primary:volA
-destination-path svm secondary:volA

No cluster de destino terciario, crie a snapvault tertiary politica:

cluster tertiary::> snapmirror policy create -policy snapvault tertiary -type
vault -comment "Policy on tertiary for vault to vault cascade" -vserver
svm_tertiary

No cluster de destino terciario, defina a my-weekly regra para a politica:

cluster tertiary::> snapmirror policy add-rule -policy snapvault tertiary
-snapmirror-label my-weekly -keep 250 -vserver svm tertiary

No cluster de destino terciario, verifique a politica:
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cluster tertiary::> snapmirror policy show snapvault tertiary -instance

Vserver: svm tertiary
SnapMirror Policy Name: snapvault tertiary
SnapMirror Policy Type: vault
Policy Owner: cluster-admin
Tries Limit: 8
Transfer Priority: normal
Ignore accesstime Enabled: false
Transfer Restartability: always
Network Compression Enabled: false
Create Snapshot: false
Comment: Policy on tertiary for vault to vault
cascade
Total Number of Rules: 1
Total Keep: 250
Rules: SnapMirror Label Keep Preserve Warn
Schedule Prefix

my-weekly 250 false 0

11. No cluster de destino terciario, crie a relagdo com o cluster secundario:

cluster tertiary::> snapmirror create -source-path svm secondary:volA
-destination-path svm tertiary:volA -type XDP -schedule my snapvault -policy
snapvault tertiary

12. No cluster de destino terciario, inicialize a relagdo com o cluster secundario:

cluster tertiary::> snapmirror initialize -source-path svm secondary:volA
-destination-path svm tertiary:volA

Informacgdes relacionadas

 "SnapMirror create"

* "inicializagdo do snapmirror"

* "politica de adi¢ao de regra do snapmirror"
* "criagao de politica do snapmirror"

* "politica do snapmirror mostrar"

Gerenciar a replicacao de volume do SnapMirror
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Converta uma relagao existente do tipo ONTAP SnapMirror DP para XDP

Se vocé estiver atualizando para o ONTAP 9.12,1 ou posterior, vocé devera converter
relagdes do tipo DP para XDP antes de atualizar. O ONTAP 9.12,1 e posterior ndo
suporta relagdes do tipo DP. Vocé pode facilmente converter uma relagao de tipo DP
existente para XDP para aproveitar o SnapMirror flexivel de versao.

Antes de atualizar para o ONTAP 9.12,1, vocé deve converter relagdes de tipo DP existentes para XDP antes
de poder atualizar para o ONTAP 9.12,1 e versdes posteriores.

Sobre esta tarefa

« O SnapMirror ndo converte automaticamente relacionamentos do tipo DP existentes para XDP. Para
converter o relacionamento, vocé precisa quebrar e excluir o relacionamento existente, criar um novo
relacionamento XDP e ressincronizar o relacionamento.

* Ao Planejar sua conversao, vocé deve estar ciente de que a preparagdo em segundo plano e a fase de
armazenamento de dados de um relacionamento XDP SnapMirror podem levar muito tempo. Nao é
incomum ver a relacdo do SnapMirror informando o status "preparando” por um periodo de tempo
prolongado.

Depois de converter um tipo de relacionamento SnapMirror de DP para XDP, as configuragdes
relacionadas ao espago, como dimensionamento automatico e garantia de espaco, ndo sao
mais replicadas para o destino.

Passos

1. No cluster de destino, verifique se a relacdo SnapMirror é do tipo DP, se o estado do espelho é
SnapMirrored, o status do relacionamento esta ocioso e se o relacionamento esta saudavel:

snapmirror show -destination-path <SVM:volume>

O exemplo a seguir mostra a saida do snapmirror show comando:
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cluster dst::>snapmirror show -destination-path svm backup:volA dst

Source Path: svml:volA

Destination Path: svm backup:volA dst

Relationship Type: DP

SnapMirror Schedule: -

Tries Limit: -

Throttle (KB/sec): unlimited

Mirror State: Snapmirrored

Relationship Status: Idle

Transfer Snapshot: -

Snapshot Progress: -

Total Progress: -

Snapshot Checkpoint: -

Newest Snapshot: snapmirror.l0af643c-32dl1-11e3-954b-
123478563412 2147484682.2014-06-27 100026

Newest Snapshot Timestamp: 06/27 10:00:55

Exported Snapshot: snapmirror.l10af643c-32d1-11e3-954b-
123478563412 2147484682.2014-06-27 100026

Exported Snapshot Timestamp: 06/27 10:00:55

Healthy: true

Vocé pode achar util manter uma cépia da snapmirror show saida do comando para
@ manter o controle existente das configuragdes de relacionamento. Saiba mais sobre
snapmirror show 0 "Referéncia do comando ONTAP"na .

2. A partir dos volumes de origem e destino, certifique-se de que ambos os volumes tenham um instantaneo
comum:

volume snapshot show -vserver <SVM> -volume <volume>

O exemplo a seguir mostra a volume snapshot show saida para os volumes de origem e destino:
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cluster src:> volume snapshot show -vserver vsml -volume volA
-—--Blocks---

Vserver Volume Snapshot State Size Total$% Used$%

svml volA

weekly.2014-06-09 0736 valid 76KB 0% 28%
weekly.2014-06-16 1305 valid 80KB 0% 29%
daily.2014-06-26 0842 valid 76KB 0% 28%
hourly.2014-06-26_ 1205 valid 72KB 0% 27%

hourly.2014-06-26 1305 valid 72KB 0% 27%
hourly.2014-06-26_ 1405 valid 76KB 0% 28%
hourly.2014-06-26_ 1505 valid 72KB 0% 27%
hourly.2014-06-26 1605 valid 72KB 0% 27%

daily.2014-06-27 0921 valid 60KB 0% 24%

hourly.2014-06-27 0921 valid 76KB 0% 28%
snapmirror.10af643c-32d1-11e3-954b-123478563412 2147484682.2014-06-
27 100026

valid 44KB 0% 19%

11 entries were displayed.

cluster dest:> volume snapshot show -vserver svm backup -volume volA dst
-—-Blocks—---
Vserver Volume Snapshot State Size Total% Used%

svm backup volA dst
weekly.2014-06-09 0736 valid 76KB 0% 30%
weekly.2014-06-16 1305 valid 80KB 0% 31%
daily.2014-06-26 0842 valid 76KB 0% 30%
hourly.2014-06-26_ 1205 valid 72KB 0% 29%

hourly.2014-06-26 1305 valid 72KB 0% 29%
hourly.2014-06-26_ 1405 valid 76KB 0% 30%
hourly.2014-06-26_1505 valid 72KB 0% 29%
hourly.2014-06-26 1605 valid 72KB 0% 29%

daily.2014-06-27 0921 valid 60KB 0% 25%

hourly.2014-06-27 0921 valid 76KB 0% 30%
snapmirror.l0af643c-32d1-11e3-954b-123478563412 2147484682.2014-06—
27 100026

3. Para garantir que as atualiza¢des agendadas nao sejam executadas durante a conversao, execute o
relacionamento existente do tipo DP:
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snapmirror gquiesce -source-path <SVM:volume> -destination-path
<SVM:volume>

(D Vocé deve executar esse comando a partir do SVM de destino ou do cluster de destino.

O exemplo a seguir anula a relagéo entre o volume de origem volA ligado svml e o volume de destino
volA dst em svm backup:

cluster dst::> snapmirror quiesce -destination-path svm backup:volA dst

Saiba mais sobre snapmirror quiesce o "Referéncia do comando ONTAP"na .

. Quebre a relagao existente do tipo DP:

snapmirror break -destination-path <SVM:volume>

@ Vocé deve executar esse comando a partir do SVM de destino ou do cluster de destino.

O exemplo a seguir rompe a relagao entre o volume de origem volA ligado svml e o volume de destino
volA dst noO svm backup:

cluster dst::> snapmirror break -destination-path svm backup:volA dst

Saiba mais sobre snapmirror break o "Referéncia do comando ONTAP"na .

Se a eliminagao automatica de instantaneos estiver ativada no volume de destino, desative-o:

volume snapshot autodelete modify -vserver SVM -volume volume
-enabled false

O exemplo a seguir desativa o snapshot autodelete no volume de destino volaA dst:

cluster dst::> volume snapshot autodelete modify -vserver svm backup
-volume volA dst -enabled false

Eliminar a relacéo do tipo DP existente:

snapmirror delete -destination-path <SVM:volume>

Saiba mais sobre snapmirror-delete o "Referéncia do comando ONTAP"na .
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(D Vocé deve executar esse comando a partir do SVM de destino ou do cluster de destino.

O exemplo a seguir exclui a relagao entre o volume de origem volA ligado svml e o volume de destino
volA dst ligado svm backup:

cluster dst::> snapmirror delete -destination-path svm backup:volA dst
7. Solte a relagao de recuperacgéo de desastres do SVM de origem na fonte:

snapmirror release -destination-path <SVM:volume> -relationship-info
-only true

O exemplo a seguir libera a relagéo de recuperagao de desastres da SVM:

cluster src::> snapmirror release -destination-path svm backup:volA dst
-relationship-info-only true

Saiba mais sobre snapmirror release o "Referéncia do comando ONTAP"na .

8. Vocé pode usar a saida que reteve do snapmirror show comando para criar a nova relagao do tipo
XDP:

snapmirror create -source-path <SVM:volume> -destination-path
<SVM:volume> -type XDP -schedule <schedule> -policy <policy>

O novo relacionamento deve usar o mesmo volume de origem e destino. Saiba mais sobre os comandos
descritos neste procedimento no "Referéncia do comando ONTAP".

(D Vocé deve executar esse comando a partir do SVM de destino ou do cluster de destino.

O exemplo a seguir cria uma relagao de recuperagao de desastres do SnapMirror entre o volume de
origem volAa ligado svml e o volume de volA dst destino ligado svm backup usando a politica padrdo
MirrorAllSnapshots:

cluster dst::> snapmirror create -source-path svml:volA -destination
-path svm backup:volA dst
-type XDP -schedule my daily -policy MirrorAllSnapshots

9. Ressincronizar os volumes de origem e destino:
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snapmirror resync -source-path <SVM:volume> -destination-path
<SVM:volume>

Para melhorar o tempo de ressincronizagao, vocé pode usar o ~quick-resync Opgao, mas vocé deve
estar ciente de que as economias de eficiéncia de armazenamento podem ser perdidas.

Vocé deve executar esse comando a partir do SVM de destino ou do cluster de destino.
@ Embora a ressincronizagédo néo exija uma transferéncia de linha de base, ela pode ser
demorada. Vocé pode querer executar a ressincronizagdo em horas fora do pico.

O exemplo a seguir ressincroniza a relagao entre o volume de origem volA ligado svml e o volume de
destino volA dst ligado svm backup:

cluster dst::> snapmirror resync -source-path svml:volA -destination
-path svm backup:volA dst

Saiba mais sobre snapmirror resync no "Referéncia do comando ONTAP" .

10. Se vocé desativou a exclusao automatica de snapshots, reative-a:

volume snapshot autodelete modify -vserver <SVM> -volume <volume>
—enabled true

Depois de terminar

1. Use 0 snapmirror show comando para verificar se a relagdo SnapMirror foi criada.
Saiba mais sobre snapmirror show 0 "Referéncia do comando ONTAP"na .

2. Quando o volume de destino XDP do SnapMirror comegar a atualizar snapshots conforme definido pela
politica SnapMirror, use a saida snapmirror list-destinations do comando do cluster de origem
para exibir a nova relacdo XDP do SnapMirror.

Informagdes adicionais sobre relacionamentos do tipo DP

A partir do ONTAP 9,3, o modo XDP é o padrao, e todas as invocagdes do modo DP na linha de comando ou
em scripts novos ou existentes sdo automaticamente convertidas para o modo XDP.

As relagbes existentes ndo sao afetadas. Se uma relagao ja for do tipo DP, ela continuara sendo do tipo DP. A
partir do ONTAP 9,5, o MirrorAndVault € a politica padrao quando nenhum modo de protecédo de dados é
especificado ou quando o modo XDP é especificado como o tipo de relacionamento. A tabela abaixo mostra o
comportamento esperado.

Se especificar... O tipo é... A politica padréo (se vocé néao
especificar uma politica) é...
DP XDP Espelhamento AllSnapshots

(SnapMirror DR)
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Nada XDP MirrorAndVault (replicagao
unificada)

XDP XDP MirrorAndVault (replicacao
unificada)

Como mostra a tabela, as politicas padréo atribuidas ao XDP em diferentes circunstancias garantem que a
conversdo mantenha a equivaléncia funcional dos tipos anteriores. E claro que vocé pode usar politicas
diferentes conforme necessario, incluindo politicas para replicagéo unificada:

Se especificar... E a politica é... O resultado é...

DP MirrorAllinstantaneos SnapMirror DR
XDPDefat SnapVault MirrorAndVault
Replicagao unificada XDP MirrorAllinstantaneos
SnapMirror DR XDPDefat SnapVault

As Unicas excegdes a conversio sao as seguintes:

* As relacdes de protecdo de dados do SVM continuam como padrao no modo DP no ONTAP 9.3 e versbes
anteriores.

A partir do ONTAP 9.4, as relagbes de protecéo de dados do SVM passam por padrao no modo XDP.

* As relagdes de protecdo de dados de compartilhamento de carga de volume raiz continuam a ser padréo
para o modo DP.

* As relacdes de protecdo de dados do SnaplLock continuam a ser padréao para o modo DP no ONTAP 9.4 e
anterior.

A partir do ONTAP 9.5, as relagbes de protecdo de dados do SnapLock sdo padrédo para o modo XDP.
» As invocagdes explicitas do DP continuam a ser padrao para o modo DP se vocé definir a seguinte opgéo
em todo o cluster:

options replication.create data protection rels.enable on

Essa opc¢ao sera ignorada se vocé nao invocar explicitamente o DP.

Informagodes relacionadas

* "SnapMirror create"
* "eliminar SnapMirror"
* "silenciamento do snapmirror"

* "langamento do SnapMirror"
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* "ressincronizagao do snapmirror"

Converta o tipo de uma relagao ONTAP SnapMirror

A partir do ONTAP 9.5, o SnapMirror sincrono € suportado. Vocé pode converter uma
relacédo assincrona do SnapMirror para uma relagao sincrona do SnapMirror ou vice-
versa sem realizar uma transferéncia de linha de base.

Sobre esta tarefa

Nao é possivel converter uma relagéo assincrona do SnapMirror para uma relagédo sincrona do SnapMirror ou
vice-versa alterando a politica do SnapMirror.

Passos
» * Conversao de uma relagéo assincrona do SnapMirror para uma relagao sincrona do SnapMirror*

a. No cluster de destino, exclua a relagéo assincrona do SnapMirror:

snapmirror delete -destination-path <SVM:volume>
cluster2::>snapmirror delete -destination-path vsl dr:voll

b. No cluster de origem, libere a relagao SnapMirror sem excluir os snapshots comuns:

snapmirror release -relationship-info-only true -destination-path
<destination SVM>:<destination volume>

clusterl::>snapmirror release -relationship-info-only true
—-destination-path vsl dr:voll

c¢. No cluster de destino, crie uma relagdo sincrona SnapMirror:

snapmirror create -source-path src SVM:src volume -destination-path
<destination SVM>:<destination volume> -policy sync-mirror

cluster2::>snapmirror create -source-path vsl:voll -destination-path
vsl dr:voll -policy sync

d. Ressincronizar a relagao sincrona do SnapMirror:

snapmirror resync -destination-path <destination SVM:destination volume>
cluster?2::>snapmirror resync -destination-path vsl dr:voll

» * Conversao de uma relacao sincrona SnapMirror para uma relacédo assincrona SnapMirror*
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a. A partir do cluster de destino, quiesce a relagao sincrona SnapMirror existente:

snapmirror quiesce -destination-path <destination SVM>:<destination volume>

cluster2::> snapmirror quiesce -destination-path vsl dr:voll

b. No cluster de destino, exclua a relacdo assincrona do SnapMirror:

snapmirror delete -destination-path <SVM:volume>

cluster2::>snapmirror delete -destination-path vsl dr:voll

c. No cluster de origem, libere a relagdo SnapMirror sem excluir os snapshots comuns:
snapmirror release -relationship-info-only true -destination-path

<destination SVM:destination volume>

clusterl::>snapmirror release -relationship-info-only true
—destination-path vsl dr:voll
d. No cluster de destino, crie uma relagéo assincrona do SnapMirror:
snapmirror create -source-path src SVM:src volume -destination-path

<destination SVM:destination volume> -policy MirrorAllSnapshots

cluster2::>snapmirror create -source-path vsl:voll -destination-path
vsl dr:voll -policy sync

e. Ressincronizar a relagao sincrona do SnapMirror:

snapmirror resync -destination-path <destination SVM:destination volume>

cluster2::>snapmirror resync -destination-path vsl dr:voll

Informacgdes relacionadas
 "SnapMirror create"

* "eliminar SnapMirror"
* "silenciamento do snapmirror"”
* "langamento do SnapMirror"

* "ressincronizag¢ao do snapmirror"
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Converta o modo de uma relagao sincrona ONTAP SnapMirror

A partir do ONTAP 9.5, as relacgdes sincronas do SnapMirror sdo suportadas. Vocé pode
converter o modo de uma relacao sincrona SnapMirror de StrictSync para sincronizagao
ou vice-versa.

Sobre esta tarefa
Vocé nao pode modificar a politica de uma relagao sincrona SnapMirror para converter seu modo.

Passos
1. A partir do cluster de destino, quiesce a relagcao sincrona SnapMirror existente:

snapmirror quiesce -destination-path <destination SVM>:<destination volume>
cluster2::> snapmirror quiesce -destination-path vsl dr:voll

2. No cluster de destino, exclua a relacao sincrona SnapMirror existente:

snapmirror delete -destination-path <destination SVM>:<destination volume>
cluster2::> snapmirror delete -destination-path vsl dr:voll

3. No cluster de origem, libere a relagdo SnapMirror sem excluir os snapshots comuns:

snapmirror release -relationship-info-only true -destination-path
<destination SVM>:<destination volume>

clusterl::> snapmirror release -relationship-info-only true -destination
-path vsl dr:voll

4. No cluster de destino, crie uma relagéo sincrona SnapMirror especificando o modo para o qual vocé
deseja converter a relagéao sincrona SnapMirror:

snapmirror create -source-path vsl:voll -destination-path
<destination SVM>:<destination volume> -policy Sync|StrictSync

cluster2::> snapmirror create -source-path vsl:voll -destination-path
vsl dr:voll -policy Sync

5. A partir do cluster de destino, ressincronize a relagao SnapMirror:

snapmirror resync -destination-path <destination SVM>:<destination volume>

cluster2::> snapmirror resync -destination-path vsl dr:voll
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Informagodes relacionadas

* "SnapMirror create"

* "eliminar SnapMirror"

* "silenciamento do snapmirror"
* "langamento do SnapMirror"

* "ressincronizagcao do snapmirror"

Criar e excluir volumes de teste de failover do ONTAP SnapMirror

A partir do ONTAP 9.14,1, vocé pode usar o System Manager para criar um clone de
volume para testar o failover do SnapMirror e a recuperacéo de desastres sem
interromper o relacionamento do SnapMirror ativo. Quando terminar o teste, vocé pode
limpar os dados associados e excluir o volume do teste.

Criar um volume de teste de failover do SnapMirror

Sobre esta tarefa
« E possivel executar testes de failover em relacionamentos assincronos e assincronos do SnapMirror.

* Um clone de volume é criado para executar o teste de recuperagéo de desastre.
* O volume do clone é criado na mesma VM de storage que o destino do SnapMirror.
* Vocé pode usar relacionamentos FlexVol e FlexGroup SnapMirror.

» Se ja existir um clone de teste para a relagao selecionada, nao é possivel criar outro clone para essa
relagéo.

* As relagdes do SnaplLock Vault ndo sdo suportadas.

Antes de comecar
* Vocé deve ser um administrador de cluster.

» Alicenga SnapMirror deve ser instalada no cluster de origem e destino.

Passos

1. No cluster de destino, selecione proteg¢ao > relacionamentos.

Selecione : ao lado da fonte do relacionamento e escolha Teste failover.

Na janela Teste failover, selecione Teste failover.

Selecione Storage > volumes e verifique se o volume de failover de teste esta listado.

Selecione armazenamento > compartilhamentos.

Selecione e escolha compartilhar.

7. Na janela Adicionar compartilhamento, digite um nome para o compartilhamento no campo Nome do
compartilhamento.

o o kc w0 BN

8. No campo pasta, selecione Procurar, selecione o volume do clone de teste e Salvar.
9. Na parte inferior da janela Adicionar compartilhamento, escolha Salvar.

10. No painel armazenamento > compartilhamentos, localize o compartilhamento criado e %~ selecione
para exibir as informacbes de compartilhamento.

61


https://docs.netapp.com/us-en/ontap-cli/snapmirror-create.html
https://docs.netapp.com/us-en/ontap-cli/snapmirror-delete.html
https://docs.netapp.com/us-en/ontap-cli/snapmirror-quiesce.html
https://docs.netapp.com/us-en/ontap-cli/snapmirror-release.html
https://docs.netapp.com/us-en/ontap-cli/snapmirror-resync.html

11. Em Acesso SMBJ/CIFS, copie ou anote o caminho de acesso para o compartilhamento; por exemplo,
\\123.456.7.890\failover test.

12. Use o caminho de acesso SMB para abrir o compartilhamento no cliente e verifique se o volume de teste
tem recursos de leitura e gravagéo.

Limpe os dados de failover e exclua o volume de teste

Depois de concluir o teste de failover, vocé pode limpar todos os dados associados ao volume de teste e
exclui-lo.

Passos
1. No cluster de destino, selecione prote¢ao > relacionamentos.

2. Selecione : ao lado da fonte do relacionamento e escolha Limpar failover de teste.
3. Na janela Limpar failover de teste, selecione Limpar.

4. Selecione armazenamento > volumes e verifique se o volume de teste foi excluido.

Fornecer dados de um volume de destino do SnapMirror DR

Torne o volume de destino ONTAP SnapMirror gravavel

Vocé precisa fazer com que o volume de destino seja gravavel antes de poder fornecer
dados do volume para os clientes. Para servir dados de um destino espelhado quando
uma origem ficar indisponivel, pare as transferéncias agendadas para o destino e, em
seguida, quebre a relacao SnapMirror para tornar o destino gravavel.

Sobre esta tarefa
E necessario executar essa tarefa a partir do SVM de destino ou do cluster de destino.

Passos
Vocé pode usar o Gerenciador do sistema ou a CLI do ONTAP para tornar um volume de destino gravavel.
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System Manager

1. Selecione a relagédo de protecao: Clique em protecao > relacionamentos e, em seguida, clique no
nome do volume desejado.

Clique :em.
Parar transferéncias agendadas : clique em Pausar.

Deixe o destino gravavel: Clique em Break.

ok~ 0 DN

Va para a pagina principal relacionamentos para verificar se o estado da relagédo é exibido como
"quebrado”.

Préoximas etapas

Vocé precisa "ressincronizar a relacao de replicacao reversa" depois de fazer um volume de destino
gravavel.

Quando o volume de origem desativado estiver novamente disponivel, vocé devera voltar a sincronizar a
relagdo novamente para copiar os dados atuais para o volume de origem original.

CLI
1. Parar transferéncias programadas para o destino:

snapmirror quiesce -source-path <SVM:volume|cluster://SVM/volume>
-destination-path <SVM:volume|cluster://SVM/volume>

O exemplo a seguir interrompe as transferéncias agendadas entre o volume de origem vol2 ligado
svml e o0 volume de destino volA dst no svm_backup:

cluster dst::> snapmirror quiesce -source-path svml:volA
—destination-path svm backup:volA dst

Saiba mais sobre snapmirror quiesce o0 "Referéncia do comando ONTAP"na .

2. Parar transferéncias continuas para o destino:

snapmirror abort -source-path <SVM:volume|cluster://SVM/volume>
-destination-path <SVM:volume|cluster://SVM/volume>

(D Esta etapa nao é necessaria para relacionamentos sincronos do SnapMirror
(suportado a partir do ONTAP 9.5).

O exemplo a seguir interrompe as transferéncias continuas entre o volume de origem volA ligado
svml e o volume de destino volA dst no svm_backup:
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cluster dst::> snapmirror abort -source-path svml:volA -destination
-path svm backup:volA dst

Saiba mais sobre snapmirror abort o "Referéncia do comando ONTAP"na .

3. Quebre a relagéo de DR do SnapMirror:

snapmirror break -source-path <SVM:volume|cluster://SVM/volume>
-destination-path <SVM:volume|cluster://SVM/volume>

O exemplo a seguir rompe a relagao entre o volume de origem volA ligado svml e o volume de
destino volA dst no svm_backup:

cluster dst::> snapmirror break -source-path svml:volA -destination
-path svm backup:volA dst

Saiba mais sobre snapmirror break o "Referéncia do comando ONTAP"na .

Préoximas etapas
Vocé precisa "ressincronize a relagéo de replicacao" depois de fazer um volume de destino gravavel.

Outras maneiras de fazer isso em ONTAP

Para executar estas tarefas com... Veja este conteudo...

System Manager Classic (disponivel com o ONTAP "Visao geral da recuperacéo de desastres de volume"
9.7 e versbes anteriores)

Configure o volume de destino do ONTAP SnapMirror para acesso aos dados

Depois de fazer o volume de destino gravavel, vocé deve configurar o volume para
acesso aos dados. Clientes nas, subsistema NVMe e hosts SAN podem acessar os
dados do volume de destino até que o volume de origem seja reativado.

Ambiente nas:
1. Monte o volume nas no namespace usando o0 mesmo caminho de jungao no qual o volume de origem foi
montado no SVM de origem.

. Aplique as ACLs apropriadas aos compartilhamentos SMB no volume de destino.

. Atribua as politicas de exportacado NFS ao volume de destino.

. Aplique as regras de quota ao volume de destino.

. Redirecione os clientes para o volume de destino.

o o A~ WN

. Remontagem dos compartilhamentos de NFS e SMB nos clientes.
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AMBIENTE SAN:

1. Mapeie os LUNs no volume para o grupo de iniciadores apropriado.
2. Para iSCSI, crie sessoes iSCSI dos iniciadores do host SAN para os LIFs SAN.

3. No cliente SAN, efetue uma nova verificagdo de armazenamento para detetar os LUNs ligados.

Para obter informagdes sobre o ambiente NVMe, "Administracao da SAN"consulte .

Reative o volume original da fonte do ONTAP SnapMirror

E possivel restabelecer a relacdo de protecdo de dados original entre os volumes de
origem e destino quando n&o precisar mais fornecer dados do destino.

Sobre esta tarefa

* O procedimento abaixo pressupde que a linha de base no volume de origem original esta intacta. Se a
linha de base nao estiver intacta, vocé devera criar e inicializar a relagdo entre o volume do qual vocé esta
fornecendo dados e o volume de origem original antes de executar o procedimento.

* A preparagédo em segundo plano e a fase de armazenamento de dados de um relacionamento XDP
SnapMirror podem levar muito tempo. N&o é incomum ver a relacdo do SnapMirror informando o status
"preparando” por um periodo de tempo prolongado.

Passos
1. Inverta a relagdo original de protecédo de dados:

snapmirror resync -source-path SVM:volume -destination-path SVM:volume

Saiba mais sobre snapmirror resync o "Referéncia do comando ONTAP"na .

Vocé deve executar esse comando a partir da fonte original SVM ou do cluster de origem
original. Embora a ressincronizagédo nao exija uma transferéncia de linha de base, ela pode
ser demorada. Vocé pode querer executar a ressincronizagéo em horas fora do pico. O

@ comando falha se um snapshot comum nao existir na origem e no destino. snapmirror
initialize Use para reinicializar o relacionamento. Saiba mais sobre
‘snapmirror initialize o "Referéncia do comando ONTAP"na.

O exemplo a seguir inverte a relagao entre o volume de origem original, vo1a On (ligado svml) e o
volume do qual vocé esta fornecendo dados, volA dst On (ligado svm_backup):

cluster src::> snapmirror resync -source-path svm backup:volA dst
-destination-path svml:volA

2. Quando estiver pronto para restabelecer o acesso aos dados a origem original, pare o acesso ao volume
de destino original. Uma maneira de fazer isso € parar o SVM de destino original:

vserver stop -vserver SVM
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Vocé deve executar esse comando a partir do SVM de destino original ou do cluster de

@ destino original. Esse comando interrompe o acesso do usuario a todo o SVM de destino
original. Pode pretender parar o acesso ao volume de destino original utilizando outros
métodos.

O exemplo a seguir interrompe o SVM de destino original:

cluster dst::> vserver stop svm backup

Saiba mais sobre vserver stop 0 "Referéncia do comando ONTAP"na .
Atualize a relacdo invertida:

snapmirror update -source-path SVM:volume -destination-path SVM:volume

@ Vocé deve executar esse comando a partir da fonte original SVM ou do cluster de origem
original.

O exemplo a seguir atualiza a relagdo entre o volume do qual vocé esta fornecendo dados, volA dst
ligado svm_backup e o volume de origem original, volA ligado svm1:

cluster src::> snapmirror update -source-path svm backup:volA dst
-destination-path svml:volA

Saiba mais sobre snapmirror update o "Referéncia do comando ONTAP"na .

A partir do SVM de origem original ou do cluster de origem original, interrompa as transferéncias
agendadas do relacionamento invertido:

snapmirror quiesce -source-path SVM:volume -destination-path SVM:volume

@ Vocé deve executar esse comando a partir da fonte original SVM ou do cluster de origem
original.

O exemplo a seguir interrompe as transferéncias agendadas entre o volume de destino original,
volA dst On (ligado svm _backup) e o volume de origem original vola, On (ligado svm1):

cluster src::> snapmirror quiesce -source-path svm backup:volA dst
-destination-path svml:volA

Saiba mais sobre snapmirror quiesce 0 "Referéncia do comando ONTAP"na .

Quando a atualizagao final estiver concluida e o relacionamento indicar "Quiesced" para o status do

relacionamento, execute o seguinte comando da fonte original SVM ou do cluster de origem original para

quebrar o relacionamento invertido::
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snapmirror break -source-path SVM:volume -destination-path SVM:volume
@ Vocé deve executar esse comando a partir da fonte original SVM ou do cluster de origem.

O exemplo a seguir rompe a relagdo entre o volume de destino original, volA dst ligado svm backup e
o volume de origem original, vol2 ligado svm1:

cluster scr::> snapmirror break -source-path svm backup:volA dst
—-destination-path svml:volA
Saiba mais sobre snapmirror break o "Referéncia do comando ONTAP"na .

. No SVM de origem original ou no cluster de origem original, exclua a relagao de protecdo de dados
invertida:

snapmirror delete -source-path SVM:volume -destination-path SVM:volume

(D Vocé deve executar esse comando a partir da fonte original SVM ou do cluster de origem
original.

O exemplo a seguir exclui a relag&o inversa entre o volume de origem original, vol2 ligado svml € o
volume do qual vocé esta fornecendo dados, vola dst ligado svm backup:

cluster src::> snapmirror delete -source-path svm backup:volA dst
-destination-path svml:volA

Saiba mais sobre snapmirror delete o "Referéncia do comando ONTAP"na .

. Liberar a relacao inversa do SVM de destino original ou do cluster de destino original.

snapmirror release -source-path SVM:volume -destination-path SVM:volume

(D Vocé deve executar esse comando a partir do SVM de destino original ou do cluster de
destino original.

O exemplo a seguir libera a relagdo inversa entre o volume de destino original, volA dst On (ligado
svm_backup) e 0 volume de origem original vola, On (ligado svm1):

cluster dst::> snapmirror release -source-path svm backup:volA dst
-destination-path svml:volA

Saiba mais sobre snapmirror release o "Referéncia do comando ONTAP"na .
. Restabelecer a relagédo de protecao de dados original a partir do destino original:

snapmirror resync -source-path SVM:volume -destination-path SVM:volume
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O exemplo a seguir restabelece a relagéo entre o volume de origem original, vola ligado svml e o volume
de destino original volA dst, ligado svm_backup:

cluster dst::> snapmirror resync -source-path svml:volA -destination
-path svm backup:volA dst

Saiba mais sobre snapmirror resync o "Referéncia do comando ONTAP"na .
9. Se necessario, inicie 0 SVM de destino original:
vserver start -vserver SVM

O exemplo a seguir inicia 0 SVM de destino original:

cluster dst::> vserver start svm backup

Saiba mais sobre vserver start o "Referéncia do comando ONTAP"na .

Depois de terminar

Use 0 snapmirror show comando para verificar se a relagdo SnapMirror foi criada.

Saiba mais sobre snapmirror show o "Referéncia do comando ONTAP"na .

Restaure arquivos de um volume de destino do SnapMirror

Restaure um namespace de arquivo, LUN ou NVMe a partir de um destino do ONTAP SnapMirror

E possivel restaurar um unico arquivo, LUN, um conjunto de arquivos ou LUNs de um
snapshot ou um namespace NVMe a partir de um volume de destino do SnapMirror. A
partir do ONTAP 9.7, vocé também pode restaurar namespaces NVMe a partir de um
destino sincrono SnapMirror. Pode restaurar ficheiros para o volume de origem original
ou para um volume diferente.

Antes de comecgar

Para restaurar um arquivo ou LUN de um destino sincrono SnapMirror (suportado a partir do ONTAP 9.5),
primeiro vocé deve excluir e liberar a relagao.

Sobre esta tarefa

O volume para o qual vocé esta restaurando arquivos ou LUNs (o volume de destino) deve ser um volume de
leitura e gravacao:

» O SnapMirror executa uma restauragédo incremental se os volumes de origem e destino tiverem um
instantdneo comum (como é normalmente o caso quando vocé esta restaurando para o volume de origem
original).

» Caso contrario, o SnapMirror executa uma restauracéo de linha de base, na qual o instantadneo
especificado e todos os blocos de dados que ele faz referéncia sao transferidos para o volume de destino.
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Passos
1. Listar os instantaneos no volume de destino:

volume snapshot show -vserver <SVM> -volume volume
Saiba mais sobre volume snapshot show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra os instantdneos no vserverB: secondaryl destino:

cluster dst::> volume snapshot show -vserver vserverB -volume secondaryl

Vserver Volume Snapshot State Size Total%
Used%
vserverB secondaryl hourly.2013-01-25 0005 wvalid 224KB 0%
0%

daily.2013-01-25 0010 valid 92KB 0%
0%

hourly.2013-01-25 0105 wvalid 228KB 0%
0%

hourly.2013-01-25 0205 wvalid 236KB 0%
0%

hourly.2013-01-25 0305 wvalid 244KB 0%
0%

hourly.2013-01-25 0405 wvalid 244KB 0%
0%

hourly.2013-01-25 0505 wvalid 244KB 0%
0%

7 entries were displayed.

2. Restaure um unico arquivo ou LUN ou um conjunto de arquivos ou LUNs de um snapshot em um volume
de destino do SnapMirror:

snapmirror restore -source-path <SVM:volume>|<cluster://SVM/volume>,

-destination-path <SVM:volume>|<cluster://SVM/volume>, .. -source-snapshot
snapshot -file-list <source file path,@destination file path>

(D Vocé deve executar esse comando a partir do SVM de destino ou do cluster de destino.

O comando a seguir restaura os filel arquivos e file2 do instantdneo daily.2013-01-25 0010 no
volume de destino original secondaryl para o mesmo local no sistema de arquivos ativo do volume de
origem original primaryl :
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cluster dst::> snapmirror restore -source-path vserverB:secondaryl
—-destination-path vserverA:primaryl -source-snapshot daily.2013-01-
25 0010 -file-list /dirl/filel,/dir2/file2

[Job 3479] Job is queued: snapmirror restore for the relationship with
destination vserverA:primaryl

O comando a seguir restaura os £ilel arquivos e file2 do instantdneo daily.2013-01-25 0010 no
volume de destino original secondary1 para um local diferente no sistema de arquivos ativo do volume
de origem original primaryl .

O caminho do arquivo de destino comega com o simbolo at seguido pelo caminho do arquivo a partir da
raiz do volume de origem original. Neste exemplo, filel é restaurado para /dirl/filel.new efile2 é
restaurado para /dir2.new/file2 ON primaryl:

cluster dst::> snapmirror restore -source-path vserverB:secondaryl
—-destination-path vserverA:primaryl -source-snapshot daily.2013-01-
25 0010 -file-list
/dir/filel,@/dirl/filel.new,/dir2/file2,@/dir2.new/file2

[Job 3479] Job is queued: snapmirror restore for the relationship with
destination vserverA:primaryl

O comando a seguir restaura os £ilel arquivos e file3 do instantdneo daily.2013-01-25 0010 no
volume de destino original secondaryl para diferentes locais no sistema de arquivos ativo do volume de
origem original primaryl e restaura file2 de snapl para o mesmo local no sistema de arquivos ativo
primaryl do.

Neste exemplo, o arquivo filel é restaurado para /dirl/filel.new e file3 é restaurado para
/dir3.new/file3:

cluster dst::> snapmirror restore -source-path vserverB:secondaryl
—-destination-path vserverA:primaryl -source-snapshot daily.2013-01-
25 0010 -file-list
/dir/filel,@/dirl/filel.new,/dir2/file2,/dir3/file3,@/dir3.new/file3

[Job 3479] Job is queued: snapmirror restore for the relationship with
destination vserverA:primaryl

Informagodes relacionadas

* "restauracédo de SnapMirror"
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Restaure o contetdo do volume a partir de um destino ONTAP SnapMirror

Vocé pode restaurar o conteudo de um volume inteiro de um instantdaneo em um volume
de destino do SnapMirror. Pode restaurar o conteudo do volume para o volume de
origem original ou para um volume diferente.

Sobre esta tarefa

Este procedimento se aplica aos sistemas FAS, AFF e ASA. Se vocé tiver um sistema ASA r2 (ASAA1K, ASA
A90, ASAA70, ASAA50, ASA A30, ASAA20 ou ASA C30), siga "estes passos" para restaurar dados. Os
sistemas ASA R2 fornecem uma experiéncia de ONTAP simplificada especifica para clientes somente SAN.

O volume de destino para a operacéao de restauragdo deve ser um dos seguintes:

* Um volume de leitura e gravagao, nesse caso, o SnapMirror executa uma restauragdo incremental, desde
que os volumes de origem e destino tenham um instantdneo comum (como & normalmente o caso quando
vocé esta restaurando para o volume de origem original).

@ O comando falha se ndo houver um instantaneo comum. N&o é possivel restaurar o
conteudo de um volume para um volume de leitura e gravagéao vazio.

* Um volume de protegcéo de dados vazio, nesse caso o SnapMirror executa uma restauragéo de linha de
base, no qual o instantaneo especificado e todos os blocos de dados que ele faz referéncia sdo
transferidos para o volume de origem.

Restaurar o conteudo de um volume € uma operagéo disruptiva. O trafego SMB nao deve estar em execugéo
no volume primario do SnapVault quando uma operacao de restauragao esta em execugao.

Se o volume de destino para a operagao de restauragao tiver a compactacgao ativada e o volume de origem
nao tiver a compactacgao ativada, desative a compactacado no volume de destino. Vocé precisa reativar a
compactagao apos a conclusao da operagao de restauragao.

Todas as regras de quota definidas para o volume de destino sdo desativadas antes de a restauragéo ser
executada. Vocé pode usar o volume quota modify comando para reativar regras de cota apos a
conclusao da operacao de restauragao.

Quando os dados em um volume séao perdidos ou corrompidos, vocé pode reverter seus dados restaurando a
partir de um snapshot anterior.

Este procedimento substitui os dados atuais no volume de origem por dados de uma versao anterior do
instantaneo. Deve executar esta tarefa no cluster de destino.

Passos
Vocé pode restaurar o conteido de um volume usando o Gerenciador do sistema ou a CLI do ONTAP.
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System Manager
1. Clique em protecao > relacionamentos e, em seguida, clique no nome do volume de origem.

2. Clique : em e selecione Restore.

3. Em fonte, o volume da fonte é selecionado por padrao. Clique em outro volume se quiser escolher
um volume diferente da origem.

4. Em destino, escolha o instantadneo que deseja restaurar.
5. Se a origem e o destino estiverem localizados em clusters diferentes, no cluster remoto, clique em
protecédo > relacionamentos para monitorar o progresso da restauragao.

CLlI
1. Listar os instantaneos no volume de destino:

volume snapshot show -vserver <SVM> -volume <volume>

O exemplo a seguir mostra os instantdneos no vserverB: secondaryl destino:

cluster dst::> volume snapshot show -vserver vserverB -volume
secondaryl

Vserver Volume Snapshot State Size
Total% Used%

vserverB secondaryl hourly.2013-01-25 0005 wvalid 224KB 0%
0%

daily.2013-01-25 0010 valid 92KB 0%
0%

hourly.2013-01-25 0105 wvalid 228KB 0%
0%

hourly.2013-01-25 0205 wvalid 236KB 0%
0%

hourly.2013-01-25 0305 wvalid 244KB 0%
0%

hourly.2013-01-25 0405 wvalid 244KB 0%
0%

hourly.2013-01-25 0505 wvalid 244KB 0%
0%

7 entries were displayed.

2. Restaure o contetudo de um volume a partir de um instantdneo em um volume de destino do
SnapMirror:

snapmirror restore -source-path <SVM:volume>|<cluster://SVM/volume>



-destination-path <SVM:volume>|<cluster://SVM/volume> -source-snapshot

<snapshot>
(D Vocé deve executar esse comando a partir da fonte original SVM ou do cluster de
origem original.

O comando a seguir restaura o conteudo do volume de origem original primaryl do instantadneo
daily.2013-01-25 0010 no volume de destino original secondaryl :

cluster src::> snapmirror restore -source-path vserverB:secondaryl
-destination-path vserverA:primaryl -source-snapshot daily.2013-01-
25 0010

Warning: All data newer than snapshot daily.2013-01-25 0010 on
volume vserverA:primaryl will be deleted.

Do you want to continue? {yl|n}: y

[Job 34] Job is queued: snapmirror restore from source
vserverB:secondaryl for the snapshot daily.2013-01-25 0010.

3. Remonte o volume restaurado e reinicie todos os aplicativos que usam o volume.

Outras maneiras de fazer isso em ONTAP

Para executar estas tarefas com... Veja este conteudo...
System Manager Classic (disponivel com o ONTAP "Restauragao de volume usando visdo geral do
9.7 e versdes anteriores) SnapVault"

Informacgdes relacionadas
* "restauracédo de SnapMirror"

 "apresentacao de instantaneo do volume"

Atualizar manualmente uma relagao de replicagao do ONTAP SnapMirror

Talvez seja necessario atualizar manualmente uma relagao de replicacdo se uma
atualizagéo falhar porque o volume de origem foi movido.

Sobre esta tarefa

O SnapMirror aborta quaisquer transferéncias de um volume de origem movido até que vocé atualize a
relacao de replicagdo manualmente.

A partir do ONTAP 9.5, as relagbes sincronas do SnapMirror s&o suportadas. Embora os volumes de origem e
destino estejam sempre sincronizados nessas relagdes, a exibicdo do cluster secundario é sincronizada com o
primario apenas por hora. Se vocé quiser exibir os dados pontuais no destino, vocé deve executar uma
atualizacdo manual executando 0 snapmirror update comando.
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Passo
1. Atualizar manualmente uma relagao de replicagao:

snapmirror update -source-path <SVM:volume>|<cluster://SVM/volume>,
-destination-path <SVM:volume>|<cluster://SVM/volume>,

Vocé deve executar esse comando a partir do SVM de destino ou do cluster de destino. O
comando falha se um snapshot comum nao existir na origem e no destino. snapmirror

@ initialize Use para reinicializar o relacionamento. Saiba mais sobre
‘snapmirror initialize o "Referéncia do comando ONTAP"na .

O exemplo a seguir atualiza a relagéo entre o volume de origem volA ligado svml e o volume de destino
volA dst ligado svm backup:

cluster src::> snapmirror update -source-path svml:volA -destination
-path svm backup:volA dst

Saiba mais sobre snapmirror update o "Referéncia do comando ONTAP"na .

Ressincronizar uma relagao de replicagao do ONTAP SnapMirror

Vocé precisa ressincronizar uma relacao de replicagcao depois de fazer um volume de
destino gravavel, depois que uma atualizagdo falhar porque um snapshot comum nao
existe nos volumes de origem e destino ou se vocé quiser alterar a politica de replicagéo
para o relacionamento.

A partir do ONTAP 9.8, vocé pode usar o Gerenciador do sistema para executar uma operacao de
ressincronizacao reversa para excluir uma relacao de protegao existente e reverter as fungdes dos volumes
de origem e destino. Em seguida, vocé usa o volume de destino para servir dados enquanto vocé reparar ou
substituir a origem, atualizar a origem e restabelecer a configuragao original dos sistemas.

O System Manager néo é compativel com a ressincronizagao reversa com relacionamentos
entre clusters. Vocé pode usar a CLI do ONTAP para realizar operacgdes ressincronizadas
revertidas com relacionamentos entre clusters.

Sobre esta tarefa

« Embora a ressincronizagéo nao exija uma transferéncia de linha de base, ela pode ser demorada. Vocé
pode querer executar a ressincronizagao em horas fora do pico.

* Os volumes que fazem parte de uma configuragéo de fan-out ou cascata podem levar mais tempo para
ressincronizar. Nao é incomum ver a relagcao do SnapMirror informando o status "preparando” por um
periodo de tempo prolongado.

* A partir da versdo 9.13.1 do ONTAP , o ONTAP tenta usar a resincronizagao rapida por padrao para
reduzir o tempo de resincronizagdo. As seguintes condicdes devem estar presentes para que a
resincronizagao rapida seja usada por padréo:

o Os volumes FlexVol ndo possuem clones no volume.

o Ao usar a politica MirrorAllSnapshots
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Usando -quick-resync Pode consumir espago adicional no volume de destino da

ressincronizacao devido a remocao da eficiéncia de armazenamento nos blocos de
@ dados transferidos. Esse consumo adicional de espaco é recuperado como parte da

aplicagao de eficiéncia de armazenamento em linha ou pds-replicacédo no destino de

ressincronizagao.

O -quick-resync O parametro € opcional. Vocé pode ativar ou desativar a ressincronizagao rapida
usando 0 -quick-resync true|false parametro com o snapmirror resync comando.

Para obter mais informagbes sobre -quick-resync, veja o "Referéncia do comando ONTAP".

Passos

Vocé pode usar o Gerenciador do sistema ou a CLI do ONTAP para executar esta tarefa. Se vocé usar a CLI
do ONTAP, o procedimento sera o mesmo, independentemente de vocé estar criando um volume de destino
gravavel ou atualizando a relagéo de replicacéo.
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Ressincronizagao reversa do System Manager
Depois de "quebre um relacionamento"fazer um destino gravavel, volte a sincronizar a relagéo:

1. No cluster de destino, clique em prote¢ao > relacionamentos.

2. Passe o Mouse sobre a relagéo quebrada que vocé deseja reverter, clique : em e selecione Reverse
Resync.

3. Na janela Reverse Resync relation, cligue em Reverse Resync.
4. Em relacionamentos, monitore o progresso da ressincronizagao reversa visualizando Status da
transferéncia para o relacionamento.

Préoximas etapas

Quando a fonte original estiver disponivel novamente, vocé podera restabelecer a relagao original
quebrando a relacao invertida e realizando outra operacgao ressincronizada reversa. O processo de
ressincronizacao reversa copiara todas as alteragdes do site que esta fornecendo dados para a fonte
original e fara a fonte original ler-gravavel novamente.

Ressincronizar o System Manager
1. Cligue em protegao > relacionamentos.

2. Passe o0 Mouse sobre o relacionamento que vocé deseja ressincronizar e clique : e selecione Break.
3. Quando o estado do relacionamento exibir "desagregado”, clique : e selecione Resync.

4. Em relacionamentos, monitore o progresso da ressincronizagao verificando o estado do
relacionamento. O estado muda para "espelhado" quando a ressincronizagéo € concluida.

CLI
1. Ressincronizar os volumes de origem e destino:

snapmirror resync —-source-path <SVM:volume|cluster://SVM/volume>
-destination-path <SVM:volume|cluster://SVM/volume> -type DP|XDP
-policy <policy>

@ Vocé deve executar esse comando a partir do SVM de destino ou do cluster de
destino.

O exemplo a seguir ressincroniza a relagao entre o volume de origem volA ligado svml e 0 volume
de volA dst destino ligado svm backup:

cluster dst::> snapmirror resync -source-path svml:volA -destination
-path svm backup:volA dst

Saiba mais sobre snapmirror resync o "Referéncia do comando ONTAP"na .

Informacgdes relacionadas
» "Ressincronize os dados em um SVM de destino do ONTAP SnapMirror"

76


https://docs.netapp.com/us-en/ontap-cli/snapmirror-resync.html
https://docs.netapp.com/pt-br/ontap/data-protection/resync-svm-destination-task.html

Excluir uma relagao de replicagao de volume do ONTAP SnapMirror

Vocé pode usar 0s snapmirror delete comandos e snapmirror release para
excluir uma relagao de replicagao de volume. Em seguida, pode eliminar manualmente
volumes de destino desnecessarios.

Sobre esta tarefa

O snapmirror release comando exclui todos os snapshots criados pelo SnapMirror da origem. Vocé pode
usara -relationship-info-only Opg¢ao para preservar os snapshots.

Passos

1. Quiesce a relagao de replicagao:

snapmirror quiesce -destination-path <SVM:volume>|<cluster://SVM/volume>
cluster dst::> snapmirror quiesce -destination-path svm backup:volA dst

Saiba mais sobre snapmirror quiesce 0 "Referéncia do comando ONTAP"na .

2. (Opcional) quebre a relagao de replicagao se vocé precisar que o volume de destino seja um volume de
leitura/gravacgao. Pode ignorar esta etapa se pretender eliminar o volume de destino ou se ndo necessitar
de ler/escrever o volume:

snapmirror break -source-path <SVM:volume>|<cluster://SVM/volume>,
-destination-path <SVM:volume>|<cluster://SVM/volume>,

cluster dst::> snapmirror break -source-path svml:volA -destination-path
svm backup:volA dst

Saiba mais sobre snapmirror break o "Referéncia do comando ONTAP"na .
3. Eliminar a relacdo de replicacao:

snapmirror delete -source-path <SVM:volume>|<cluster://SVM/volume>,
-destination-path <SVM:volume>|<cluster://SVM/volume>,

(D Vocé deve executar esse comando a partir do cluster de destino ou SVM de destino.

O exemplo a seguir exclui a relagéo entre o volume de origem volA ligado svml e o volume de destino
volA dst ligado svm backup:

cluster dst::> snapmirror delete -source-path svml:volA -destination
-path svm backup:volA dst

Saiba mais sobre snapmirror delete o "Referéncia do comando ONTAP"na .
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4. Liberar informacdes de relagao de replicacao da fonte SVM:

snapmirror release -source-path <SVM:volume>|<cluster://SVM/volume>,
-destination-path <SVM:volume>|<cluster://SVM/volume>,

@ Vocé deve executar esse comando a partir do cluster de origem ou da SVM de origem.

O exemplo a seguir libera informacgdes para a relagao de replicagédo especificada da SVM de origem svm1

cluster src::> snapmirror release -source-path svml:volA -destination
-path svm backup:volA dst

Saiba mais sobre snapmirror release o "Referéncia do comando ONTAP"na .

Gerenciar a eficiéncia de storage no ONTAP SnapMirror volumes

O SnapMirror preserva a eficiéncia de storage nos volumes de origem e destino, exceto
quando a compactacao de dados pos-processamento esta ativada no volume de destino.
Nesse caso, toda a eficiéncia de storage é perdida no volume de destino. Para corrigir
esse problema, vocé precisa desativar a compactagao pds-processo no volume de
destino, atualizar a relagcdo manualmente e reativar a eficiéncia de storage.

Sobre esta tarefa

Vocé pode usar o volume efficiency show comando para determinar se a eficiéncia esta ativada em um
volume. Saiba mais sobre volume efficiency show 0 "Referéncia do comando ONTAP"na .

Vocé pode verificar se o SnapMirror esta mantendo a eficiéncia de storage visualizando os logs de auditoria
do SnapMirror e localizando a descri¢cao da transferéncia. Se a descrigédo da transferéncia for exibida
transfer desc=Logical Transfer with Storage Efficiency, 0 SnapMirror mantera a eficiéncia
do storage. Se a descri¢cdo da transferéncia for exibida transfer desc=Logical Transfer, o SnapMirror
nao mantera a eficiéncia do storage. Por exemplo:

Fri May 22 02:13:02 CDT 2020 ScheduledUpdate[May 22 02:12:00] :cc0fbc29-
b665-11e5-a626-00a09860c273 Operation-Uuid=39fbcf48-550a-4282-a906-
df35632c73al Group=none Operation-Cookie=0 action=End source=<sourcepath>
destination=<destpath> status=Success bytes transferred=117080571

network compression ratio=1.0:1 transfer desc=Logical Transfer - Optimized
Directory Mode

Antes de comecar
* Os clusters de origem e destino e as SVMs devem ser colocados em Contato.

"Peering de cluster e SVM"

* Vocé deve desativar a compressao pos-processo no volume de destino.
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 Transferéncia légica com armazenamento: A partir do ONTAP 9.3, a atualizagdo manual ndo é mais
necessaria para reativar a eficiéncia de storage. Se o SnapMirror detetar que a compactagao pos-
processo foi desativada, ele reativara automaticamente a eficiéncia de storage na proxima atualizagao
agendada. Tanto a origem quanto o destino devem estar executando o ONTAP 9.3.

« A partir do ONTAP 9.3, os sistemas AFF gerenciam as configuragdes de eficiéncia de storage de maneira
diferente dos sistemas FAS depois que um volume de destino é gravado:

° Depois de tornar um volume de destino gravavel usando 0 snapmirror break comando, a politica
de cache no volume é definida automaticamente como auto (o padréo).

@ Esse comportamento é aplicavel apenas a volumes do FlexVol e ndo se aplica a
volumes do FlexGroup.

Saiba mais sobre snapmirror break o "Referéncia do comando ONTAP"na .

° Na ressincronizagao, a politica de cache é definida automaticamente como none , e a desduplicagéo e
a compactacado em linha sdo desativadas automaticamente, independentemente das suas
configuragdes originais. Vocé deve modificar as configuragdes manualmente, conforme necessario.

@ Atualizagdes manuais com eficiéncia de storage habilitada podem ser demoradas. Vocé pode
querer executar a operagao em horas fora do pico.

Passos
1. Atualizar uma relagao de replicagao e reativar a eficiéncia de storage:

snapmirror update —-source-path <SVM:volume>|<cluster://SVM/volume>,
-destination-path <SVM:volume>|<cluster://SVM/volume>, ... —enable
-storage-efficiency true

Vocé deve executar esse comando a partir do SVM de destino ou do cluster de destino. O
comando falha se um snapshot comum n&o existir na origem e no destino. snapmirror

(:) initialize ' Use para reinicializar o relacionamento. Saiba mais sobre
‘snapmirror initialize o "Referéncia do comando ONTAP"na .

O exemplo a seguir atualiza a relagéo entre o volume de origem volA ligado svml e o volume de destino
ligado svm_backup € volA dst rehabilita a eficiéncia de storage:

cluster dst::> snapmirror update -source-path svml:volA -destination
-path svm backup:volA dst -enable-storage-efficiency true

Saiba mais sobre snapmirror update o "Referéncia do comando ONTAP"na .

Use a regulagem global do ONTAP SnapMirror

A regulagem global da rede esta disponivel para todas as transferéncias SnapMirror e
SnapVault em um nivel por no.
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Sobre esta tarefa

A regulagem global da SnapMirror restringe a largura de banda usada pelas transferéncias SnapMirror e
SnapVault de entrada e/ou saida. A restricdo € aplicada em todo o cluster em todos os nés no cluster.

Por exemplo, se o acelerador de saida estiver definido para 100 Mbps, cada nd no cluster tera a largura de
banda de saida definida para 100 Mbps. Se a limitagao global estiver desativada, ela sera desativada em
todos os nos.

Embora as taxas de transferéncia de dados sejam frequentemente expressas em bits por segundo (bps), os
valores do acelerador devem ser inseridos em kilobytes por segundo (kbps).

No ONTAP 9.9,1 e versdes anteriores, o acelerador nao tem efeito em volume move
transferéncias ou transferéncias de espelho de compartilhamento de carga. A partir do ONTAP

@ 9.10.0, vocé pode especificar uma opc¢ao para controlar uma operacao de movimentacao de
volume. Para obter detalhes, "Como acelerar o volume se mover no ONTAP 9,10 e
posterior"consulte .

A regulagem global funciona com o recurso de aceleragao por relacionamento para transferéncias SnapMirror
e SnapVault. O acelerador por relagdo é aplicado até que a largura de banda combinada de transferéncias por
relacado exceda o valor do acelerador global, apds o qual o acelerador global é aplicado. Um valor de
aceleracdo 0 implica que a limitagdo global esta desativada.

A regulagem global do SnapMirror ndo tem efeito nas relagdes sincronas do SnapMirror quando
elas estao em sincronia. No entanto, o acelerador afeta as relagdes sincronas do SnapMirror

@ quando executam uma fase de transferéncia assincrona, como uma operagao de inicializagao
ou apos um evento fora de sincronizagao. Por esse motivo, ndo é recomendavel habilitar a
limitagédo global com relacionamentos sincronos do SnapMirror.

Passos
1. Ativar a limitagéo global:

options -option-name replication.throttle.enable on|off

O exemplo a seguir mostra como ativar a limitagcdo global do SnapMirror no cluster dst:
cluster dst::> options -option-name replication.throttle.enable on

2. Especifique a largura de banda total maxima usada pelas transferéncias recebidas no cluster de destino:
options -option-name replication.throttle.incoming.max kbs <KBps>
A largura de banda minima recomendada do acelerador é de 4 kilobytes por segundo (kbps) e o maximo é
de até 2 terabytes por segundo (Tbps). O valor padréo para essa opgao € unlimited, 0 que significa que

nao ha limite na largura de banda total usada.

O exemplo a seguir mostra como definir a largura de banda total maxima usada pelas transferéncias
recebidas para 100 megabits por segundo (Mbps):
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cluster dst::> options -option-name
replication.throttle.incoming.max kbs 12500

(D 100 megabits por segundo (Mbps): 12500 kilobytes por segundo (kbps)

3. Especifique a largura de banda total maxima utilizada pelas transferéncias efetuadas no cluster de origem:
options -option-name replication.throttle.outgoing.max kbs <KBps>

A largura de banda minima recomendada do acelerador € de 4 kbps € 0 maximo € de até 2 Tbps. O valor
padrao para essa op¢ao € unlimited, 0 que significa que ndo ha limite na largura de banda total usada.
Os valores dos parametros estdo em kilobytes por segundo (kbps).

O exemplo a seguir mostra como definir a largura de banda total maxima usada pelas transferéncias de
saida para 100 Mbps:

cluster src::> options -option-name
replication.throttle.outgoing.max kbs 12500
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