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Saiba mais sobre ONTAP
Plataformas ONTAP

O software de gerenciamento de dados ONTAP oferece storage unificado para
aplicacdes que leem e gravam dados em bloco ou arquivo. As opgdes em configuragdes
de storage variam de flash de alta velocidade a Midia giratéria de baixo precgo e storage
de objetos baseado na nuvem.

As implementagdes do ONTAP sao executadas no seguinte:

» * Sistemas projetados pela NetApp*: "Sistemas de armazenamento AFF, AFX, ASA e FAS"

* * Personalidades de armazenamento ONTAP *: "Sistemas de armazenamento AFX e ASA r2" executando
personalidades ONTAP dedicadas que fornecem armazenamento ONTAP desagregado focado em
protocolos especificos.

 Hardware de mercadoria: "ONTAP Select"

* Nuvens privadas, publicas ou hibridas: "Cloud Volumes ONTAP" , "Amazon FSX para NetApp ONTAP"
, "Azure NetApp Files" , e "Google Cloud NetApp volumes"

* Implementagoes especializadas, "Data center FlexPod" incluindo , que oferece a melhor infraestrutura
convergente da categoria

Juntas, essas implementagbes formam a estrutura basica da infraestrutura de dados inteligente, com uma
abordagem comum definida por software para gerenciamento de dados e replicagdo rapida e eficiente entre
plataformas.


https://docs.netapp.com/us-en/ontap-systems-family/#
https://docs.netapp.com/us-en/ontap-family/#
https://docs.netapp.com/us-en/ontap-select/
https://docs.netapp.com/us-en/storage-management-cloud-volumes-ontap/index.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://learn.microsoft.com/en-us/azure/azure-netapp-files/
https://cloud.google.com/netapp/volumes/docs/discover/overview
https://docs.netapp.com/us-en/flexpod/index.html
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Interfaces de usuario do ONTAP

O software de gerenciamento de dados ONTAP oferece varias interfaces que vocé pode
usar para gerenciar clusters do ONTAP. Essas opgdes de interface oferecem diferentes
niveis de acesso e funcionalidade, além de oferecer flexibilidade para gerenciar clusters
do ONTAP, conforme apropriado, com base no ambiente.

Use qualquer uma dessas interfaces para administrar clusters do ONTAP e executar operacoes de
gerenciamento de dados

Gerente do sistema da ONTAP

O ONTAP System Manager € uma interface de usuario baseada na Web que oferece uma maneira
simplificada e intuitiva de gerenciar seu cluster. E possivel administrar operagdées comuns, como configuragéo
de storage, protecdo de dados e configuragédo e gerenciamento de rede. O System Manager também fornece
insights e monitoramento de desempenho de cluster e risco para ajudar vocé a reagir a problemas do cluster e
se antecipar aos problemas antes que eles ocorram. "Saiba mais".

O ONTAP 9,7 marcou um momento importante para o gerente de sistema do ONTAP. Nessa versao, o NetApp
forneceu duas versdes do Gerenciador de sistemas ONTAP, introduzindo uma versao redesenhada, mais
simplificada e intuitiva, juntamente com a versao que precedeu o ONTAP 9,7. Apés o ONTAP 9,7, a versao
redesenhada foi redesenhada como Gerente de sistema ONTAP e seu antecessor foi renomeado Gerente de


https://docs.netapp.com/pt-br/ontap/concept_administration_overview.html

sistema Classico. O System Manager Classic foi atualizado pela ultima vez no ONTAP 9,7. Se vocé estiver
usando o System Manager Classic, sua documentagao estara "separadamente"disponivel .

Console NetApp

A partir do ONTAP 9.12.1, vocé pode usar a interface baseada na Web do NetApp Console para gerenciar sua
infraestrutura multicloud hibrida a partir de um Unico plano de controle, mantendo o painel familiar do System
Manager. O Console permite que vocé crie e administre armazenamento em nuvem (por exemplo, NetApp
Backup and Recovery), use os servigos de dados da NetApp (por exemplo, Cloud Backup) e controle muitos
dispositivos de armazenamento locais e de ponta. Adicionar sistemas ONTAP locais ao Console permite que
vocé gerencie todos os seus ativos de armazenamento e dados a partir de uma unica interface. "Saiba mais" .

Interface de linha de comando ONTAP

O "Interface de linha de comando ONTAP (CLI)" & uma interface baseada em texto que permite interagir com
um cluster, né, SVM e muito mais usando "comandos"o . Os comandos CLI estdo disponiveis com base "tipo
de funcao"no . Vocé pode acessar a CLI do ONTAP por meio de SSH ou uma conexao de console a um né no
cluster.

API REST do ONTAP

A partir do ONTAP 9.6, vocé pode acessar uma APl RESTful que permite gerenciar e automatizar
programaticamente as operagdes de cluster. Use a API para executar varias tarefas administrativas do
ONTAP, como criar e gerenciar volumes, snapshots e agregados, bem como monitorar a performance do
cluster. Vocé pode acessar a API REST do ONTAP diretamente usando um utilitario como curl ou com
qualquer linguagem de programacao compativel com um CLIENTE REST, como Python, PowerShell e Java.
"Saiba mais".

@ ONTAPI é uma API ONTAP proprietaria que precede a APl REST ONTAP . Se vocé estiver
usando ONTAPI, vocé deve planejar seu "Migracao para a API REST do ONTAP" .

Kits de ferramentas e frameworks NetApp

O NetApp fornece kits de ferramentas de cliente para linguagens e ambientes de desenvolvimento especificos
que abstraem a APlI REST do ONTAP e facilitam a criagao de codigo de automagao. "Saiba mais".

Além desses kits de ferramentas, vocé pode criar e implantar codigo de automacgéo usando frameworks.
"Saiba mais".

Integrar o ONTAP System Manager com o NetApp Console

Vocé pode gerenciar o ONTAP 9.10.1 e versdes posteriores usando o System Manager
no NetApp Console. Essa integragao permite que vocé supervisione com eficiéncia sua
infraestrutura multicloud hibrida usando um plano de controle unificado, mantendo a
interface de usuario familiar do System Manager.

O Console permite que vocé crie e administre armazenamento em nuvem (por exemplo, Cloud Volumes
ONTAP), use servigos de dados NetApp (por exemplo, Cloud Backup) e controle muitos dispositivos de

armazenamento locais e de borda.

O Console oferece duas maneiras de descobrir e gerenciar seus clusters:


https://docs.netapp.com/us-en/ontap-system-manager-classic/index.html
https://docs.netapp.com/us-en/console-family/
https://docs.netapp.com/pt-br/ontap/system-admin/index.html
https://docs.netapp.com/pt-br/ontap/concepts/manual-pages.html
https://docs.netapp.com/pt-br/ontap/system-admin/cluster-svm-administrators-concept.html
https://docs.netapp.com/pt-br/ontap/system-admin/cluster-svm-administrators-concept.html
https://docs.netapp.com/us-en/ontap-automation/get-started/ontap_automation_options.html
https://docs.netapp.com/us-en/ontap-automation/migrate/ontapi_disablement.html
https://docs.netapp.com/us-en/ontap-automation/get-started/ontap_automation_options.html#client-software-toolkits
https://docs.netapp.com/us-en/ontap-automation/get-started/ontap_automation_options.html#automation-frameworks

» Descoberta direta para gerenciamento por meio do System Manager (ONTAP 9.12.1 e posterior)

» Descoberta por meio de um agente do Console.
O agente do Console é um software instalado no seu ambiente. Isso permite que vocé acesse fungbes de
gerenciamento por meio do System Manager e acesse servigos de nuvem da NetApp que fornecem recursos

como replicacado de dados, backup e recuperacao, classificacdo de dados, hierarquizacdo de dados e muito
mais.

Saiba mais sobre "Gerenciamento de cluster ONTAP local usando o NetApp Console" .

Passos
1. Efetue login no NetApp Console.

a. Se vocé tiver um login de console, use-o.

b. Se esta for sua primeira vez, selecione Fazer login com suas credenciais do site de suporte da NetApp
e insira suas credenciais na pagina de login do Console.

2. Descubra seu cluster local no Console usando um agente do Console ou descoberta direta. Saiba mais
sobre o descobrindo clusters ONTAP locais.

a. Saiba como "gerenciar clusters que foram descobertos diretamente" .
b. Saiba como "gerenciar clusters que foram descobertos com um agente do Console" .

3. Gerencie seu cluster local usando o System Manager. Na pagina Meus ambientes de trabalho Sistemas,
selecione o cluster e clique em Gerenciador de sistemas na lista Servigos.

a. Saiba mais sobre "gerenciando clusters que foram descobertos diretamente” .

b. Saiba como "gerenciar clusters que foram descobertos com um agente do Console" .

Console NetApp e ONTAP 9.12.1

Observacgao: se vocé estiver usando o ONTAP 9.12.1, uma mensagem sera exibida solicitando que vocé
experimente o NetApp Console.

+ Se o cluster tiver conectividade com o NetApp Console, um prompt de login sera exibido.

1. Cliqgue em *Continuar para o console da NetApp * para seguir o link para o console.

Se as configuragdes do seu sistema bloquearam redes externas, vocé nao podera acessar
o Console. Para acessar o System Manager usando o Console, vocé deve garantir que o

@ endereco “cloudmanager.cloud.netapp.com” possa ser acessado pelo seu sistema. Caso
contrario, no prompt, vocé pode escolher usar a versao do System Manager que esta
instalada com seu sistema ONTAP .

2. Na pagina de login do Console, selecione *Fazer login com suas credenciais do site de suporte da NetApp
* e insira suas credenciais.

Se vocé ja usou o Console e tem um login usando e-mail e senha, sera necessario continuar usando essa
opgéao de login.

"Saiba mais sobre como fazer login no NetApp Console" .
3. Se solicitado, insira um nome para sua nova conta do NetApp Console.

Na maioria dos casos, o Console cria automaticamente uma conta para vocé com base nos dados do seu


https://docs.netapp.com/us-en/storage-management-ontap-onprem/index.html
https://docs.netapp.com/us-en/storage-management-ontap-onprem/task-manage-ontap-direct.html
https://docs.netapp.com/us-en/storage-management-ontap-onprem/task-manage-ontap-connector.html
https://docs.netapp.com/us-en/storage-management-ontap-onprem/task-manage-ontap-direct.html
https://docs.netapp.com/us-en/storage-management-ontap-onprem/task-manage-ontap-connector.html
https://docs.netapp.com/us-en/console-setup-admin/task-logging-in.html

cluster.
4. Insira as credenciais de administrador do cluster para o cluster.

Resultado
O Gerenciador do Sistema é exibido e agora vocé pode gerenciar o cluster pelo Console.

Saiba mais sobre o NetApp Console

* "Visao geral do NetApp Console"

* "Gerencie seus sistemas NetApp AFF e FAS por meio do NetApp Console"

Storage de cluster

A iteracéo atual do ONTAP foi originalmente desenvolvida para a arquitetura de
armazenamento cluster de escalabilidade horizontal do NetApp. Essa é a arquitetura que
vocé normalmente encontra nas implementacdes de data center do ONTAP. Como essa
implementacao exerce a maioria das capacidades do ONTAP, é um bom lugar para
comegar a entender os conceitos que informam a tecnologia ONTAP.

Arquiteturas de data center geralmente implementam sistemas AFF, ASA ou FAS dedicados executando o
software de gerenciamento de dados ONTAP . Cada controlador, seu armazenamento, sua conectividade de
rede e a instancia do ONTAP em execucao no controlador sdo chamados de né.

Os nos séo emparelhados para alta disponibilidade (HA). Juntos, esses pares (até 12 nos para SAN, até 24
nés para nas) compdem o cluster. Os nés se comunicam uns com os outros através de uma interconexao de
cluster dedicada e privada.

Dependendo do modelo da controladora, o storage de nds consiste em discos flash, unidades de capacidade
ou ambos. As portas de rede no controlador fornecem acesso aos dados. Os recursos fisicos de storage e
conetividade de rede sao virtualizados, visiveis apenas para administradores de cluster, ndo para clientes nas
ou hosts SAN.

Os nos de um par de HA devem usar o mesmo modelo de storage array. Caso contrario, vocé pode usar
qualquer combinacgéo suportada de controladores. E possivel fazer escalabilidade horizontal para capacidade
adicionando ndés com modelos de storage array semelhantes ou para obter performance adicionando ndés com
storage arrays mais avangados.

E claro que vocé também pode fazer escalabilidade vertical de todas as maneiras tradicionais, atualizando
discos ou controladoras conforme necessario. A infraestrutura de storage virtualizada do ONTAP facilita a
movimentagao de dados sem interrupgdes, o que significa que vocé pode escalar verticalmente ou
horizontalmente, sem tempo de inatividade.


https://docs.netapp.com/us-en/console-setup-admin/concept-overview.html
https://docs.netapp.com/us-en/storage-management-ontap-onprem/index.html
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You can scale out for capacity by adding nodes with like controller models, or for performance
by adding nodes with higher-end storage arrays, all while clients and hosts continue to access data.

Pares de alta disponibilidade

Os nos de cluster sdo configurados em high-availability (HA) pairs para tolerancia de
falhas e operacgdes ininterruptas. Se um no6 falhar ou se vocé precisar reduzir um né para
manutengao de rotina, seu parceiro pode assumir o armazenamento e continuar a
fornecer dados a partir dele. O parceiro _devolve armazenamento quando o n6 é
colocado de volta na linha.

Os pares HA consistem sempre em modelos de controlador semelhantes. Normalmente, as controladoras
residem no mesmo chassi com fontes de alimentacao redundantes.

Os pares HA sao nos tolerantes a falhas que podem se comunicar entre si de diferentes maneiras para
permitir que cada no verifique continuamente se seu parceiro esta funcionando e espelhe dados de log para a
memoria n&o volatil do outro. Quando uma solicitacao de gravagéo é feita a um no, ela é registrada na
NVRAM em ambos os nods antes que uma resposta seja enviada de volta ao cliente ou host. No failover, o
parceiro sobrevivente confirma as solicitagdes de gravacao nao confirmadas do né com falha no disco,
garantindo a consisténcia dos dados. O né sobrevivente continua registrando as gravagdes na particao
NVRAM , que anteriormente atuava como espelho da NVRAM do n6 com falha.

As conexdes com a Midia de armazenamento do outro controlador permitem que cada n6 acesse o
armazenamento do outro no caso de uma aquisicdo. Os mecanismos de failover de caminho de rede
garantem que os clientes e hosts continuem a se comunicar com o né sobrevivente.

Para garantir disponibilidade, vocé deve manter a utilizagdo da capacidade de performance em qualquer né
em 50% para acomodar o workload adicional no caso de failover. Pelo mesmo motivo, vocé pode querer
configurar ndo mais de 50% do numero maximo de interfaces de rede virtual nas para um no.
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On failover, the surviving partner commits the failed node’s
uncommitted write requests to disk, ensuring data consistency.

Takeover e giveback em implementagoées virtualizadas de ONTAP

O armazenamento n&do é compartilhado entre nés em implementagdes ONTAP virtualizadas do tipo "nada
compartilhado", como o ONTAP Select. Quando um no fica inativo, seu parceiro continua a fornecer dados
de uma copia espelhada sincronizada dos dados do né. Ele ndo assume o armazenamento do no, apenas
sua fungao de fornecimento de dados.

AutoSupport e consultor digital

O ONTAP oferece monitoramento e geracao de relatérios de sistemas orientados por
inteligéncia artificial por meio de um portal da Web e por meio de um aplicativo mével. O
componente AutoSupport do ONTAP envia telemetria que é analisada pelo consultor
digital da Active 1Q (também conhecido como consultor digital).

O Digital Advisor permite otimizar sua infraestrutura de dados em toda a nuvem hibrida global, fornecendo
analises preditivas praticas e suporte proativo por meio de um portal baseado na nuvem e aplicativo movel.
Insights e recomendacdes orientados por dados do consultor digital estdo disponiveis para todos os clientes
da NetApp com um contrato de SupportEdge ativo (os recursos variam de acordo com o produto e a camada
de suporte).

Aqui estdo algumas coisas que vocé pode fazer com o Digital Advisor:



* Planejar atualizagdes. O consultor digital identifica problemas no seu ambiente que podem ser resolvidos
ao atualizar para uma versao mais recente do ONTAP e o componente do consultor de atualizagdo ajuda
vocé a Planejar uma atualizagdo bem-sucedida.

* Veja o bem-estar do sistema. Seu painel do Digital Advisor relata quaisquer problemas de bem-estar e
ajuda vocé a corrigir esses problemas. Monitore a capacidade do sistema para garantir que vocé nunca
figue sem espaco de armazenamento.

» Gerenciar a performance. O Digital Advisor mostra o0 desempenho do sistema por um periodo mais longo
do que vocé pode ver no System Manager. Identifique problemas de configuracao e sistema que estejam
afetando a performance.

* Maximizar a eficiéncia: Visualize as métricas de eficiéncia de storage e identifique maneiras de armazenar
mais dados em menos espaco.

* Ver inventario e configuragao. O Digital Advisor exibe o inventario completo e as informacdes de
configuragéo de software e hardware. Veja quando os contratos de servigo estao expirando para garantir
que vocé permanecga coberto.

Informacgdes relacionadas
"Documentagao do NetApp: Consultor digital"

"Inicie o Digital Advisor"

"Servigos da SupportEdge"

Arquitetura de rede

Visao geral da arquitetura de rede

A arquitetura de rede para uma implementacao de data center ONTAP normalmente
consiste em uma interconexao de cluster, uma rede de gerenciamento para
administracéo de cluster e uma rede de dados. Os NICs (placas de interface de rede)
fornecem portas fisicas para conexdes Ethernet. HBAs (adaptadores de barramento de
host) fornecem portas fisicas para conexdes FC.


https://docs.netapp.com/us-en/active-iq/
https://aiq.netapp.com/custom-dashboard/search
https://www.netapp.com/us/services/support-edge.aspx
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The network architecture for an ONTARP datacenter implementation typically consists of a cluster
interconnect, a management network for cluster administration, and a data network.

Portas légicas

Além das portas fisicas fornecidas em cada nd, vocé pode usar portas logicas para
gerenciar o trafego de rede. As portas légicas sao grupos de interface ou VLANSs.

Grupos de interfaces

Grupos de interface combinam varias portas fisicas em uma Unica "porta de tronco" logica. Vocé pode querer
criar um grupo de interfaces que consiste em portas de NICs em diferentes slots PCI para garantir que uma
falha de slot reduza o trafego essencial para os negocios.

Um grupo de interfaces pode ser multimodo, monomodo ou dindmico. Cada modo oferece diferentes niveis de
tolerancia a falhas. Vocé pode usar qualquer um dos tipos de grupo de interface multimodo para equilibrar o
trafego de rede.

VLANSs

VLANs separe o trafego de uma porta de rede (que pode ser um grupo de interfaces) em segmentos légicos
definidos em uma base de porta de switch, em vez de em limites fisicos. As end-stations pertencentes a uma
VLAN estao relacionadas por fungao ou aplicagao.

Vocé pode agrupar estagdes finais por departamento, como Engenharia e Marketing, ou por projeto, como
releasel e release2. Como a proximidade fisica das estagées finais € irrelevante em uma VLAN, as estagoes
finais podem ser geograficamente remotas.
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You can use VLANSs to segregate traffic by department.

Suporte para tecnologias de rede padrao do setor

O ONTAP é compativel com todas as principais tecnologias de rede padrao do setor. As
principais tecnologias incluem IPspaces, balanceamento de carga DNS e traps SNMP.

Dominios de broadcast, grupos de failover e sub-redes sao descritos em Failover de caminho nas.

IPspaces

Vocé pode usar um /Pspace para criar um espago de endereco IP distinto para cada servidor de dados virtual
em um cluster. Isso permite que os clientes em dominios de rede separados administrativamente acessem os
dados do cluster ao usar enderecos |IP sobrepostos do mesmo intervalo de sub-rede de enderecos IP.

Um provedor de servigos, por exemplo, poderia configurar diferentes IPspaces para locatarios usando os
mesmos enderecgos |IP para acessar um cluster.

Balanceamento de carga DNS

Vocé pode usar DNS load balancing para distribuir o trafego de rede do usuario entre as portas disponiveis.
Um servidor DNS seleciona dinamicamente uma interface de rede para o trafego com base no nimero de
clientes montados na interface.

10



Traps SNMP

Vocé pode usar SNMP traps para verificar periodicamente se ha limites operacionais ou falhas. Os traps
SNMP capturam informagdes de monitoramento do sistema enviadas assincronamente de um agente SNMP
para um gerenciador SNMP.

Conformidade com FIPS

O ONTAP é compativel com os padrdes federais de processamento de informacdes (FIPS) 140-2 para todas
as conexdes SSL. Vocé pode ativar e desativar o modo SSL FIPS, definir protocolos SSL globalmente e
desativar quaisquer cifras fracas, como RC4.

Visao geral da RDMA

As ofertas de acesso remoto a memoria direta (RDMA) da ONTAP sao compativeis com
cargas de trabalho sensiveis a laténcia e de alta largura de banda. O RDMA permite que
os dados sejam copiados diretamente entre a memoria do sistema de armazenamento e
a memoria do sistema host, contornando as interrupgdes da CPU e a sobrecarga.

NFS sobre RDMA

A partir do ONTAP 9.10,1, vocé pode configurar "NFS sobre RDMA" para habilitar o uso do armazenamento
GPUDirect do NVIDIA para cargas de trabalho aceleradas por GPU em hosts com GPUs NVIDIA compativeis.

@ RDMA néao é compativel com o protocolo SMB.

Interconexao de cluster RDMA

O RDMA de interconexao de cluster reduz a laténcia, diminui os tempos de failover e acelera a comunicagao
entre nés em um cluster.

A partir do ONTAP 9.10,1, o RDMA de interconexao de cluster é suportado para determinados sistemas de
hardware quando usado com placas de rede de cluster X1151A. A partir do ONTAP 9.13,1, as placas de rede
X91153A também suportam RDMA de interconexéao de cluster. Consulte a tabela para saber quais sistemas
sao suportados em diferentes versdes do ONTAP.

Sistemas Versdes de ONTAP compativeis
* AFF A50 ONTAP 9.16,1 e posterior
» AFF A30
« AFF A20
« AFF C80
« AFF C60
» AFF C30
+ ASAA50
+ ASAA30
+ ASAA20
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Sistemas Versdes de ONTAP compativeis

* AFF A1K ONTAP 9.15,1 e posterior

» AFF A90

« AFF A70

« ASAA1K

« ASAA90

« ASAA70

» FAS90

» FAS70

* AFF A900 ONTAP 9.13,1 e posterior
+ ASAA900
* FAS9500

* AFF A400 ONTAP 9.10,1 e posterior
+ ASAA400

Dada a configuragao apropriada do sistema de armazenamento, nenhuma configuragéo adicional é
necessaria para usar RDMA de interconexao de cluster.

Protocolos do cliente

O ONTAP da suporte a todos os principais protocolos de cliente padrao do setor: NFS,
SMB, FC, FCoE, iSCSI, NVMe e S3.

NFS

NFS é o protocolo de acesso a arquivos tradicional para sistemas UNIX e LINUX. Os clientes podem acessar
arquivos em volumes ONTAP usando os seguintes protocolos.

* NFSv3

* NFSv4

* NFSv4.2

* NFSv4.1

* PNFS

Vocé pode controlar o acesso a arquivos usando permissdes de estilo UNIX, permissdes de estilo NTFS ou
uma combinac¢do de ambos.

Os clientes podem acessar os mesmos arquivos usando os protocolos NFS e SMB.
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SMB

SMB é o protocolo tradicional de acesso a arquivos para sistemas Windows. Os clientes podem acessar
arquivos em volumes ONTAP usando os protocolos SMB 2,0, SMB 2,1, SMB 3,0 e SMB 3.1.1. Assim como no
NFS, uma combinagao de estilos de permissao € compativel.

O SMB 1,0 esta disponivel, mas desativado por padrdo no ONTAP 9.3 e versdes posteriores.

FC

Fibre Channel é o protocolo original de bloco em rede. Em vez de arquivos, um protocolo de bloco apresenta
um disco virtual inteiro a um cliente. O protocolo FC tradicional usa uma rede FC dedicada com switches FC
especializados e exige que o computador cliente tenha interfaces de rede FC.

Um LUN representa o disco virtual € um ou mais LUNs sdo armazenados em um volume ONTAP. O mesmo
LUN pode ser acessado através dos protocolos FC, FCoE e iSCSI, mas varios clientes s podem acessar o
mesmo LUN se fizerem parte de um cluster que evite colisdes de gravagéo.

FCoE

O FCoE é basicamente o mesmo protocolo que o FC, mas usa uma rede Ethernet de nivel de data center em
vez do transporte FC tradicional. O cliente ainda requer uma interface de rede especifica para FCoE.

ISCSI

ISCSI é um protocolo de bloco que pode ser executado em redes Ethernet padrao. A maioria dos sistemas
operacionais cliente oferece um iniciador de software que é executado em uma porta Ethernet padrao. O
iISCSI é uma boa escolha quando vocé precisa de um protocolo de bloco para um aplicativo especifico, mas
nao tem rede FC dedicada disponivel.

NVMe/FC e NVMe/TCP

O NVMe, o protocolo de bloco mais recente, foi projetado especificamente para funcionar com storage
baseado em flash. Ele oferece sessdes dimensionaveis, uma redugao significativa na laténcia e um aumento
no paralelismo, o que o torna adequado para aplicacdes de baixa laténcia e alta taxa de transferéncia, como
bancos de dados e analises in-memory.

Diferentemente do FC e iSCSI, o NVMe nao usa LUNs. Em vez disso, ele usa namespaces, que sdo
armazenados em um volume ONTAP. Os namespaces NVMe podem ser acessados somente pelo protocolo
NVMe.

S3

A partir do ONTAP 9.8, é possivel habilitar um servidor do Servigo de armazenamento simples (S3) do ONTAP
em um cluster do ONTAP, permitindo que vocé fornega dados no armazenamento de objetos usando buckets
do S3.

O ONTAP da suporte a dois cenarios de caso de uso no local para fornecer storage de objetos S3:

* Disposicao do FabricPool em um bucket no cluster local (disposicado em um bucket local) ou cluster remoto
(camada de nuvem).

» S3 acesso de aplicativo cliente a um bucket no cluster local ou em um cluster remoto.
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O ONTAP S3 ¢ apropriado se vocé quiser recursos de S3 em clusters existentes sem hardware

@ e gerenciamento adicionais. Para implantagdes maiores de 300TB TB, o software NetApp
StorageGRID continua a ser a principal solugédo da NetApp para storage de objetos. Saiba mais
"StorageGRID"sobre .

Discos e camadas locais

Discos e camadas locais do ONTAP

Niveis locais, também chamados de agregados, sdo contentores l6gicos para os discos
gerenciados por um né. Use as camadas locais para isolar workloads com demandas de
desempenho diferentes, categorizar dados com padrdes de acesso diferentes ou separar
dados para fins regulatorios.

@ Antes do ONTAP 9,7, o Gerenciador de sistema usa o termo agregado para descrever um nivel
local. Independentemente da sua versao do ONTAP, a CLI do ONTAP usa o termo agregado.

» Para aplicagbes essenciais aos negocios que precisam da menor laténcia possivel e da maior
performance possivel, vocé pode criar um nivel local que consiste inteiramente de SSDs.

« Para categorizar dados com diferentes padrdes de acesso, vocé pode criar um nivel local hibrido,
implantando flash como cache de alto desempenho para um conjunto de dados em funcionamento, ao
mesmo tempo em que usa HDDs de baixo custo ou storage de objetos para dados acessados com menos
frequéncia.

o O "Flash Pool" consiste em SSDs e HDDs.

o A"FabricPool" consiste em um nivel local totalmente SSD com um armazenamento de objetos
anexado.

» Se vocé precisar separar os dados arquivados de dados ativos para fins regulatérios, podera usar um
nivel local que consiste em HDDs de capacidade ou uma combinagao de HDDs de desempenho e
capacidade.
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FabricPool Cold Data

StorageGRID’

SSDs

Datacenter Cloud

You can use a FabricPool to tier data with different access patterns, deploying SSDs
for frequently accessed “hot” data and object storage for rarely accessed “cold” data.

Trabalhando com camadas locais em uma configuragdo do MetroCluster

Se vocé tiver uma configuragcao do MetroCluster, siga os procedimentos descritos "MetroCluster'na
documentagao para configuragéo inicial e diretrizes para gerenciamento de disco e camadas locais.

Informacgdes relacionadas

 "Gerenciar camadas locais"

* "Gerenciar discos"

* "Gerenciar configura¢des RAID"

* "Gerenciar camadas do Flash Pool"

 "Gerenciar categorias de nuvem do FabricPool"

Grupos RAID do ONTAP e camadas locais

As tecnologias RAID modernas protegem contra falhas de disco reconstruindo os dados
de um disco com falha em um disco sobressalente. O sistema compara as informacgdes
de indice em um "disco de paridade" com os dados nos restantes discos integros para
reconstruir os dados em falta, tudo sem tempo de inatividade ou um custo significativo de
desempenho.

Um nivel local consiste em um ou mais grupos RAID. O tipo RAID do nivel local determina o nimero de discos
de paridade no grupo RAID e o numero de falhas de disco simultdneas que a configuragdo RAID protege
contra.

O tipo RAID padrao, RAID-DP (paridade RAID-dupla), requer dois discos de paridade por grupo RAID e
protege contra a perda de dados no caso de dois discos falharem ao mesmo tempo. Para RAID-DP, o
tamanho do grupo RAID recomendado esta entre 12 e 20 HDDs e entre 20 e 28 SSDs.

Vocé pode espalhar o custo total dos discos de paridade criando grupos RAID na extremidade mais alta da
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recomendacgao de dimensionamento. Esse € especialmente o caso dos SSDs, que sao muito mais confiaveis
do que as unidades de capacidade. Para camadas locais que usam HDDs, vocé deve equilibrar a
necessidade de maximizar o storage em disco em comparagao a fatores de compensagao, como o tempo de
reconstru¢cao mais longo necessario para grupos RAID maiores.

Camadas locais espelhadas e sem espelhamento

Vocé pode usar o ONTAP SyncMirror para espelhar sincronamente dados de nivel local
em copias, ou plexes, armazenados em diferentes grupos RAID. Os plexes garantem
contra a perda de dados se mais discos falharem do que o tipo RAID protege contra, ou
se houver perda de conetividade com discos do grupo RAID.

Ao criar uma camada local, vocé pode especificar se ela sera espelhada ou nao.

Antes do ONTAP 9,7, o Gerenciador de sistema usa o termo agregado para descrever um nivel
@ local. Independentemente da sua versao do ONTAP, a CLI do ONTAP usa o termo agregado.
Para saber mais sobre os niveis locais, "Discos e camadas locais"consulte .

Como os niveis locais sem espelhamento funcionam

Se vocé nao especificar que as camadas locais sao espelhadas, elas serdo criadas como sem espelhamento.
Os niveis locais nao espelhados tém apenas um Plex (uma coépia de seus dados), que contém todos os
grupos RAID pertencentes a esse nivel local.

O diagrama a seguir mostra um nivel local sem espelhamento composto de discos, agrupados em um Plex. O
nivel local tem quatro grupos RAID: rg0, RG1, RG2 e rg3. Cada grupo RAID tem seis discos de dados, um
disco de paridade e um disco de paridade (paridade dupla). Todos os discos usados pelo nivel local vém do
mesmo pool, "pool0".

Local tier (aggregate)

Plex0 (pool0)

# Ly - S -
rg0——— 0000000® '
rgl —— 000000 ee !
rg2 ——— O000008® |
rg3—— — OO00000® |

pool0
09080000
OCOOOO000

Legend ) Spare disk
& Data disk
@ Parity disk
® dParity disk
CO0000@® RAID group

O diagrama a seguir mostra um nivel local sem espelhamento com LUNs de array, agrupados em um Plex.
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Ele tem dois grupos RAID, rg0 e RG1. Todos os LUNs de array usados pelo nivel local vém do mesmo pool,
|Ilp00|0llll.

Local tier (aggregate)
’ N
Plex0 (pool0)
g0 ——— G000
gl ———— 99000
b A

Legend |

@ Array LUN in the local tier
©00® ONTAP RAID group

Como funcionam os niveis locais espelhados

Os niveis locais espelhados tém dois plexes (copias de seus dados), que usam a funcionalidade SyncMirror
para duplicar os dados para fornecer redundancia.

Ao criar um nivel local, vocé pode especificar que ele é espelhado. Além disso, vocé pode adicionar um
segundo Plex a um nivel local sem espelhamento existente para torna-lo um nivel espelhado. Usando o
SyncMirror, o ONTAP copia os dados no Plex original (plex0) para o novo Plex (plex1). Os plexos sao
separados fisicamente (cada Plex tem seus préprios grupos RAID e seu préprio pool), e os plexos séo
atualizados simultaneamente.

Essa configuragao oferece protegéo adicional contra a perda de dados se mais discos falharem do que o nivel
RAID do nivel local protege contra ou se houver perda de conetividade, porque o Plex ndo afetado continua
fornecendo dados enquanto vocé corrige a causa da falha. Depois que o Plex que teve um problema é
corrigido, os dois plexos ressincronizam e restabelecem a relagcéo do espelho.

Os discos e LUNs do array no sistema sao divididos em dois pools: poo10 E pool1. Plex0 obtém seu
armazenamento de pool0GB e plex1GB recebe seu armazenamento de pool1GB.

O diagrama a seguir mostra um nivel local composto por discos com SyncMirror ativado e implementado. Um
segundo Plex foi criado para o nivel local, plex1. Os dados em plex1 sdo uma copia dos dados em plex0 e
os grupos RAID também sao idénticos. Os 32 discos sobressalentes séo alocados para poolO ou pool1
usando 16 discos para cada pool.
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Local tier (aggregate)

-
Flex0 {poold) Plex1 {pooll)

g0l — 00000 e® ' i— 000000 e®
rgl|—— 0000000e® ' gl — 000000 e®
92| — Q000000® 1 12— 000000 e®
rg3|— OO0000@E ;| g3— CO0000ed

\_ .

poold pool
QOOO0O00) COOOO000)
QOO0 COOOCO00
Legend )} Spare digk
i) Data disk
@ Parity disk

@ dParity disk
Q0000 0®@ RAID group

O diagrama a seguir mostra um nivel local composto por LUNs de array com a funcionalidade SyncMirror
ativada e implementada. Um segundo Plex foi criado para o nivel local, plex1. Plex1 é uma cépia do plex0 e
os grupos RAID também séo idénticos.

Local tier (aggregate)
-
Plex0 (pool0) Flax1 (pool1)
rg0 . Qo000 rg0 —— 9008
rgl 0000 rgi —— ©009
\. J
Legend
@ Array LUN in the local tier
80@® ONTAP RAID group

Recomenda-se manter pelo menos 20% de espaco livre para agregados espelhados para obter
desempenho e disponibilidade de armazenamento ideais. Embora a recomendagéo seja de
10% para agregados nao espelhados, os 10% adicionais de espago podem ser usados pelo

(D sistema de arquivos para absorver alteragdes incrementais. Alteragdes incrementais aumentam
a utilizacdo do espaco para agregados espelhados devido a arquitetura baseada em snapshots
com redirecionamento na gravagdo do ONTAP. O ndo cumprimento dessas boas praticas pode
ter um impacto negativo no desempenho.

18



Particionamento de dados raiz

Cada n6 deve ter um agregado de raiz para arquivos de configuragéo do sistema de
storage. O agregado raiz tem o tipo RAID do agregado de dados.

O System Manager n&o suporta o particionamento root-data ou root-data-data-data.

Um agregado de raiz do tipo RAID-DP normalmente consiste em um disco de dados e dois discos de
paridade. Isso € um "imposto de paridade" significativo para pagar pelos arquivos do sistema de
armazenamento, quando o sistema ja esta reservando dois discos como discos de paridade para cada grupo
RAID no agregado.

Root-data partitioning reduz o imposto de paridade ao dividir o agregado de raiz entre particdes de disco,
reservando uma pequena particdo em cada disco como particédo raiz e uma grande partigdo para dados.

Node1 Aggregate Node2 Aggregate

Y ¥

—

D3|D4|D5|D6|D7|D8|DS| F |DP|S2

Wi
d3| d4| d5| d6| d7| dB| p [dp|s1|s2

f f

Node1 Root Node2 Root

Root-data partitioning creates one small partition on each disk as the
root partition and one large partition on each disk for data.

Como a ilustragdo sugere, quanto mais discos forem usados para armazenar o agregado raiz, menor a
particao raiz. Esse também é o caso de uma forma de particionamento de dados-raiz chamada root-data-data-
data partitioning, que cria uma pequena particdo como a particédo raiz e duas partigdes maiores, igualmente
dimensionadas para dados.
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Root-data-data partitioning creates one small partition as the root partition
and two larger, equally sized partitions for data.

Ambos os tipos de particionamento de dados raiz fazem parte do recurso ONTAP Advanced Drive Partitioning
(ADP). Ambos sao configurados de fabrica: Particionamento de dados raiz para sistemas FAS2xxx, FAS9000,
FAS8200, FAS80xx e AFF de nivel basico, particionamento de dados-raiz apenas para sistemas AFF.

Saiba mais "Advanced Drive Partitioning"sobre o .

Unidades particionadas e usadas para o agregado raiz

As unidades particionadas para uso no agregado raiz dependem da configuragao do sistema.

Saber quantas unidades sdo usadas para o agregado raiz ajuda vocé a determinar quanto da capacidade das
unidades € reservada para a particéo raiz e quanto esta disponivel para uso em um agregado de dados.

A funcionalidade de particionamento de dados raiz € compativel com plataformas de nivel basico, todas as
plataformas Flash FAS e plataformas FAS com apenas SSDs anexados.

Para plataformas de nivel basico, apenas as unidades internas séo particionadas.

Para todas as plataformas Flash FAS e plataformas FAS com apenas SSDs conetados, todas as unidades
conetadas ao controlador quando o sistema ¢ inicializado sao particionadas, até um limite de 24 TB por né. As
unidades adicionadas ap6s a configuragao do sistema nao sao particionadas.

Volumes, gtrees, arquivos e LUNs

O ONTAP serve dados para clientes e hosts de contentores I6gicos chamados FlexVol
volumes. porque esses volumes sdo apenas vagamente acoplados ao agregado que
contém, eles oferecem maior flexibilidade no gerenciamento de dados do que os
volumes tradicionais.

E possivel atribuir varios volumes do FlexVol a um agregado, cada um dedicado a um aplicativo ou servico
diferente. Vocé pode expandir e contratar um FlexVol volume, mover um FlexVol volume e fazer cépias
eficientes de um FlexVol volume. Vocé pode usar gtrees para particionar um FlexVol volume em unidades
mais gerenciaveis e cotas para limitar o uso de recursos de volume.
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Os volumes contém sistemas de arquivos em um ambiente nas e LUNs em um ambiente SAN. Um LUN
(numero de unidade logica) € um identificador para um dispositivo chamado unidade légica enderegado por
um protocolo SAN.

LUNSs sé&o a unidade basica de armazenamento em uma configuragdo SAN. O host do Windows vé LUNs no
seu sistema de armazenamento como discos virtuais. Migre LUNs para volumes diferentes sem interrupgdes,
conforme necessario.

Além dos volumes de dados, ha alguns volumes especiais que vocé precisa saber sobre:

» Um volume de raiz node (normalmente "vol0") contém informagodes e logs de configuragao do no.

* Um volume raiz SVM serve como ponto de entrada para o namespace fornecido pelo SVM e contém
informacgdes de diretério de namespace.

* Volumes do sistema contém metadados especiais, como logs de auditoria de servigo.

Vocé n&o pode usar esses volumes para armazenar dados.

Volumes contain files in a NAS environment and LUNs in a SAN environment.

FlexGroup volumes

Em algumas empresas, um Unico namespace pode exigir petabytes de storage, excedendo até mesmo a
capacidade de 100TB TB do FlexVol volume.

Um volume FlexGroup suporta até 400 bilhdes de arquivos com 200 volumes de membros constituintes que
trabalham de forma colaborativa para equilibrar dinamicamente a alocagao de carga e espago
uniformemente entre todos os membros.

N&o ha sobrecarga necessaria de manutengéo ou gerenciamento com um volume FlexGroup. Basta criar o
volume FlexGroup e compartilha-lo com seus clientes nas. ONTAP faz o resto.
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Virtualizagao de storage

Visao geral da virtualizacao de storage

Vocé usa maquinas virtuais de armazenamento (SVMs) para fornecer dados a clientes e
hosts. Como uma maquina virtual em execucao em um hipervisor, uma SVM é uma
entidade I6gica que abstrai recursos fisicos. Os dados acessados pelo SVM nao estao
vinculados a um local no storage. O acesso a rede ao SVM nao esta vinculado a uma
porta fisica.

@ Os SVMs eram anteriormente chamados de "vserver". A interface de linha de comando ONTAP
ainda usa o termo "vserver".

Um SVM serve dados para clientes e hosts de um ou mais volumes, por meio de uma ou mais interfaces
l6gicas de rede (LIFs)_. Os volumes podem ser atribuidos a qualquer agregado de dados no cluster. LIFs
podem ser hospedados por qualquer porta fisica ou légica. Os volumes e LIFs podem ser movidos sem
interromper o servigo de dados, ndo importando se vocé esta realizando atualizagdes de hardware,
adicionando nos, equilibrando a performance ou otimizando a capacidade entre agregados.

O mesmo SVM pode ter um LIF para trafego nas e um LIF para trafego SAN. Os clientes e hosts precisam
apenas do enderec¢o do LIF (enderego IP para NFS, SMB ou iSCSI; WWPN para FC) para acessar o SVM. Os
LIFs mantém seus enderecos a medida que se movem. As portas podem hospedar varias LIFs. Cada SVM
tem sua propria seguranga, administragdo e namespace.

Além de SVMs de dados, o ONTAP implanta SVMs especiais para administragao:

* Um admin SVM é criado quando o cluster é configurado.
* Um no6 SVM é criado quando um no se junta a um cluster novo ou existente.

* Um sistema SVM é criado automaticamente para comunicacées em nivel de cluster em um IPspace.

Vocé n&o pode usar esses SVMs para fornecer dados. Ha também LIFs especiais para trafego dentro e entre
clusters e para gerenciamento de clusters e nés.

Por que ONTAP é como middleware

Os objetos logicos que o ONTAP usa para tarefas de gerenciamento de armazenamento atendem aos
objetivos familiares de um pacote de middleware bem projetado: Proteger o administrador de detalhes de
implementagéo de baixo nivel e isolar a configuracado de alteragcbes nas carateristicas fisicas, como nos e
portas. A ideia basica é que o administrador deve ser capaz de mover volumes e LIFs facilmente,
reconfigurando alguns campos em vez de toda a infraestrutura de armazenamento.

Casos de uso da SVM

Os fornecedores de servigos usam SVMs em acordos seguros de alocagéo a varios
clientes para isolar os dados de cada locatario, fornecer a cada locatario sua propria
autenticacado e administracao e simplificar o chargeback. Vocé pode atribuir varios LIFs
ao mesmo SVM para atender a diferentes necessidades do cliente. Além disso, vocé
pode usar a QoS para proteger contra cargas de trabalho de locatarios "bullying" as
cargas de trabalho de outros locatarios.
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Os administradores usam SVMs para fins semelhantes na empresa. Talvez vocé queira segregar dados de
diferentes departamentos ou manter os volumes de storage acessados por hosts em um SVM e volumes de
compartilhamento de usuarios em outro. Alguns administradores colocam LUNs iSCSI/FC e armazenamentos
de dados NFS em um SVM e compartilhamentos SMB em outro.

Tenant A Tenant B Tenant C

||| =
S B

HA PAIR I HA PAIR I HA PAIR

B1 B2 B3

C C1I02 c3

Service providers use SVIMs in multitenant environments to isolate
tenant data and simplify chargeback.

Administracao de clusters e SVM

Um administrador de cluster acessa o administrador SVM para o cluster. O administrador
SVM e um administrador de cluster com 0 nome reservado admin sao criados
automaticamente quando o cluster é configurado.

Um administrador de cluster com a fung&o padrao admin pode administrar todo o cluster e seus recursos. O
administrador do cluster pode criar administradores de cluster adicionais com fungdes diferentes, conforme
necessario.

Um administrador do SVM acessa um data SVM. O administrador do cluster cria SVMs de dados e
administradores de SVM conforme necessario.

Por padrao, os administradores do SVM recebem vsadmin a fungdo. O administrador do cluster pode atribuir
fungdes diferentes aos administradores do SVM, conforme necessario.

23



Controle de Acesso baseado em funcdo (RBAC)

A fungéo atribuida a um administrador determina os comandos aos quais o0 administrador tem acesso. Vocé
atribui a fungao ao criar a conta para o administrador. Vocé pode atribuir uma funcao diferente ou definir
fungdes personalizadas conforme necessario.

Namespaces e pontos de juncao

Um nas namespace é um agrupamento légico de volumes Unidos em pontos de jungdo
para criar uma unica hierarquia de sistema de arquivos. Um cliente com permissdes
suficientes pode acessar arquivos no namespace sem especificar a localizagcdo dos
arquivos no armazenamento. Os volumes Junctioned podem residir em qualquer lugar
do cluster.

Em vez de montar cada volume contendo um arquivo de interesse, os clientes nas montam um NFS export ou
acessam um SMB share. a exportacdo ou compartilhamento representa todo o namespace ou um local
intermediario dentro do namespace. O cliente acessa apenas os volumes montados abaixo do seu ponto de

acesso.

Vocé pode adicionar volumes ao namespace conforme necessario. Vocé pode criar pontos de jungao
diretamente abaixo de uma jungéo de volume pai ou em um diretdério dentro de um volume. Um caminho para

uma juncgéo de volume para um volume chamado "vol3" pode ser /voll/vol2/vol3, ou
/voll/dir2/vol3,oumesmo /dirl/dir2/vol3. O caminho é chamado de caminho de jungéo.

Cada SVM tem um namespace unico. O volume raiz da SVM € o ponto de entrada para a hierarquia de
namespace.

@ Para garantir que os dados permanecam disponiveis no caso de uma interrupgdo do n6 ou
failover, vocé deve criar uma copia de load-sharing mirror para o volume raiz da SVM.
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A namespace is a logical grouping of volumes joined together at
Junction points to create a single file system hierarchy.

Exemplo

O exemplo a seguir cria um volume chamado "home4" localizado na SVM VS1 que tem um caminho de jun¢ao
/eng/home :

clusterl::> volume create -vserver vsl -volume home4 -aggregate aggrl
-size 1lg -junction-path /eng/home
[Job 1642] Job succeeded: Successful

Failover de caminho

Visao geral do failover de caminho

Ha diferencas importantes em como o ONTAP gerencia o failover de caminho em
topologias nas e SAN. Um LIF nas migra automaticamente para uma porta de rede
diferente apos uma falha de link. Um SAN LIF ndo migra (a menos que vocé o mova
manualmente apods a falha). Em vez disso, a tecnologia multipathing no host desvia o
trafego para um LIF diferente - no mesmo SVM, mas acessando uma porta de rede
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diferente.

Failover de caminho nas

Um LIF nas migra automaticamente para uma porta de rede sobrevivente apos uma
falha de link em sua porta atual. A porta para a qual o LIF migra deve ser um membro do
grupo failover para o LIF. A politica de grupo failover restringe os destinos de failover
para um LIF de dados para portas no né que possui os dados e seu parceiro de HA.

Para conveniéncia administrativa, o ONTAP cria um grupo de failover para cada dominio broadcast na
arquitetura de rede. Os dominios de broadcast agrupam portas que pertencem a mesma rede de camada 2.
Se vocé estiver usando VLANSs, por exemplo, para segregar o trafego por departamento (Engenharia,
Marketing, Financas e assim por diante), cada VLAN define um dominio de broadcast separado. O grupo de
failover associado ao dominio de broadcast € atualizado automaticamente sempre que vocé adicionar ou
remover uma porta de dominio de broadcast.

E quase sempre uma boa ideia usar um dominio de broadcast para definir um grupo de failover para garantir
qgue o grupo de failover permaneca atual. Ocasionalmente, no entanto, vocé pode querer definir um grupo de
failover que néo esteja associado a um dominio de broadcast. Por exemplo, vocé pode querer que LIFs fail
over apenas para portas em um subconjunto das portas definidas no dominio de broadcast.

LIF Migration

LIF: 10.10.10.10

Node 1 Storage Node 2 Storage

A NAS LIF automatically migrates to a surviving network port
after a link failure on its current port.

sub-redes

Uma sub-rede reserva um bloco de enderecos IP em um dominio de broadcast. Esses enderegos pertencem
a mesma rede de camada 3 e sao alocados as portas no dominio de broadcast quando vocé cria um LIF.
Geralmente é mais facil e menos propenso a erros especificar um nome de sub-rede quando vocé define um
endereco LIF do que especificar um endereco IP e uma mascara de rede.
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Failover de caminho SAN

Um host SAN usa ALUA (Asymmetric Logical Unit Access) e MPIO (multipath 1/0) para
redirecionar o trafego para um LIF sobrevivente apds uma falha de link. Caminhos
predefinidos determinam as possiveis rotas para o LUN servido pelo SVM.

Em um ambiente SAN, os hosts sdo considerados como iniciadores de solicitagdes para LUN destinos. o
MPIO habilita varios caminhos de iniciadores para destinos. ALUA identifica os caminhos mais diretos,
chamados caminhos otimizados.

Normalmente, vocé configura varios caminhos otimizados para LIFs no n6 proprietario do LUN e varios
caminhos nao otimizados para LIFs em seu parceiro de HA. Se uma porta falhar no noé proprietario, o host
roteia o trafego para as portas sobreviventes. Se todas as portas falharem, o host roteia o trafego pelos
caminhos nao otimizados.

Por padrao, o ONTAP Selective LUN Map (SLM) limita o nimero de caminhos do host para um LUN. Um LUN
recém-criado s6 pode ser acessado por meio de caminhos para o né que possui o LUN ou seu parceiro de
HA. Vocé também pode limitar o acesso a um LUN configurando LIFs em um conjunto de portas para o
iniciador.

- } I aE

non-optimized path

optimized path _
LIF: 10.10.10.10 LIF: 10.10.10.20

Node 1 Storage Node 2 Storage

A SAN host uses multipathing technology to reroute
traffic to a surviving LIF after a link failure.

movendo volumes em ambientes SAN

Por padrao, o ONTAP Selective LUN Map (SLM) limita o nUmero de caminhos para um LUN de um host
SAN. Um LUN recém-criado s6 pode ser acessado por meio de caminhos para o n6é que possui o LUN ou
seu parceiro de HA, os nodos de relatérios para o LUN.

Isso significa que, quando vocé move um volume para um né em outro par de HA, vocé precisa adicionar
nos de geracao de relatérios para o par de HA de destino ao mapeamento de LUN. Em seguida, vocé pode
especificar os novos caminhos na configuracdo do MPIO. Depois que a movimentacao de volume estiver
concluida, vocé podera excluir os nos de relatorio do par de HA de origem do mapeamento.
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Balanceamento de carga no ONTAP

O desempenho de workloads comeca a ser afetado pela laténcia quando a quantidade
de trabalho em um n6 excede os recursos disponiveis. Vocé pode gerenciar um né
sobrecarregado aumentando os recursos disponiveis (atualizando discos ou CPU) ou
reduzindo a carga (movendo volumes ou LUNs para nés diferentes, conforme

necessario).

Vocé também pode usar a qualidade do servigo (QoS) do ONTAP _storage para garantir que a performance
de workloads criticos néo seja degradada pelos workloads da concorréncia:

* Vocé pode definir uma taxa de transferéncia de QoS ceiling em um workload da concorréncia para limitar
seu impacto nos recursos do sistema (QoS Max).

» Vocé pode definir uma taxa de transferéncia de QoS floor para um workload critico, garantindo que ele
atenda aos destinos minimos de taxa de transferéncia, independentemente da demanda por workloads da
concorréncia (QoS min).

* Vocé pode definir um limite e um espago de QoS para o mesmo workload.

Limites maximos de taxa de transferéncia

Um limite maximo de taxa de transferéncia limita a taxa de transferéncia de uma carga de trabalho a um
numero maximo de IOPS ou MB/s. Na figura abaixo, o limite maximo de produtividade para a carga de
trabalho 2 garante que ndo seja "bully" cargas de trabalho 1 e 3.

Um grupo de politicas define o limite maximo de taxa de transferéncia para uma ou mais cargas de trabalho.
Um workload representa as operagdes de e/S de um objeto de storage: um volume, arquivo ou LUN ou todos
os volumes, arquivos ou LUNs em uma SVM. Vocé pode especificar o limite maximo ao criar o grupo de
politicas ou esperar até que vocé monitore cargas de trabalho para especifica-lo.

A taxa de transferéncia para cargas de trabalho pode exceder o limite maximo especificado em
até 10%, especialmente se uma carga de trabalho sofrer mudancgas rapidas na taxa de
transferéncia. O teto pode ser excedido em até 50% para lidar com explosdes.
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Before QoS Boot Storm

Ferformance

Perfarmance

The throughput ceiling for workload 2 ensures that it does
not “bully” workloads 1 and 3.

Andares com taxa de transferéncia

Um piso de taxa de transferéncia garante que a taxa de transferéncia para um workload nao fique abaixo de
um numero minimo de IOPS. Na figura abaixo, os andares de taxa de transferéncia para o workload 1 € o
workload 3 garantem que eles atendam aos destinos minimos de taxa de transferéncia, independentemente
da demanda por workload 2.

Como os exemplos sugerem, um teto de throughput limita a taxa de transferéncia diretamente.
@ Um piso de taxa de transferéncia mantém a taxa de transferéncia indiretamente, dando
prioridade as cargas de trabalho para as quais o piso foi definido.

Uma carga de trabalho representa as operagdes de e/S de um volume, LUN ou, a partir de ONTAP 9.3,
arquivo. Um grupo de politicas que define um piso de taxa de transferéncia ndo pode ser aplicado a um SVM.
Vocé pode especificar o piso ao criar o grupo de politicas ou esperar até que vocé monitore cargas de
trabalho para especifica-lo.

A taxa de transferéncia para uma carga de trabalho pode ficar abaixo do nivel especificado se
houver capacidade de desempenho (espaco livre) insuficiente no n6é ou no agregado, ou

@ durante operacgdes criticas como "volume move trigger-cutover'o . Mesmo quando a capacidade
suficiente esta disponivel e as operagdes criticas ndo estao ocorrendo, a taxa de transferéncia
para uma carga de trabalho pode cair abaixo do piso especificado em até 5%.
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Before Qo35 Boot Storm

Performance

Performance

T

The throughput floors for workload 1 and workload 3 ensure that they
meet minimum throughput targets, regardless of demand by workload 2.

QoS adaptavel

Normalmente, o valor do grupo de politicas que vocé atribui a um objeto de storage € fixo. Vocé precisa alterar
o valor manualmente quando o tamanho do objeto de armazenamento muda. Um aumento na quantidade de
espago usado em um volume, por exemplo, geralmente requer um aumento correspondente no limite de
produtividade especificado para o volume.

O Adaptive QoS dimensiona automaticamente o valor do grupo de politicas para o tamanho do workload,
mantendo a taxa de IOPS para TBs|GBs conforme o tamanho do workload muda. Essa € uma vantagem
significativa quando vocé gerencia centenas ou milhares de cargas de trabalho em uma implantagao grande.

Normalmente, vocé usa QoS adaptavel para ajustar limites maximos de taxa de transferéncia, mas também
pode usa-la para gerenciar andares de taxa de transferéncia (quando o tamanho do workload aumenta). O

tamanho do workload é expresso como o espacgo alocado para o objeto de storage ou o espago usado pelo
objeto de storage.

@ O espaco usado esta disponivel para pisos de throughput no ONTAP 9.5 e posterior. Nao &
compativel com pisos de taxa de transferéncia no ONTAP 9,4 e versdes anteriores.

A partir do ONTAP 9.13.1, é possivel usar a QoS adaptavel para definir pisos e tetos de taxa de transferéncia
no nivel da SVM.

* Uma politica allocated space mantém a relagédo IOPS/TB|GB de acordo com o tamanho nominal do objeto
de armazenamento. Se a taxa for de 100 IOPS/GB, um volume de 150 GB tera um limite maximo de taxa
de transferéncia de 15.000 IOPS enquanto o volume permanecer nesse tamanho. Se o volume for
redimensionado para 300 GB, a QoS adaptéavel ajusta o limite da taxa de transferéncia para 30.000 IOPS.

* Uma politica used space (o padrao) mantém a taxa IOPS/TB|GB de acordo com a quantidade de dados
reais armazenados antes da eficiéncia de armazenamento. Se a taxa for de 100 IOPS/GB, um volume de
150 GB que tenha 100 GB de dados armazenados teria um limite maximo de taxa de transferéncia de
10.000 IOPS. A medida que a quantidade de espaco usado muda, a QoS adaptavel ajusta o teto de taxa
de transferéncia de acordo com a taxa.
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Replicacao

Instantaneos

Tradicionalmente, as tecnologias de replicacdo da ONTAP atenderam a necessidade de
recuperacgao de desastres (DR) e arquivamento de dados. Com o advento dos servigos
de nuvem, a replicagdo do ONTAP foi adaptada a transferéncia de dados entre pontos de
extremidade no NetApp Data Fabric. A base para todos esses usos € a tecnologia
Snapshot da ONTAP.

Um snapshot (anteriormente copia Snapshot) € uma imagem pontual e somente leitura de um volume. Depois
que um snapshot € criado, o sistema de arquivos ativo e o snapshot apontam para os mesmos blocos de
disco; portanto, o snapshot ndo usa espago extra em disco. Com o tempo, a imagem consome espacgo de
armazenamento minimo e incorre em uma sobrecarga de desempenho insignificante, pois Registra apenas
alteracdes nos arquivos desde que o ultimo snapshot foi feito.

Os snapshots devem sua eficiéncia a tecnologia de virtualizagdo de storage central da ONTAP, seu Write
Anywhere File Layout (WAFL). como um banco de dados, o WAFL usa metadados para apontar para blocos
de dados reais no disco. Mas, ao contrario de um banco de dados, o WAFL nao substitui os blocos existentes.
Ele grava dados atualizados em um novo bloco e altera os metadados.

Os snapshots sao eficientes porque, em vez de copiar blocos de dados, o ONTAP faz referéncia aos
metadados ao criar um snapshot. Isso elimina tanto o "tempo de busca" que outros sistemas incorrem em
localizar os blocos a copiar e o custo de fazer a copia em si.

Vocé pode usar um snapshot para recuperar arquivos individuais ou LUNs ou restaurar todo o conteudo de
um volume. O ONTAP compara as informagdes do ponteiro no instantdneo com os dados no disco para
reconstruir o objeto em falta ou danificado, sem tempo de inatividade ou um custo significativo de
desempenho.

Uma politica snapshot define como o sistema cria snapshots de volumes. A politica especifica quando criar os
snapshots, quantas copias devem ser mantidas, como nomea-los e como rotula-los para replicagao. Por
exemplo, um sistema pode criar um snapshot todos os dias as 12:10 da manha, manter as duas cépias mais
recentes, nomea-las "diarias" (anexadas com um carimbo de data/hora) e rotula-las "diarias" para replicagao.
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B
:

SnapShot SnapShot SnapShot
Copy 1 Copy 1 Copy 2

A Snapshot copy records only changes to the active file
system since the last Snapshot copy.

Recuperacgao de desastres da SnapMirror e transferéncia de dados

SnapMirror € uma tecnologia de recuperacéo de desastres, projetada para failover de
armazenamento primario para armazenamento secundario em um local geograficamente
remoto. Como o nome indica, o SnapMirror cria uma réplica, ou mirror, dos seus dados
de trabalho em armazenamento secundario a partir do qual vocé pode continuar a servir
dados em caso de uma catastrofe no local principal.

Os dados sao espelhados no nivel do volume. A relagdo entre o volume de origem no armazenamento
primario e o volume de destino no armazenamento secundario € chamada de relagédo de prote¢céo de dados.
os clusters nos quais os volumes residem e os SVMs que servem dados dos volumes devem ser peered. Uma
relagdo de mesmo nivel permite que clusters e SVMs troquem dados com seguranga.

Vocé também pode criar uma relagéo de protegcao de dados entre SVMs. Nesse tipo de

relacionamento, toda ou parte da configuragdo do SVM, de exportacdes de NFS e
compartilhamentos de SMB para RBAC, sao replicados, bem como os dados nos volumes de
sua propriedade.

A partir do ONTAP 9.10,1, vocé pode criar relacionamentos de protecao de dados entre buckets do S3 usando
o SnapMirror S3. Buckets de destino podem estar em sistemas ONTAP locais ou remotos, ou em sistemas
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que nao sejam da ONTAP, como StorageGRID e AWS.

Na primeira vez que vocé invocar o SnapMirror, ele executa uma transferéncia de linha de base do volume de
origem para o volume de destino. A transferéncia de linha de base normalmente envolve as seguintes etapas:

» Faca um instantaneo do volume de origem.
« Transfira o instantaneo e todos os blocos de dados que ele faz referéncia ao volume de destino.

« Transfira os instantaneos restantes e menos recentes no volume de origem para o volume de destino para
uso caso o espelho "ativo" esteja corrompido.

Quando uma transferéncia de linha de base estiver concluida, o SnapMirror transfere apenas novos
instantaneos para o espelho. As atualizagdes sdo assincronas, seguindo a programacgao configurada. A
retencéo espelha a politica de snapshot na origem. Vocé pode ativar o volume de destino com interrupgéo
minima em caso de desastre no local principal e reativar o volume de origem quando o servigo € restaurado.

Como o SnapMirror transfere apenas snapshots apés a criacéo da linha de base, a replicagao é rapida e sem
interrupcdes. Como o caso de uso de failover indica, as controladoras no sistema secundario devem ser
equivalentes ou quase equivalentes as controladoras no sistema primario para atender dados com eficiéncia
do storage espelhado.

Source volume Destination volume

A SnapMirror data protection relationship mirrors
the Snapshot copies available on the source volume.

usando SnapMirror para transferéncia de dados

Vocé também pode usar o SnapMirror para replicar dados entre pontos de extremidade no NetApp Data
Fabric. Vocé pode escolher entre replicagao unica ou replicacao recorrente ao criar a politica do SnapMirror.

Backups da nuvem do SnapMirror para storage de objetos

O SnapMirror Cloud é uma tecnologia de backup e recuperagao projetada para usuarios
do ONTAP que desejam transferir seus fluxos de trabalho de prote¢cdo de dados para a
nuvem. As organizagdes que se afastam de arquiteturas herdadas de backup para fita
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podem usar o storage de objetos como um repositorio alternativo para retengao e
arquivamento de dados a longo prazo. A nuvem da SnapMirror fornece replicacao de
storage ONTAP a objeto como parte de uma estratégia incremental de backup para
sempre.

Areplicacao de nuvem do SnapMirror € um recurso licenciado da ONTAP. O SnapMirror Cloud foi
apresentado no ONTAP 9.8 como uma extensao para a familia de tecnologias de replicagdo do SnapMirror.
Embora o SnapMirror seja frequentemente usado para backups de ONTAP para ONTAP, a nuvem do
SnapMirror usa o mesmo mecanismo de replicagao para transferir snapshots do ONTAP para backups de
storage de objetos em conformidade com S3.

Destinado a casos de uso de backup, o SnapMirror Cloud é compativel com fluxos de trabalho de arquivos e
retengéo de longo prazo. Assim como no SnapMirror, o backup inicial na nuvem do SnapMirror realiza uma
transferéncia de linha de base de um volume. Para backups subsequentes, o SnapMirror Cloud gera um
snapshot do volume de origem e transfere o snapshot com apenas os blocos de dados alterados para um
destino de storage de objetos.

As relagbes de nuvem do SnapMirror podem ser configuradas entre sistemas ONTAP e determinados destinos
de storage de objetos no local e na nuvem publica, incluindo Amazon S3, Google Cloud Storage e storage de
Blobs do Microsoft Azure. Destinos adicionais de storage de objetos no local incluem o StorageGRID e o
ONTAP S3.

Além de usar o ONTAP System Manager para gerenciar configuragdes de nuvem do SnapMirror, varias
opgdes de orquestracao estédo disponiveis para o gerenciamento dos backups da nuvem do SnapMirror:

 Varios parceiros de backup de 3rd partes que oferecem suporte para replicagdo na nuvem da SnapMirror.
Os fornecedores participantes estao disponiveis no "NetApp blog".

* NetApp Backup and Recovery para uma solugéo nativa NetApp para ambientes ONTAP

» APlIs para desenvolver software personalizado para workflows de protecdo de dados ou aproveitar
ferramentas de automacao

Object Storage i
coamazon
B web sorvioes

f& Microsoft Axure

3 Google Cloud

Arquivamento SnapVault

A licenca do SnapMirror é usada para dar suporte as relagdes do SnapVault para backup
e as relagdes do SnapMirror para recuperacao de desastres. A partir do ONTAP 9.3, as
licencas do SnapVault sdo obsoletas e as licengas do SnapMirror podem ser usadas
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para configurar relagdes de Vault, mirror e mirror-and-Vault. A replicacdo do SnapMirror é
usada para replicacao de snapshots ONTAP para ONTAP, compativel com casos de uso
de backup e recuperagao de desastres.

SnapVault € uma tecnologia de arquivamento, projetada para replicacao de snapshot de disco para disco para
conformidade com padrdes e outros fins relacionados a governanga. Em contraste com uma relagao do
SnapMirror, na qual o destino geralmente contém apenas os snapshots atualmente no volume de origem, um
destino do SnapVault normalmente retém snapshots pontuais criados por um periodo muito mais longo.

Vocé pode querer manter snapshots mensais de seus dados em um periodo de 20 anos, por exemplo, para
cumprir com os regulamentos de contabilidade do governo para sua empresa. Como ndo ha necessidade de
fornecer dados do armazenamento do Vault, vocé pode usar discos mais lentos e menos caros no sistema de
destino.

Tal como acontece com o SnapMirror, o SnapVault executa uma transferéncia de linha de base na primeira
vez que vocé a invoca. Ele faz um snapshot do volume de origem, depois transfere a copia e os blocos de
dados que ela faz referéncia ao volume de destino. Ao contrario do SnapMirror, 0 SnapVault n&o inclui
instantdneos mais antigos na linha de base.

As atualizagbes sado assincronas, seguindo a programagao configurada. As regras definidas na politica para o
relacionamento identificam quais novos snapshots devem ser incluidos nas atualizagdes e quantas cépias
devem ser mantidas. Os rotulos definidos na politica ("em terceiro lugar”, por exemplo) devem corresponder a
um ou mais rétulos definidos na politica de snapshot na origem. Caso contrario, a replicagao falha.

SnapMirror e SnapVault compartilham a mesma infraestrutura de comando. Vocé especifica
@ qual método deseja usar ao criar uma politica. Ambos os métodos exigem clusters com peered
e SVMs com peered.

Source volume Destination volume

A SnapVault data protection relationship typically retains
point-in-time Snapshot copies created over a longer petiod
than the Shapshot coples on the source volume.

Backup em nuvem e suporte para backups tradicionais

Além dos relacionamentos de protecdo de dados do SnapMirror e do SnapVault, que
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eram disco a disco somente para o ONTAP 9.7 e anteriores, agora ha varias solugdes de
backup que oferecem uma alternativa mais econémica para a retencédo de dados a longo
prazo.

Varias aplicacdes de protecao de dados de terceiros oferecem backup tradicional para dados gerenciados
pela ONTAP. Veeam, Veritas e CommVault, entre outros, oferecem backup integrado para sistemas ONTAP.

A partir do ONTAP 9,8, a nuvem SnapMirror oferece replicagéo assincrona de snapshots de instancias do
ONTAP para pontos de extremidade de storage de objetos. A replicagdo de nuvem do SnapMirror requer uma
aplicacgéo licenciada para orquestracao e gerenciamento de workflows de protegao de dados. Os
relacionamentos de nuvem da SnapMirror sdo compativeis com sistemas ONTAP para selecionar destinos de
storage de objetos no local e na nuvem publica, incluindo AWS S3, Google Cloud Storage Platform ou storage
de Blobs do Microsoft Azure, o que fornece eficiéncia aprimorada com software de backup de fornecedor.
Entre em Contato com seu representante da NetApp para obter uma lista de aplicativos certificados
compativeis e fornecedores de storage de objetos.

Se vocé estiver interessado em protecao de dados nativa da nuvem, o NetApp Console pode ser usado para
configurar relacionamentos SnapMirror ou SnapVault entre volumes locais e instancias do Cloud Volumes
ONTAP na nuvem publica.

O Console também fornece backups de instancias do Cloud Volumes ONTAP usando um modelo de Software
como Servigo (SaaS). Os usuarios podem fazer backup de suas instancias do Cloud Volumes ONTAP no S3 e
no armazenamento de objetos em nuvem publica compativel com S3 usando o NetApp Backup and Recovery.
"Documentacéo do Cloud Volumes ONTAP"

"Documentagao do NetApp Console"

"Console NetApp"

Disponibilidade continua da MetroCluster

As configuragcdes do MetroCluster protegem os dados com a implementagao de dois
clusters espelhados separados fisicamente. Cada cluster replica de forma sincrona os
dados e a configuracdo da SVM do outro. Em caso de desastre em um local, o
administrador pode ativar o SVM espelhado e comecar a fornecer dados do local que
sobreviveu.

» As configuragbes de Fabric-Attached MetroCluster e MetroCluster IP sao compativeis com clusters
metropolitano.

 As configuragdes do Strefch MetroCluster suportam clusters em todo o campus.
Os clusters devem ser percorridos em ambos os casos.
O MetroCluster usa um recurso ONTAP chamado SyncMirror para espelhar sincronamente dados agregados

para cada cluster em copias ou plexes no armazenamento do outro cluster. Se ocorrer um switchover, o Plex
remoto no cluster sobrevivente fica on-line e o0 SVM secundario comeca a fornecer dados.
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Cluster A down and
switched over Cluster B up

SVM_cluster_A SVM_cluster_B
Source SVM Source SVM

Stopped during Running during
switchover switchover

SVM_cluster_B-mc SVM_cluster_A-mc

Destination SVM Destination SVM

Stopped during Running during
switchover switchover

When a MetroCluster switchover occurs, the remote plex on the surviving
cluster comes online and the secondary SVVM begins serving data.



Using SyncMirror em implementacées ndo-MetroCluster vocé pode usar o SyncMirror em uma
implementagédo ndo-MetroCluster para proteger contra perda de dados se mais discos falharem do que o tipo
RAID protege contra, ou se houver perda de conetividade com discos do grupo RAID. O recurso esta
disponivel somente para pares de HA.

Os dados agregados sao espelhados em plexos armazenados em diferentes compartimentos de disco. Se
uma das gavetas ficar indisponivel, o Plex ndo afetado continuara fornecendo dados enquanto vocé corrigir a
causa da falha.

Tenha em mente que um agregado espelhado usando o SyncMirror requer o dobro de storage que um
agregado sem espelhamento. Cada Plex requer tantos discos quanto o Plex que ele espelha. Vocé precisaria
de 2.880 GB de espago em disco, por exemplo, para espelhar um agregado de 1.440 GB, 1.440 GB para
cada Plex.

Com o SyncMirror, é recomendavel manter pelo menos 20% de espagco livre para agregados espelhados
para performance e disponibilidade ideais de storage. Embora a recomendacao seja de 10% para agregados
nao espelhados, os 10% adicionais de espago podem ser usados pelo sistema de arquivos para absorver
alteragdes incrementais. Mudancas incrementais aumentam a utilizagdo de espaco para agregados
espelhados devido a arquitetura baseada em snapshot copy-on-write do ONTAP. A ndo adesao a essas
praticas recomendadas pode ter um impactos negativo no desempenho de ressincronizagao do SyncMirror, o
que afeta indiretamente fluxos de trabalho operacionais, como NDU para implantagdes de nuvem nao
compartilhadas e switchback para implantagdes de MetroCluster.

Eficiéncia de storage

Visao geral da eficiéncia de storage da ONTAP

A eficiéncia de storage € a medida de como um sistema de storage usa o espago
disponivel com a otimizag&o dos recursos de storage, a minimizagcédo do desperdicio de
espaco e a redugéo do espaco fisico dos dados gravados. Uma maior eficiéncia de
storage permite armazenar a quantidade maxima de dados no menor espago possivel
com o menor custo possivel. Por exemplo, a utilizagdo de tecnologias eficientes de
storage que detetam e eliminam blocos de dados duplicados e blocos de dados
preenchidos com zeros diminui a quantidade geral de storage fisico de que vocé precisa
e reduz o custo geral.

O ONTAP oferece uma ampla gama de tecnologias de eficiéncia de storage que reduzem a quantidade de
hardware fisico ou storage de nuvem consumida pelos dados, além de gerar melhorias significativas na
performance do sistema, incluindo leituras mais rapidas de dados, cépias mais rapidas dos conjuntos de
dados e provisionamento de VM mais rapido.

As tecnologias de eficiéncia de storage da ONTAP incluem:
* * Provisionamento thin*

Thin Provisioning Permite alocar armazenamento em um volume ou LUN conforme necessario, em vez de
reserva-lo com antecedéncia. Isso reduz a quantidade de storage fisico de que vocé precisa, permitindo
alocar em excesso seus volumes ou LUNs com base no uso potencial sem reservar espagco que nao esta
sendo usado atualmente.

* Desduplicagdo
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Deduplicacao reduz a quantidade de armazenamento fisico necessaria para um volume de trés maneiras
distintas.

o Deduplicagdo de bloco zero
A deduplicagéo de bloco zero deteta e elimina blocos de dados preenchidos com todos os zeros e

apenas atualiza metadados. 100% do espag¢o normalmente usado por blocos zero é entédo salvo. A
deduplicacao de bloco zero ¢é ativada por padrao em todos os volumes desduplicados.

o

Deduplicagao in-line

A deduplicacao in-line deteta blocos de dados duplicados e os substitui por referéncias a um bloco
compartilhado exclusivo antes que os dados sejam gravados no disco. A deduplicac&o in-line acelera
o provisionamento de VM em 20% a 30%. Dependendo da sua versdo do ONTAP e da sua plataforma,
a deduplicacgéo in-line esta disponivel no nivel de volume ou agregado. Ele é habilitado por padrao em
sistemas AFF e ASA. Vocé precisa habilitar manualmente a deduplicagéo in-line em sistemas FAS.

o * Deduplicagdo em segundo plano*

A deduplicagdo em segundo plano também deteta blocos de dados duplicados e os substitui por
referéncias a um bloco compartilhado exclusivo. No entanto, aumenta ainda mais a eficiéncia de
storage fazendo isso depois que os dados s&o gravados no disco. Vocé pode configurar a
deduplicagdo em segundo plano para ser executada quando certos critérios sao atendidos no sistema
de storage. Por exemplo, vocé pode habilitar a deduplicagdo em segundo plano quando o volume
atingir 10% de utilizagédo. Vocé também pode acionar manualmente a deduplicagdo em segundo plano
ou configura-la para ser executada em um cronograma especifico. Ele & habilitado por padrdao em
sistemas AFF e ASA. Vocé precisa habilitar manualmente a deduplicagdo em segundo plano em
sistemas FAS.

A deduplicac&o € compativel com volumes e volumes em um agregado. Leituras de dados deduplicados
normalmente n&o implicam custos de desempenho.

+ Compressao

Compactacao reduz a quantidade de storage fisico necessaria para um volume, combinando blocos de
dados em grupos de compresséo, cada um dos quais € armazenado como um unico bloco. Quando uma
solicitacao de leitura ou substituigdo é recebida, apenas um pequeno grupo de blocos € lido, ndo o arquivo
inteiro. Este processo otimiza o desempenho de leitura e substituicdo e permite uma maior escalabilidade
no tamanho dos arquivos que estdo sendo compatados.

A compressao pode ser executada em linha ou no pos-processo. A compactacéao in-line proporciona
economia imediata de espago ao compactar dados na memoria antes de serem gravados no disco. A
compressdo pos-processo primeiro grava os blocos no disco como descompactados e, em seguida, em
um horario programado comprime os dados. Ele é habilitado por padrédo em sistemas AFA. Vocé precisa
ativar manualmente a compactagcéo em todos os outros sistemas.

« Compactagao
A compactacgao reduz a quantidade de storage fisico necessaria para um volume, tomando blocos de
dados armazenados em blocos de 4 KB, mas com menos de 4 KB de tamanho e combinando-os em um
unico bloco. A compactacgéo ocorre enquanto os dados ainda estdo na memdéria para que espago
desnecessario nunca seja consumido nos discos. Ele é habilitado por padrao em sistemas AFF e ASA. E
necessario ativar manualmente a compactacao em sistemas FAS.

* Volumes, arquivos e LUNs do FlexClone
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Tecnologia FlexClone Otimiza metadados Snapshot para criar copias gravaveis e pontuais de um volume,
arquivo ou LUN. As copias compartilham blocos de dados com os pais, ndo consumindo storage, exceto o
necessario para os metadados até que as alteragbes sejam gravadas em uma coépia ou seu pai. Quando
uma alteragao € escrita, apenas o delta € armazenado.

Onde as copias tradicionais de conjuntos de dados podem levar minutos ou até horas para criar, a
tecnologia FlexClone permite copiar até mesmo os maiores conjuntos de dados quase instantaneamente.

* Eficiéncia de armazenamento sensivel a temperatura*

O ONTAP fornece "eficiéncia de storage sensivel a temperatura” beneficios avaliando a frequéncia com
que os dados do seu volume s&o acessados e mapeando essa frequéncia para o grau de compressao
aplicado a esses dados. Para dados inativos acessados com pouca frequéncia, blocos de dados maiores
sao compatados. Para dados ativos acessados com frequéncia e substituidos com mais frequéncia,
blocos de dados menores sdo compatados, tornando o processo mais eficiente.

A eficiéncia de armazenamento sensivel a temperatura (TSSE), introduzida no ONTAP 9.8, é ativada
automaticamente em volumes AFF recém-criados e com provisionamento dindmico. Nao esta habilitado
em"Plataformas AFF A70, AFF A90 e AFF A1K" que foram introduzidas no ONTAP 9.15.1, as quais
utilizam um processador de descarregamento de hardware.

@ O TSSE néo é suportado apenas em volumes com provisionamento espesso.

* * CPU ou eficiéncia de armazenamento dedicado do processador de descarga*

A partir do ONTAP 9.15.1,"CPU ou eficiéncia de storage do processador de descarga dedicado” é
habilitado automaticamente em determinadas plataformas AFF e FAS e nao requer configuragcéo. Essas
plataformas ndo usam eficiéncia de armazenamento sensivel a temperatura. A compactagdo comega sem
esperar que os dados esfriem e € realizada usando a CPU principal ou um processador de
descarregamento dedicado. Essas plataformas também usam empacotamento sequencial de blocos
fisicos contiguos para melhorar ainda mais a eficiéncia de armazenamento de dados compactados.

Vocé pode aproveitar essas tecnologias em suas operagoes diarias com o minimo de esforgo. Por exemplo,
suponha que vocé precise fornecer 5.000 usuarios com armazenamento para diretérios base, e vocé estima
que o espago maximo necessario para qualquer usuario € de 1 GB. Vocé pode reservar um agregado de 5 TB
com antecedéncia para atender a necessidade total de storage potencial. No entanto, vocé também sabe que
0s requisitos de capacidade do diretdrio base variam muito em toda a sua organizagdo. Em vez de reservar 5
TB de espaco total para sua organizacgdo, vocé pode criar um agregado de 2 TB. Em seguida, vocé pode usar
thin Provisioning para atribuir nominalmente 1 GB de armazenamento a cada usuario, mas alocar o
armazenamento apenas conforme necessario. Vocé pode monitorar ativamente o agregado ao longo do
tempo e aumentar o tamanho fisico real, conforme necessario.

Em outro exemplo, suponha que vocé esteja usando uma infraestrutura de desktop virtual (VDI) com uma
grande quantidade de dados duplicados entre seus desktops virtuais. A deduplicagdo reduz o uso do storage
eliminando automaticamente blocos duplicados de informagdes na VDI, substituindo-os por um ponteiro para
o bloco original. Outras tecnologias de eficiéncia de storage da ONTAP, como a compactagao, também podem
ser executadas em segundo plano sem intervengao.

A tecnologia de particionamento de disco da ONTAP também oferece maior eficiéncia de storage. A tecnologia
RAID DP protege contra falhas duplas de disco sem sacrificar o desempenho ou adicionar sobrecarga de
espelhamento de disco. O particionamento avangado de SSD com ONTAP 9 aumenta a capacidade utilizavel
em quase 20%.

A NetApp oferece os mesmos recursos de eficiéncia de armazenamento disponiveis no ONTAP local na
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nuvem. Ao migrar dados do ONTAP local para a nuvem, a eficiéncia de armazenamento existente é
preservada. Por exemplo, suponha que vocé tenha um banco de dados SQL contendo dados essenciais para
0s negdcios que vocé deseja mover de um sistema local para a nuvem. Vocé pode usar a replicacdo de dados
no NetApp Console para migrar seus dados e, como parte do processo de migragao, pode habilitar sua
politica local mais recente para snapshots na nuvem.

Thin Provisioning

A ONTAP oferece uma ampla variedade de tecnologias de eficiéncia de storage, além de
snapshots. As principais tecnologias incluem thin Provisioning, deduplicagéao,
compactacgéao e volumes, arquivos e LUNs do FlexClone. Assim como os instantaneos,
todos sao criados no Layout de arquivos Write Anywhere (WAFL) do ONTAP.

Um volume ou LUN thin-provisionado é aquele para o qual o0 armazenamento néo é reservado com
antecedéncia. Em vez disso, o storage é alocado dinamicamente, conforme necessario. O espaco livre é
liberado de volta ao sistema de armazenamento quando os dados no volume ou LUN s&o excluidos.

Suponha que sua organizagéo precisa fornecer aos usuarios do 5.000 o armazenamento para diretorios base.
Vocé estima que os maiores diretérios base consumirao 1 GB de espaco.

Nesta situagéo, vocé pode comprar 5 TB de armazenamento fisico. Para cada volume que armazena um
diretério home, vocé reservaria espaco suficiente para satisfazer as necessidades dos maiores consumidores.

No entanto, como uma questéo pratica, vocé também sabe que os requisitos de capacidade do diretodrio base
variam muito em toda a sua comunidade. Para cada grande usuario de armazenamento, ha dez que
consomem pouco ou nenhum espaco.

O thin Provisioning permite que vocé atenda as necessidades dos grandes consumidores de storage sem ter
que comprar storage que vocé talvez nunca use. Como o espago de armazenamento ndo é alocado até ser
consumido, vocé pode "comprometer™ um agregado de 2 TB atribuindo nominalmente um tamanho de 1 GB a
cada um dos 5.000 volumes que o agregado contém.

Contanto que vocé esteja correto que haja uma proporcao de 10:1 de usuarios leves para pesados, e contanto
que vocé assuma um papel ativo no monitoramento de espaco livre no agregado, vocé pode ter certeza de
que as gravagodes de volume nao falhardo devido a falta de espaco.

Deduplicagcao

Desduplicacdo reduz a quantidade de armazenamento fisico necessaria para um volume
(ou todos os volumes em um agregado AFF) descartando blocos duplicados e
substituindo-os por referéncias a um unico bloco compartilhado. Leituras de dados
deduplicados normalmente nao implicam custos de desempenho. As gravagdes incorrem
em uma cobranca insignificante, exceto em nds sobrecarregados.

A medida que os dados s&o gravados durante o uso normal, o WAFL usa um processo em lote para criar um
catalogo de assinaturas de bloco._ depois que a deduplicagao € iniciada, o ONTAP compara as assinaturas
no catalogo para identificar blocos duplicados. Se existir uma correspondéncia, uma comparagéao byte-a-byte
¢ feita para verificar se os blocos candidatos ndo foram alterados desde que o catalogo foi criado. Somente se
todos os bytes corresponderem é o bloco duplicado descartado e seu espag¢o em disco recuperado.
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Before After

Deduplication reduces the amount of physical storage
required for a volume by discarding duplicate data blocks.

Compactacgao

Compression reduz a quantidade de armazenamento fisico necessaria para um volume
combinando blocos de dados em grupos de compresséo, cada um dos quais €
armazenado como um unico bloco. As leituras de dados compatados sdo mais rapidas
do que nos métodos de compactacéao tradicionais porque o ONTAP descompacta apenas
0s grupos de compactacao que contém os dados solicitados, ndo um arquivo inteiro ou
LUN.

Vocé pode executar a compressao inline ou pos-processo, separadamente ou em combinagao:

» Compactacgéo in line compacta os dados na memoria antes de serem gravados no disco, reduzindo
significativamente a quantidade de e/S de gravagdo em um volume, mas potencialmente degradando o
desempenho de gravagao. Operagdes intensivas em desempenho s&o adiadas até a proxima operagéo de
compressao pos-processo, se houver.

* Pés-process Compression compacta os dados depois que eles sdo gravados no disco, no mesmo
cronograma da deduplicagéo.

compactagcao de dados em linha pequenos arquivos ou e/S acolchoados com zeros sao armazenados em
um bloco de 4 KB, quer eles exijam ou ndo 4 KB de armazenamento fisico. Compactagéo de dados em linha
combina blocos de dados que normalmente consumiriam varios blocos de 4 KB em um unico bloco de 4 KB

no disco. A compactagéo ocorre enquanto os dados ainda estao na memoria, por isso € mais adequada para
controladoras mais rapidas.

Volumes, arquivos e LUNs do FlexClone

A tecnologia FlexClone faz referéncia aos metadados de snapshot para criar copias
gravaveis e pontuais de um volume. As copias compartilham blocos de dados com os
pais, ndo consumindo storage, exceto o0 necessario para os metadados até que as
alteragdes sejam gravadas na cépia. Os arquivos FlexClone e os LUNs FlexClone usam
tecnologia idéntica, exceto que um snapshot de backup ndo € necessario.
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Onde as copias tradicionais podem levar minutos ou até horas para criar, o software FlexClone permite copiar
até mesmo os maiores conjuntos de dados quase instantaneamente. Isso o torna ideal para situagbes em que
vocé precisa de varias copias de conjuntos de dados idénticos (uma implantagao de desktop virtual, por
exemplo) ou copias temporarias de um conjunto de dados (testando uma aplicagdo em um conjunto de dados
de produgao).

Vocé pode clonar um volume FlexClone existente, clonar um volume contendo clones de LUN ou clonar dados
espelhados e Vault. Vocé pode dividir um volume FlexClone de seu pai, caso em que a copia é alocada seu
proprio armazenamento.

Traditional Copy FlexClone Copy
[ Copy 2 Meladata | ICﬂp‘ya Meladata |

]

|
Copy1 | Copy2 || Copy3

Copy4 Ne-F|M = Copy5

Copy6 || Copy7 || Copy8

FlexClone copies share data blocks with their parents, consuming no
storage except what is required for metadata.

Saiba mais sobre relatérios e medigoes de capacidade do ONTAP

Sua capacidade de storage do ONTAP pode ser medida como espago fisico ou espago
l6gico. A forma como essas medicdes sdo apresentadas varia dependendo da sua
versdo do ONTAP e se vocé esta usando System Manager ou a Command Line Interface
(CLI). Compreender os diversos termos relacionados a capacidade, as diferengas entre
capacidade fisica e l6gica e como os tipos de capacidade séo relatados € importante ao
monitorar o uso do seu storage.

» Capacidade fisica: O espaco fisico refere-se aos blocos fisicos de armazenamento utilizados no volume
ou nivel local. O valor da capacidade fisica usada geralmente € menor do que o valor da capacidade
l6gica usada devido a reducéo de dados de recursos de eficiéncia de storage (como deduplicagéo e
compactacao).

» Capacidade logica: O espaco logico refere-se ao espago utilizavel (os blocos légicos) em um volume ou
nivel local. O espaco légico refere-se a como o espago tedrico pode ser usado, sem levar em conta os
resultados da deduplicagdo ou compresséao. O valor do espago logico usado € derivado da quantidade de
espaco fisico usado, além da economia com recursos de eficiéncia de storage (como deduplicagéo e
compactagao) configurados. Essa medigao geralmente parece maior do que a capacidade fisica usada,
pois inclui snapshots, clones e outros componentes, e nao reflete a compactagédo de dados e outras
redugdes no espaco fisico. Assim, a capacidade logica total poderia ser maior do que o espago
provisionado.
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Relatério de capacidade na CLI

O espaco fisico utilizado é relatado de forma diferente na ONTAP CLI dependendo da sua versao do ONTAP.
No ONTAP 9.13.1 e versdes anteriores, o “physical used’parametro exibido na saida do “volume
show’comando inclui todas as economias de eficiéncia de storage aplicadas ao volume. A partir do ONTAP
9.14.1, o “physical used paradmetro ndo inclui economias de eficiéncia de storage em nivel de agregado, como
armazenamento sensivel a temperatura (TSSE), compresséo inline, compactacao e deduplicagao entre
volumes, portanto, n&o reflete com precisdo o espaco fisico utilizado do volume. No ONTAP 9.14.1 e versdes
posteriores, vocé deve usar o comando “vol show-footprint'com o parametro “effective_total_footprint'para

visualizar o espaco fisico utilizado exato de um volume.

Versao de ONTAP

9.14.1 e versodes
posteriores

9.13.1 e anteriores

Informacgdes relacionadas

Comando

volume show-
footprint

volume show-space

volume show

volume show-
footprint

volume show-space

volume show

Parametro

effective total foo
tprint

physical used

physical used

effective total foo
tprint

physical used

total physical used

Descrigdo

Reflete o espaco de disco
utilizado, incluindo as
economias do agregado.

Reflete as economias de
eficiéncia de storage em
nivel de volume, incluindo
as economias do
agregado.

Nao inclui as economias
de eficiéncia de storage
em nivel de agregado,
portanto nao reflete com
precisdo o espago fisico
utilizado do volume para
"Plataformas com TSSE
habilitado".

Reflete o espacgo de disco
utilizado, incluindo as
economias do agregado.

Reflete apenas as
economias de eficiéncia
de storage em nivel de
volume.

Reflete apenas as
economias de eficiéncia
de storage em nivel de
volume.

» Saiba mais sobre o "Alteracéo no relatorio de espaco fisico utilizado para 9.14.1 e posteriores".

+ Saiba mais sobre "comandos para exibir informagdes de uso de espago”.

Relatérios de capacidade no System Manager

As medigdes da capacidade utilizada sao exibidas de forma diferente no System Manager dependendo da
versdo do ONTAP. A partir do ONTAP 9.7, System Manager fornece medi¢des tanto da capacidade fisica
quanto da capacidade logica.
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@ No System Manager, as representacdes de capacidade nao sédo responsaveis pelas
capacidades da camada de storage raiz (agregado).

Versao do System Manager Termo usado para a Tipo de capacidade referida
capacidade
9.9.1 e mais tarde Logica utilizada Espaco logico utilizado se as definicoes de
eficiéncia de armazenamento tiverem sido
ativadas)
9,7¢9,8 Usado Espaco logico utilizado (se as definigdes

de eficiéncia de armazenamento tiverem
sido ativadas)

9,5 e 9,6 (vista classica) Usado Espaco fisico utilizado

Termos de medi¢do da capacidade

Os seguintes termos séo usados ao descrever a capacidade:
» Capacidade alocada: A quantidade de espaco que foi alocada para volumes em uma VM de
armazenamento.

» Disponivel: A quantidade de espaco fisico disponivel para armazenar dados ou provisionar volumes em
uma VM de storage ou em um nivel local.

» Capacidade entre volumes: A soma do armazenamento usado e do armazenamento disponivel de todos
os volumes em uma VM de armazenamento.

» Dados do cliente: A quantidade de espago usada pelos dados do cliente (fisico ou l6gico).

o A partir do ONTAP 9.13.1, a capacidade utilizada pelos dados do cliente é referida como Logical
Used, e a capacidade utilizada pelos instantaneos € apresentada separadamente.

> No ONTAP 9.12.1 e anteriores, a capacidade usada pelos dados do cliente adicionada a capacidade
usada pelos snapshots é chamada de Logical Used.

* * Comprometido*: O montante da capacidade comprometida para um nivel local.

* Reducgéo de dados: A relacdo entre o tamanho dos dados ingeridos e o tamanho dos dados
armazenados.

o A partir do ONTAP 9.13,1, a redugéo de dados considera os resultados da maioria dos recursos de
eficiéncia de storage, como deduplicagdo e compactagéo. No entanto, snapshots e thin Provisioning
nao sao contados como parte da taxa de reducéo de dados.

> No ONTAP 9.12,1 e anteriores, as relagdes de redugédo de dados sdo apresentadas da seguinte forma:

= O valor de redugao de dados exibido no painel capacidade é a proporgéo geral de todo o espaco
l6gico usado em comparagao com o espaco fisico usado, e inclui os beneficios derivados do uso
de snapshots e outros recursos de eficiéncia de armazenamento.

= Quando vocé exibe o painel de detalhes, vocé vé a proporg¢ao geral que foi exibida no painel de
viséo geral e a proporgéo do espaco logico usado apenas pelos dados do cliente em comparagao
com o espago fisico usado apenas pelos dados do cliente, conhecido como sem instanténeos e
clones.

« Utilizagao logica:
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o A partir do ONTAP 9.13.1, a capacidade utilizada pelos dados do cliente é referida como Logical
Used, e a capacidade utilizada pelos instantaneos é apresentada separadamente.

> No ONTAP 9.12.1 e anterior, a capacidade usada pelos dados do cliente adicionada a capacidade
usada por snapshots é chamada de Logical used.

* Logical used %: A percentagem da capacidade logica utilizada atual em comparagdo com o tamanho
provisionado, excluindo reservas de instantaneos. Esse valor pode ser superior a 100%, pois inclui
economia de eficiéncia no volume.

+ Capacidade maxima: A quantidade maxima de espaco alocada para volumes em uma VM de
armazenamento.

* Fisico usado: A quantidade de capacidade usada nos blocos fisicos de um volume ou nivel local.

* * % Fisica usada®*: A porcentagem de capacidade usada nos blocos fisicos de um volume em comparagao
com o tamanho provisionado.

» Capacidade provisionada: Um sistema de arquivos (volume) que foi alocado de um sistema Cloud
Volumes ONTAP e esta pronto para armazenar dados de usuario ou aplicativo.

* Reservado: A quantidade de espago reservado para volumes ja provisionados em um nivel local.
» Usado: A quantidade de espaco que contém dados.

* Usado e reservado: A soma do espaco fisico utilizado e reservado.

Capacidade de uma VM de storage

A capacidade maxima de uma VM de armazenamento € determinada pelo espago total alocado para volumes
mais o espaco nao alocado restante.

* O espaco alocado para volumes é a soma da capacidade usada e a soma da capacidade disponivel dos
volumes FlexVol, volumes FlexGroup e volumes FlexCache.

» A capacidade dos volumes esta incluida nas somas, mesmo quando elas estao restritas, offline ou na fila
de recuperagao apos a exclusao.

* Se os volumes estiverem configurados com crescimento automatico, o valor maximo de dimensionamento
automatico do volume sera usado nas somas. Sem crescimento automatico, a capacidade real do volume
€ usada nas somas.

O grafico a seguir explica como a medigédo da capacidade entre volumes se relaciona com o limite maximo de
capacidade.
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A partir do ONTAP 9.13,1, os administradores de cluster podem "Habilite um limite maximo de capacidade
para uma VM de storage". No entanto, os limites de storage ndo podem ser definidos para uma VM de storage
que contenha volumes para protecédo de dados, em um relacionamento com a SnapMirror ou em uma
configuracédo do MetroCluster. Além disso, as cotas ndo podem ser configuradas para exceder a capacidade
maxima de uma VM de armazenamento.

Depois de definir o limite maximo de capacidade, nao pode ser alterado para um tamanho inferior a
capacidade atualmente alocada.

Quando uma VM de armazenamento atinge seu limite maximo de capacidade, certas operagdes ndo podem
ser executadas. O System Manager fornece sugestdes para as proximas etapas no "Insights”.

Unidades de medigdo de capacidade no System Manager

O System Manager calcula a capacidade de armazenamento com base em unidades binarias de 1024 (2,10)
bytes.

« A partir do ONTAP 9.10,1, as unidades de capacidade de armazenamento sdo exibidas no System
Manager como KiB, MIB, GiB, TIB e PIB.

* No ONTAP 9.10,0 e anterior, essas unidades sdo exibidas no Gerenciador de sistema como KB, MB, GB,
TB e PB.

@ As unidades usadas no Gerenciador de sistemas para taxa de transferéncia continuam a ser
KB/s, MB/s, GB/s, TB/s e PB/s para todas as versées do ONTAP.
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Unidade de Unidade de Calculo Valor em bytes
capacidade exibida capacidade exibida

no Gerenciadordo  no Gerenciador do

sistema para sistema para

ONTAP 9.10,0 e ONTAP 9.10,1 e

anterior posterior

KB KiB 1024 1024 bytes

MB MIB 1024 * 1024 1.048.576 bytes

GB Gib 1024 * 1024 * 1024 1.073.741.824 bytes

TB TIB 1024 * 1024 * 1024 * 1024 1.099.511.627.776 bytes
PB PIB 1024 * 1024 * 1024 * 1024 * 1.125.899.906.842.624 bytes

1024

Informacgdes relacionadas
"Monitore a capacidade do cluster, da categoria e do SVM no System Manager"

"Relatérios de espaco légico e imposicédo para volumes"

Saiba mais sobre a eficiéncia do armazenamento sensivel a temperatura ONTAP

O ONTAP oferece beneficios de eficiéncia de armazenamento sensivel a temperatura
(TSSE) avaliando a frequéncia com que os dados do seu volume sdo acessados e
mapeando essa frequéncia ao grau de compactagéo aplicado a esses dados. Para
dados frios que sao acessados com pouca frequéncia, blocos de dados maiores séo
compactados, e para dados quentes, que sao acessados com frequéncia e substituidos
com mais frequéncia, blocos de dados menores sdo compactados, tornando o processo
mais eficiente.

O TSSE foi introduzido no ONTAP 9.8 e é ativado automaticamente em volumes AFF com provisionamento
din&mico recém-criados. Vocé pode habilitar a eficiéncia de armazenamento sensivel a temperatura em
volumes AFF com provisionamento dinamico existentes e em volumes DP sem AFF dindmico. TSSE néo é
suportado em volumes provisionados de forma espessa.

A eficiéncia de armazenamento sensivel a temperatura ndo é aplicada nas seguintes plataformas:

Plataforma Versao de ONTAP

* AFF A1K
» AFF A90
» AFF A70
* FAS90
* FAS70

9.15.1 ou posterior
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Plataforma Versdo de ONTAP
* AFF C80 9.16.1 ou posterior
» AFF C60
« AFF C30
« AFF A50
« AFF A30

Essas plataformas usam"CPU ou eficiéncia de storage do processador de descarga dedicado" . A
compactacao é realizada usando a CPU principal ou um processador de descarregamento dedicado e nao se
baseia em dados quentes ou frios.

Com o tempo, a quantidade de espaco usado no seu volume pode ser mais pronunciada com
@ TSSE em comparacao a compactacao adaptativa de 8K. Esse comportamento é esperado
devido as diferencas arquitetonicas entre TSSE e compressao adaptativa 8K.

Introdugao dos modos "padrao” e "eficiente"

A partir do ONTAP 9.10,1, os modos de eficiéncia de storage no nivel de volume default e efficient séo
introduzidos apenas para sistemas AFF. Os dois modos oferecem a op¢ao entre compactacao de arquivos
(padrao), que € o modo padrao ao criar novos volumes AFF, ou eficiéncia de storage sensivel a temperatura
(eficiente), que usa compactagado adaptavel automatica para proporcionar maior economia de compactagao
em dados inativos e acessados com pouca frequéncia.

Ao atualizar para o ONTAP 9.10,1 e posterior, os volumes existentes recebem um modo de eficiéncia de
storage com base no tipo de compactagao atualmente habilitado nos volumes. Durante uma atualizagao, os
volumes com compressao ativada recebem o modo padrao e os volumes com eficiéncia de storage sensivel a
temperatura ativada recebem o modo eficiente. Se a compactagéo nao estiver ativada, o modo de eficiéncia
de storage permanecera em branco.

Com o ONTAP 9.10,1, "a eficiéncia de storage sensivel a temperatura deve ser definida explicitamente" para
ativar a compressao adaptavel automatica. No entanto, outros recursos de eficiéncia de storage, como
compactacao de dados, cronograma de deduplicagdo automatica, deduplicagéo in-line entre volumes e
deduplicagédo em segundo plano entre volumes, sédo habilitados por padrao nas plataformas AFF para os
modos padréo e eficiente.

Ambos os modos de eficiéncia de storage (padréao e eficiente) sdo compativeis com agregados habilitados
para FabricPool e com todos os tipos de politica de disposicado em camadas.

Eficiéncia de storage sensivel a temperatura ativada nas plataformas C-Series

A eficiéncia de armazenamento sensivel a temperatura (TSSE) esta habilitada por padréo nas plataformas
AFF Série C e ao migrar volumes com provisionamento dinamico de uma plataforma sem TSSE para uma
plataforma Série C com TSSE habilitado, usando a movimentagéo de volume ou o SnapMirror, com as
seguintes versoes instaladas no destino:

* ONTAP 9.12.1P4 e posterior
* ONTAP 9.13,1 e posterior

Para obter mais informagdes, "Comportamento de eficiéncia de storage com movimentagéo de volume e
operacgdes de SnapMirror"consulte .

Para volumes existentes com provisionamento dindmico, a eficiéncia de armazenamento sensivel a
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temperatura nado é ativada automaticamente; no entanto, vocé pode "modificar o modo de eficiéncia de
storage" manualmente para mudar para o modo eficiente.

@ Depois de alterar o modo de eficiéncia de storage para eficiente, vocé ndo podera altera-lo
novamente.

Eficiéncia de storage aprimorada com embalagem sequencial de blocos fisicos contiguos

A partir do ONTAP 9.13,1, a eficiéncia de storage sensivel a temperatura adiciona empacotamento sequencial
de blocos fisicos contiguos para aprimorar ainda mais a eficiéncia de storage. Os volumes que tém a
eficiéncia de storage sensivel a temperatura ativada automaticamente tém o empacotamento sequencial
habilitado quando vocé atualiza os sistemas para o ONTAP 9.13,1. Depois que a embalagem sequencial
estiver ativada, é "reembalar manualmente os dados existentes"necessario .

Saiba mais sobre a eficiéncia de armazenamento do processador de offload
dedicado ONTAP

A eficiéncia de armazenamento do processador de offload dedicado executa o
empacotamento sequencial de blocos fisicos contiguos e usa um processador de offload
dedicado para compactacédo de dados de 32k. Com a compactacédo de 32k, a economia
de espaco é realizada no nivel agregado, diferentemente das plataformas que usam
compactacao adaptavel de 8k, onde a economia de espaco é realizada no nivel do
volume. Plataformas que usam eficiéncia de armazenamento de processador de
descarregamento dedicado ndo usam eficiéncia de armazenamento sensivel a
temperatura (TSSE), o que significa que a compactagéo ndo € baseada em dados
quentes ou frios. Isso resulta em economia imediata de espaco sem qualquer impacto no
desempenho.

A eficiéncia de armazenamento do processador de offload dedicado é habilitada por padrdo nas seguintes
plataformas e versées do ONTAP .

A plataforma AFF A20 nao oferece suporte a eficiéncia de armazenamento do processador de

@ offload dedicado. Para plataformas AFF A20, os dados migrados usando a tecnologia
SnapMirror sdo convertidos automaticamente para compactagéo inline de 32k usando a CPU
principal.

Plataforma Versdo de ONTAP
* AFF A1K 9.15.1 ou posterior
» AFF A90
* AFF A70
* FAS90
* FAS70
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Plataforma Versdo de ONTAP
* AFF C80 9.16.1 ou posterior
» AFF C60
« AFF C30
« AFF A50
« AFF A30

Para as seguintes plataformas, a eficiéncia de armazenamento € ativada automaticamente e ndo requer
configuragéo. Isso se aplica a todos os volumes de provisionamento fino recém-criados e dados existentes,
incluindo volumes movidos de outras plataformas. A desduplicacao é ativada independentemente da
configuragao de garantia de espaco. Tanto a compactagédo quanto a compactagéao de dados exigem que a
garantia de espaco seja definida como nenhuma. Os dados migrados usando a tecnologia Volume Move ou
SnapMirror sdo convertidos automaticamente para compactagéo inline de 32k.

* AFF C80

* AFF C60

* AFF C30

* AFF A1K

* AFF A90

* AFF A70

* AFF A50

* AFF A30
Para as seguintes plataformas, a eficiéncia de armazenamento € habilitada por padrdo somente em volumes
de provisionamento fino existentes que tinham a eficiéncia de armazenamento habilitada antes da atualizacao
para o ONTAP 9.15.1 ou posterior. Vocé pode habilitar a eficiéncia de armazenamento em volumes recém-
criados usando o método CLI ou REST API. Os dados migrados usando a tecnologia Volume Move ou
SnapMirror sdo convertidos para compactacao inline de 32k somente se a compactacéao estiver habilitada na
plataforma original.

* FAS90

* FAS70

Para obter informacdes sobre como atualizar um controlador para uma das plataformas suportadas, consulte
o "Documentacgao de atualizacado de hardware da ONTAP" .

Seguranca

Autenticacao e autorizagao do cliente

O ONTAP usa métodos padrao para proteger o acesso do cliente e do administrador ao
armazenamento e para proteger contra virus. Tecnologias avangadas estdo disponiveis
para criptografia de dados em repouso e para storage WORM.

O ONTAP autentica uma maquina cliente e um usuario verificando suas identidades com uma fonte confiavel.
O ONTAP autoriza um usuario a acessar um arquivo ou diretério comparando as credenciais do usuario com
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as permissdes configuradas no arquivo ou diretorio.

Autenticagao

Vocé pode criar contas de usuario locais ou remotas:

* Uma conta local é aquela em que as informagbes da conta residem no sistema de armazenamento.

* Uma conta remota € aquela em que as informagdes de conta sdo armazenadas em um controlador de
dominio do ative Directory, um servidor LDAP ou um servidor NIS.

O ONTAP usa servicos de nomes locais ou externos para procurar informacdes de mapeamento de nome,
usuario, grupo, grupo netgroup e nome do host. O ONTAP oferece suporte aos seguintes servicos de nomes:

» Usuarios locais
« DNS
* Dominios NIS externos

* Dominios LDAP externos

Uma tabela name Service switch especifica as fontes para procurar informacoes de rede e a ordem na qual
pesquisa-las (fornecendo a funcionalidade equivalente do arquivo /etc/nsswitch.conf em sistemas UNIX).
Quando um cliente nas se coneta ao SVM, o ONTAP verifica os servicos de nome especificados para obter as
informacdes necessarias.

Kerberos support Kerberos é um protocolo de autenticagao de rede que fornece "autenticagao de
conexao", criptografando senhas de usuario em implementagoes cliente-servidor. O ONTAP suporta
autenticacao Kerberos 5 com verificagdo de integridade (krb5i) e autenticagdo Kerberos 5 com verificagéo de
privacidade (krb5p).

Autorizagao

O ONTAP avalia trés niveis de seguranga para determinar se uma entidade esta autorizada a executar uma
acao solicitada em arquivos e diretorios localizados em um SVM. O acesso € determinado pelas permissdes
efetivas apos a avaliagéo dos niveis de segurancga:

» Seguranga de exportagaéo (NFS) e compartilhamento (SMB)
A seguranca de exportagao e compartilhamento se aplica ao acesso do cliente a uma determinada

exportagédo NFS ou compartilhamento SMB. Os usuarios com Privileges administrativo podem gerenciar a
seguranca de exportagao e compartilhamento a partir de clientes SMB e NFS.

Segurancga de arquivo e diretério do Access Guard no nivel de armazenamento

A seguranga do Access Guard no nivel de storage se aplica ao acesso de clientes SMB e NFS aos
volumes SVM. Apenas as permissdes de acesso NTFS sao suportadas. Para que o ONTAP execute
verificagdes de seguranga em usuarios UNIX para obter acesso a dados em volumes para os quais o
Guarda de Acesso em nivel de storage foi aplicado, o usuario do UNIX deve mapear para um usuario do
Windows na SVM que possua o volume.

« Seguranga nativa em nivel de arquivo NTFS, UNIX e NFSv4

A segurancga de nivel de arquivo nativo existe no arquivo ou diretorio que representa o objeto de storage.
Vocé pode definir a seguranga no nivel do arquivo de um cliente. As permissdes de arquivo sao efetivas
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independentemente de SMB ou NFS serem usados para acessar os dados.

Autenticagdo com SAML

O ONTAP suporta a linguagem de marcacao de assergédo de Seguranca (SAML) para autenticagédo de
usuarios remotos. Varios provedores de identidade populares (IDPs) sdo suportados. Para obter mais
informacgdes sobre IDPs suportados e instrugbes para ativar a autenticagao SAML, "Configurar a autenticagéao
SAML"consulte .

OAuth 2,0 com clientes API REST do ONTAP

O suporte para a estrutura de autorizagao aberta (OAuth 2,0) esta disponivel a partir do ONTAP 9.14. Vocé so
pode usar o OAuth 2,0 para tomar decisdes de autorizagdo e controle de acesso quando o cliente usa a API
REST para acessar o ONTAP. No entanto, vocé pode configurar e ativar o recurso com qualquer uma das
interfaces administrativas do ONTAP, incluindo a CLI, o Gerenciador de sistema e a APl REST.

Os recursos padrao do OAuth 2,0 sdo suportados juntamente com varios servidores de autorizagdo populares.
Vocé pode aprimorar ainda mais a seguranga do ONTAP usando tokens de acesso restritos ao remetente
baseados no TLS mutuo. E ha uma ampla variedade de opgdes de autorizagao disponiveis, incluindo escopos
autbnomos, bem como integragao com as fungdes REST do ONTAP e defini¢des de usuario local. Consulte
"Visao geral da implementacdao do ONTAP OAuth 2,0" para obter mais informagdes.

Autenticacao de administrador e RBAC

Os administradores usam contas de login locais ou remotas para se autenticar no cluster
e na SVM. O controle de acesso baseado em fungdo (RBAC) determina os comandos
aos quais um administrador tem acesso.

Autenticagao

Vocé pode criar contas de administrador de cluster local ou remoto e SVM:
» Uma conta local é aquela em que as informagdes da conta, a chave publica ou o certificado de seguranga
residem no sistema de armazenamento.
* Uma conta remota € aquela em que as informagdes de conta sdo armazenadas em um controlador de

dominio do ative Directory, um servidor LDAP ou um servidor NIS.

Exceto o DNS, o ONTAP usa os mesmos servicos de nome para autenticar contas de administrador que ele
usa para autenticar clientes.

RBAC

A funcao atribuida a um administrador determina os comandos aos quais o administrador tem acesso. Vocé
atribui a fungao ao criar a conta para o administrador. Vocé pode atribuir uma funcao diferente ou definir
fungbes personalizadas conforme necessario.

Verificagao de virus

Vocé pode usar a funcionalidade de antivirus integrada no sistema de armazenamento
para proteger os dados contra o comprometimento por virus ou outros codigos
maliciosos. A verificagao de virus do ONTAP, chamada Vscan, combina o melhor
software antivirus de terceiros com recursos do ONTAP que oferecem a flexibilidade
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necessaria para controlar quais arquivos sao verificados e quando.

Os sistemas de storage descarregam as operagoes de verificagdo para servidores externos que hospedam
softwares antivirus de terceiros. O ONTAP Antivirus Connector, fornecido pelo NetApp e instalado no servidor
externo, lida com as comunicacdes entre o sistema de armazenamento e o software antivirus.

Vocé pode usar verificagdo no acesso para verificar se ha virus quando os clientes abrem, leem,
renomeam ou fecham arquivos pelo SMB. A operacdo do arquivo é suspensa até que o servidor externo
comunique o status da digitalizagdo do arquivo. Se o ficheiro ja tiver sido lido, o ONTAP permite a
operacgao do ficheiro. Caso contrario, ele solicita uma verificagao do servidor.

A verificagdo on-access nao € suportada para NFS.

Vocé pode usar On-demand scanning para verificar arquivos para virus imediatamente ou em uma
programacao. Por exemplo, vocé pode querer executar digitalizacbes apenas em horas fora de pico. O
servidor externo atualiza o status de verificagdo dos arquivos verificados, de modo que a laténcia de
acesso ao arquivo desses arquivos (supondo que eles ndo tenham sido modificados) seja normalmente
reduzida quando forem acessados pela proxima vez por SMB.

Vocé pode usar a verificagcdo sob demanda para qualquer caminho no namespace SVM, até mesmo para
volumes exportados somente por NFS.

Normalmente, vocé ativa ambos os modos de digitalizagdo em um SVM. Em ambos os modos, o software
antivirus toma medidas corretivas em arquivos infetados com base em suas configuragdes no software.

Verificagdo de virus na recuperacdo de desastres e configuragées do MetroCluster

Para a recuperagao de desastres e configuragdes do MetroCluster, é necessario configurar servidores Vscan
separados para os clusters locais e parceiros.
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The storage system offloads virus scanning operations to external
servers hosting antivirus software from third-party vendors.

Criptografia

A ONTAP oferece tecnologias de criptografia baseadas em software e hardware para
garantir que os dados em repouso nao possam ser lidos se o meio de storage for
reutilizado, devolvido, extraviado ou roubado.

O ONTAP é compativel com os padrdes federais de processamento de informagdes (FIPS) 140-2 para todas
as conexdes SSL. Vocé pode usar as seguintes solugdes de criptografia:

» Solucdes de hardware:

o Criptografia de storage do NetApp (NSE)
O NSE é uma solucao de hardware que usa unidades de autocriptografia (SEDs).
o SEDs NVMe

O ONTAP fornece criptografia completa de disco para SEDs NVMe que n&o tém a certificagao FIPS
140-2-2.

» Solucbes de software:

o Criptografia de agregados NetApp (NAE)

NAE é uma solugao de software que permite a criptografia de qualquer volume de dados em qualquer
tipo de unidade onde ele € habilitado com chaves exclusivas para cada agregado.

o Criptografia de volume NetApp (NVE)
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O NVE ¢é uma solugao de software que permite a criptografia de qualquer volume de dados em
qualquer tipo de unidade em que ele esteja habilitado com uma chave exclusiva para cada volume.

Use as solugdes de criptografia de software (NAE ou NVE) e hardware (NSE ou NVMe SED) para obter
criptografia dupla em repouso. A eficiéncia de storage nao é afetada pela criptografia NAE ou NVE.

Criptografia de storage do NetApp

O NetApp Storage Encryption (NSE) € compativel com SEDs que criptografam dados a medida que séo
gravados. Os dados nao podem ser lidos sem uma chave de criptografia armazenada no disco. A chave de
criptografia, por sua vez, é acessivel apenas para um né autenticado.

Em uma solicitagdo de e/S, um né se autentica em uma SED usando uma chave de autenticagdo recuperada
de um servidor de gerenciamento de chaves externo ou Gerenciador de chaves integrado:

* O servidor de gerenciamento de chaves externo € um sistema de terceiros em seu ambiente de storage
que fornece chaves de autenticagcao para nés que usam o Key Management Interoperability Protocol
(KMIP).

* O Gerenciador de chaves integrado é uma ferramenta integrada que serve chaves de autenticagao para
nos do mesmo sistema de storage que seus dados.

O NSE é compativel com HDDs e SSDs com autocriptografia. Vocé pode usar a criptografia de volume
NetApp com NSE para criptografar dados duas vezes em unidades NSE.

@ Se vocé estiver usando o NSE em um sistema com um médulo Flash Cache, também devera
ativar o NVE ou NAE. O NSE né&o criptografa dados que residem no médulo Flash Cache.
Unidades com autocriptografia NVMe

Os SEDs NVMe nao tém certificagdo FIPS 140-2-2; no entanto, esses discos usam criptografia de disco
transparente AES de 256 bits para proteger os dados em repouso.

As operacgdes de criptografia de dados, como a geracao de uma chave de autenticagdo, sao realizadas
internamente. A chave de autenticacao é gerada na primeira vez que o disco é acessado pelo sistema de
armazenamento. Depois disso, os discos protegem os dados em repouso exigindo autenticagdo do sistema de
storage sempre que as operagdes de dados forem solicitadas.

Criptografia de agregados NetApp

O NetApp Aggregate Encryption (NAE) é uma tecnologia baseada em software para criptografar todos os
dados em um agregado. Um beneficio do NAE é que os volumes estéo incluidos na deduplicagéo de nivel
agregado, enquanto os volumes NVE s&o excluidos.

Com o NAE ativado, os volumes dentro do agregado podem ser criptografados com chaves agregadas.

A partir do ONTAP 9.7, agregados e volumes recém-criados séo criptografados por padrao quando vocé tem o
"Licenca NVE" e gerenciamento de chaves externas ou integradas.

Criptografia de volume do NetApp

O NetApp volume Encryption (NVE) € uma tecnologia baseada em software para criptografar dados em
repouso, um volume de cada vez. Uma chave de criptografia acessivel apenas para o sistema de
armazenamento garante que os dados de volume ndo possam ser lidos se o dispositivo subjacente for
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separado do sistema.

Ambos os dados, incluindo snapshots e metadados, séo criptografados. O acesso aos dados € dado por uma
chave exclusiva XTS-AES-256, uma por volume. Um Gerenciador de chaves integrado protege as chaves no
mesmo sistema com seus dados.

Vocé pode usar o NVE em qualquer tipo de agregado (HDD, SSD, hibrido, LUN de array), com qualquer tipo
de RAID e em qualquer implementagdo de ONTAP com suporte, incluindo ONTAP Select. Vocé também pode
usar o NVE com criptografia de storage NetApp (NSE) para criptografar dados duas vezes em unidades NSE.

quando usar servidores KMIP embora seja menos caro e nhormalmente mais conveniente usar o
Gerenciador de chaves integrado, vocé deve configurar servidores KMIP se qualquer uma das seguintes
situacdes for verdadeira:

» Sua solugéo de gerenciamento de chaves de criptografia precisa estar em conformidade com Federal
Information Processing Standards (FIPS) 140-2 ou com o padrdo OASIS KMIP.

* Vocé precisa de uma solugéo de varios clusters. Os servidores KMIP sao compativeis com varios
clusters com gerenciamento centralizado de chaves de criptografia.

Os servidores KMIP s&o compativeis com varios clusters com gerenciamento centralizado de chaves de
criptografia.

» Sua empresa requer a seguranca adicional de armazenar chaves de autenticagdo em um sistema ou em
um local diferente dos dados.

Os servidores KMIP armazenam as chaves de autenticagdo separadamente dos dados.

Informacgdes relacionadas

"Perguntas frequentes - encriptagéo de volume NetApp e encriptagdo agregada NetApp"

STORAGE WORM

O SnapLock é uma solugao de conformidade de alto desempenho para organizagdes
que usam o0 armazenamento write once, read many (WORM) para reter arquivos criticos
de forma ndo modificada para fins regulatorios e de governanca.

Uma unica licenca permite que vocé use o SnaplLock no estrito modo Compliance, para satisfazer mandatos
externos, como a regra SEC 17a-4(f), e um modo Enterprise mais solto, para atender aos regulamentos
internos exigidos para a protecao de ativos digitais. O SnapLock usa um ComplianceClock a prova de violagao
para determinar quando o periodo de retengdo de um arquivo WORM tiver decorrido.

Vocé pode usar SnapLock for SnapVault para proteger snapshots WORM no storage secundario. Vocé pode

usar o SnapMirror para replicar arquivos WORM para outro local geografico para recuperagéo de desastres e
outros fins.
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SnaplLock uses a tamper-proof ComplianceClock to determine when
the retention period for a WORM file has elapsed.

ONTAP e VMware vSphere

Vocé pode integrar o ONTAP e os produtos relacionados do NetApp com o VMware
vSphere. Existem varias opgdes disponiveis, dependendo do ambiente de tecnologia e
das necessidades do seu negocio.

Conceitos e terminologia selecionados

A medida que vocé comeca a explorar o uso do ONTAP e de produtos NetApp relacionados em um ambiente
VMware, é util primeiro conhecer alguns dos principais conceitos e terminologia.

Numero de unidade l6gica
Um LUN é um numero usado para identificar uma unidade I6gica dentro de uma SAN (Storage Area
Network). Esses dispositivos enderegaveis sdo normalmente discos légicos acessados através do
protocolo SCSI (Small Computer System Interface) ou de um de seus derivados encapsulados.

Volume virtual do VMware vSphere

Um volume virtual (vVol) fornece uma abstragdo em nivel de volume para o storage usado por uma
maquina virtual. Ele inclui varios beneficios e fornece uma alternativa ao uso de um LUN tradicional.

Reservas persistentes

As reservas persistentes sdo suportadas com SCSI-3 e uma melhoria em relagao as reservas SCSI-2
anteriores. Eles permitem que varios iniciadores de cliente se comuniquem com um unico destino enquanto
bloqueiam outros nds. As reservas podem persistir mesmo que o barramento seja redefinido para
recuperacgao de erros.

A partir do ONTAP 9.15,1, vocé pode criar uma reserva persistente para um volume virtual
@ usando SCSI-3. Esse recurso s6 é compativel com o uso das Ferramentas do ONTAP para
VMware vSphere 9 com um cluster de failover de servidor do Windows (WSFC).

Cluster de failover do Windows Server

O Microsoft WSFC é um recurso do sistema operacional Windows Server que fornece tolerancia a falhas e
alta disponibilidade. Um conjunto de ndés de servidor (fisicos ou virtuais) € Unido como um cluster para
fornecer resiliéncia em caso de falha. O WSFC é comumente usado para implantar servigos de
infraestrutura, incluindo servidores de banco de dados, arquivos e namespaces.

VMware vSphere Storage APIs - Storage Awareness

O VASA ¢é um conjunto de APIs que fornecem integragao dos storage arrays com o vCenter para
gerenciamento e administragdo. A arquitetura é baseada em varios componentes, incluindo o VASA
Provider, que lida com a comunicagéo entre o VMware vSphere e os sistemas de armazenamento. Com o
ONTAP, o provedor é implementado como parte das ferramentas do ONTAP para o VMware vSphere.
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VMware vSphere Storage APIs - Array Integration

O VAAI é um conjunto de APIs que permitem a comunicagéo entre os hosts do VMware vSphere ESXi e os
dispositivos de armazenamento. A API inclui um conjunto de operagdes primitivas usadas pelos hosts para
descarregar operagoes de storage para o array. O VAAI pode fornecer melhorias significativas de
desempenho para tarefas com uso intenso de storage.

NetApp SnapCenter

O SnapCenter é uma plataforma centralizada e dimensionavel que fornece prote¢cao de dados para
aplicacgdes, bancos de dados, sistemas de arquivos host e maquinas virtuais que usam sistemas de
storage ONTAP. Ele utiliza as tecnologias nativas da ONTAP, incluindo snapshot, SnapRestore, FlexClone,
SnapMirror e SnapVault.

Plug-ins do NetApp e tecnologias relacionadas

O NetApp fornece suporte robusto para a integragdo do ONTAP e produtos relacionados com as tecnologias
VMware vSphere.

Ferramentas do ONTAP para VMware vSphere

As ferramentas do ONTAP para VMware vSphere sdo um conjunto de ferramentas para integrar o ONTAP e o
vSphere. Ele implementa a funcionalidade do provedor da estrutura da APl VASA. As ferramentas do ONTAP
também incluem o plug-in do vCenter, um adaptador de replicagédo de storage (SRA) para o VMware Site
Recovery Manager e um servidor de APl REST que vocé pode usar para criar aplicativos de automagao.

Plug-in NFS para VMware VAAI

O plug-in NFS do NetApp para VMware VAAI fornece acesso aos recursos do VAAL O plug-in pode ser
instalado em hosts ESXi e permite que os hosts aproveitem o VAAI com os datastores NFS no ONTAP. Ele
fornece varias operagées, incluindo clonagem, reservas de espago e descarregamento de snapshot.

VMware Site Recovery Manager

O VMware Site Recovery Manager (SRM) fornece uma capacidade de recuperagéo de desastres. O SRM se
integra as ferramentas do ONTAP para o VMware vSphere acessar e aproveitar a funcionalidade de
gerenciamento de dados do ONTAP.

Cluster de armazenamento vSphere Metro

O vSphere Metro Storage Cluster (vmsc) € uma tecnologia que permite e suporta o vSphere em uma
implantagao de cluster estendido. As solugbes vmsc sdo compativeis com o NetApp MetroCluster e o
SnapMirror ative Sync (anteriormente SMBC). Essas solugbes fornecem continuidade de negdcios aprimorada
em caso de falha de dominio. O modelo de resiliéncia é baseado em suas escolhas de configuragéao
especificas.

Plug-in do SnapCenter para VMware vSphere

O plug-in do SnapCenter para VMware vSphere (SCV) é um dispositivo virtual baseado em Linux que vocé
pode implantar em conjunto com o servidor SnapCenter ou como um aplicativo autbnomo. Em ambos os
casos, o SCV fornece operacdes de backup e restauracao de VMs, armazenamentos de dados e VMDKs. As
operacgoes sao rapidas, com uso eficiente de espaco, consistentes com falhas e consistentes com VM.
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Obtenha mais informagodes

Ha varios recursos adicionais disponiveis para ajuda-lo a se preparar para implantar o ONTAP em um
ambiente VMware vSphere.

* "Ferramentas do ONTAP para documentacdo do VMware vSphere"
» "Aplicacdes empresariais: VMware vSphere com ONTAP"
* "NetApp KB: O que sao Reservas SCSI e Reservas persistentes SCSI?"

* "Plug-in do SnapCenter para documentag¢ao do VMware vSphere"

FabricPool

Muitos clientes da NetApp tém quantidades significativas de dados armazenados que
raramente sdo acessados. Chamamos isso de cold dados. Os clientes também tém
dados que sao acessados com frequéncia, que chamamos de hot data. Idealmente, vocé
deseja manter seus dados ativos em seu storage mais rapido para obter a melhor
performance. Os dados inativos podem se mover para um armazenamento mais lento,
desde que estejam imediatamente disponiveis, se necessario. Mas como vocé sabe
quais partes de seus dados estdo quentes e quais séo frios?

O FabricPool € um recurso do ONTAP que move dados automaticamente entre uma categoria local de alta
performance e uma categoria de nuvem com base em padrbes de acesso. A disposigao em categorias libera
espago no storage local caro para os dados ativos enquanto mantém os dados inativos prontamente
disponiveis no storage de objetos de baixo custo na nuvem. O FabricPool monitora constantemente o acesso
aos dados e migra os dados entre as camadas para melhor performance e maxima economia.

Usar o FabricPool para categorizar dados pouco acessados na nuvem € uma das maneiras mais faceis de
ganhar eficiéncia e criar uma configuragéo de nuvem hibrida. O FabricPool trabalha em nivel de bloco de
storage, portanto, trabalha com dados LUN e de arquivo.

Mas o FabricPool nao se destina apenas a separar os dados no local para a nuvem. Muitos clientes usam o
FabricPool em Cloud Volumes ONTAP para categorizar dados inativos de storage de nuvem mais caro para
storage de objetos de baixo custo dentro do fornecedor de nuvem. A partir do ONTAP 9.8, é possivel capturar
analises em volumes habilitados para FabricPool com "Analise do sistema de arquivos" ou "eficiéncia de
storage sensivel a temperatura".

As aplicagbes que usam os dados ndo sabem que eles estdo dispostos em categorias, portanto, n&o séo
necessarias alteracdes nas aplicacdes. A disposi¢cdo em camadas é totalmente automatica, portanto, ndo é
necessaria administracdo continua.

Vocé pode armazenar dados inativos no storage de objetos de um dos principais fornecedores de nuvem. Ou
escolha a NetApp StorageGRID para manter seus dados inativos na sua propria nuvem privada,
proporcionando a melhor performance e controle total sobre seus dados.

Informagdes relacionadas

"Doc do Gestor de sistema FabricPool"
"Camadas de nuvem da NetApp"

"Lista de reproducéo do FabricPool na NetApp TechComm TV"
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Informacgoes sobre direitos autorais

Copyright © 2026 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
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LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
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Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da
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