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Virtualizacao de storage

Visao geral da virtualizagcao de storage

Vocé usa maquinas virtuais de armazenamento (SVMs) para fornecer dados a clientes e
hosts. Como uma maquina virtual em execucao em um hipervisor, uma SVM € uma
entidade logica que abstrai recursos fisicos. Os dados acessados pelo SVM nao estao
vinculados a um local no storage. O acesso a rede ao SVM nao esta vinculado a uma
porta fisica.

@ Os SVMs eram anteriormente chamados de "vserver". A interface de linha de comando ONTAP
ainda usa o termo "vserver".

Um SVM serve dados para clientes e hosts de um ou mais volumes, por meio de uma ou mais interfaces
I6gicas de rede (LIFs)_. Os volumes podem ser atribuidos a qualquer agregado de dados no cluster. LIFs
podem ser hospedados por qualquer porta fisica ou légica. Os volumes e LIFs podem ser movidos sem
interromper o servigo de dados, n&o importando se vocé esta realizando atualizagdes de hardware,
adicionando nos, equilibrando a performance ou otimizando a capacidade entre agregados.

O mesmo SVM pode ter um LIF para trafego nas e um LIF para trafego SAN. Os clientes e hosts precisam
apenas do enderecgo do LIF (enderego IP para NFS, SMB ou iSCSI; WWPN para FC) para acessar o SVM. Os
LIFs mantém seus enderegos a medida que se movem. As portas podem hospedar varias LIFs. Cada SVM
tem sua propria seguranga, administracdo e namespace.

Além de SVMs de dados, o ONTAP implanta SVMs especiais para administragao:

* Um admin SVM é criado quando o cluster € configurado.
* Um n6 SVM é criado quando um no se junta a um cluster novo ou existente.

* Um sistema SVM é criado automaticamente para comunicacdes em nivel de cluster em um IPspace.

Vocé nao pode usar esses SVMs para fornecer dados. Ha também LIFs especiais para trafego dentro e entre
clusters e para gerenciamento de clusters e nos.

Por que ONTAP é como middleware

Os objetos logicos que o ONTAP usa para tarefas de gerenciamento de armazenamento atendem aos
objetivos familiares de um pacote de middleware bem projetado: Proteger o administrador de detalhes de
implementagéo de baixo nivel e isolar a configuragao de alteragdes nas carateristicas fisicas, como nos e
portas. A ideia basica é que o administrador deve ser capaz de mover volumes e LIFs facilmente,
reconfigurando alguns campos em vez de toda a infraestrutura de armazenamento.

Casos de uso da SVM

Os fornecedores de servigos usam SVMs em acordos seguros de alocagéo a varios
clientes para isolar os dados de cada locatario, fornecer a cada locatario sua prépria
autenticacédo e administracao e simplificar o chargeback. Vocé pode atribuir varios LIFs
ao mesmo SVM para atender a diferentes necessidades do cliente. Além disso, vocé
pode usar a QoS para proteger contra cargas de trabalho de locatarios "bullying" as



cargas de trabalho de outros locatarios.

Os administradores usam SVMs para fins semelhantes na empresa. Talvez vocé queira segregar dados de
diferentes departamentos ou manter os volumes de storage acessados por hosts em um SVM e volumes de
compartilhamento de usuarios em outro. Alguns administradores colocam LUNs iSCSI/FC e armazenamentos
de dados NFS em um SVM e compartilhamentos SMB em outro.
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Service providers use SVMs in multitenant environments to isolate
tenant data and simplify chargeback.

Administracao de clusters e SVM

Um administrador de cluster acessa o administrador SVM para o cluster. O administrador
SVM e um administrador de cluster com o nome reservado admin s&o criados
automaticamente quando o cluster é configurado.

Um administrador de cluster com a func&o padréao admin pode administrar todo o cluster e seus recursos. O
administrador do cluster pode criar administradores de cluster adicionais com fungdes diferentes, conforme
necessario.

Um administrador do SVM acessa um data SVM. O administrador do cluster cria SVMs de dados e
administradores de SVM conforme necessario.

Por padrao, os administradores do SVM recebem vsadmin a fungdo. O administrador do cluster pode atribuir
fungdes diferentes aos administradores do SVM, conforme necessario.



Controle de Acesso baseado em funcdo (RBAC)

A fungéo atribuida a um administrador determina os comandos aos quais o0 administrador tem acesso. Vocé
atribui a fungao ao criar a conta para o administrador. Vocé pode atribuir uma funcao diferente ou definir
fungdes personalizadas conforme necessario.

Namespaces e pontos de jungao

Um nas namespace € um agrupamento légico de volumes Unidos em pontos de jungdo
para criar uma unica hierarquia de sistema de arquivos. Um cliente com permissdes
suficientes pode acessar arquivos no namespace sem especificar a localizacdo dos
arquivos no armazenamento. Os volumes Junctioned podem residir em qualquer lugar
do cluster.

Em vez de montar cada volume contendo um arquivo de interesse, os clientes nas montam um NFS export ou
acessam um SMB share. a exportagdo ou compartilhamento representa todo o namespace ou um local
intermediario dentro do namespace. O cliente acessa apenas os volumes montados abaixo do seu ponto de

acCesso.

Vocé pode adicionar volumes ao namespace conforme necessario. Vocé pode criar pontos de jungao
diretamente abaixo de uma jungdo de volume pai ou em um diretério dentro de um volume. Um caminho para
uma juncéo de volume para um volume chamado "vol3" pode ser /voll/vol2/vol3, ou
/voll/dir2/vol3,0umesmo /dirl/dir2/vol3. O caminho é chamado de caminho de juncgéo.

Cada SVM tem um namespace unico. O volume raiz da SVM é o ponto de entrada para a hierarquia de
namespace.

@ Para garantir que os dados permanegam disponiveis no caso de uma interrupgéo do né ou
failover, vocé deve criar uma copia de load-sharing mirror para o volume raiz da SVM.
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A namespace is a logical grouping of volumes joined together at
Junction points to create a single file system hierarchy.

Exemplo

O exemplo a seguir cria um volume chamado "home4" localizado na SVM VS1 que tem um caminho de jungéo
/eng/home :

clusterl::> volume create -vserver vsl -volume home4 -aggregate aggrl
-size 1lg -junction-path /eng/home
[Job 1642] Job succeeded: Successful
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