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Instalacao do servidor SnapCenter

Fluxo de trabalho de instalacao

O fluxo de trabalho mostra as diferentes tarefas necessarias para instalar e configurar o
servidor SnapCenter.

Prepare for SnapCenter Server installation.

v

Install Snaplenter Server.

v

Leg in to SnapCenter Server,

v

Generate and configure CA Certificate.

v

Optionally, register an untrusted demain

v

Caonfigure Snaplenter Sarvers for high
availability using F5

-

Optionally, configure RBAC

v

Add storage System

b

Add licenses.

b

Provision storage.

.

Optionally, configure secure connecticn
ta SnapCenter Repository.

Prepare-se para instalar o servidor SnapCenter

Requisitos de dominio e grupo de trabalho

O servidor SnapCenter pode ser instalado em sistemas que estejam em um dominio ou
em um grupo de trabalho. O usuario usado para instalagéo deve ter Privileges de
administrador na maquina no caso de grupo de trabalho e dominio.

Para instalar plug-ins do servidor SnapCenter e do SnapCenter em hosts Windows, vocé deve usar um dos
seguintes:

* Dominio ative Directory

Vocé deve usar um usuario de dominio com direitos de administrador local. O usuario do dominio deve ser



membro do grupo Administrador local no host do Windows.
* Grupos de trabalho

Vocé deve usar uma conta local que tenha direitos de administrador local.

Embora as trusts de dominio, florestas de varios dominios e trusts de varios dominios sejam suportados, os
dominios de floresta cruzada ndo sao suportados. A documentagao da Microsoft sobre dominios e trusts do
ative Directory contém mais informacgoes.

Depois de instalar o servidor SnapCenter, vocé nao deve alterar o dominio no qual o host

@ SnapCenter esta localizado. Se vocé remover o host do servidor SnapCenter do dominio em
que estava quando o servidor SnapCenter foi instalado e tentar desinstalar o servidor
SnapCenter, a operagéo de desinstalagao falhara.

Requisitos de espaco e dimensionamento

Antes de instalar o servidor SnapCenter, vocé deve estar familiarizado com os requisitos
de espaco e dimensionamento. Vocé também deve aplicar as atualizagdes de sistema e
segurancga disponiveis.

Item Requisitos

Sistemas operacionais Microsoft Windows

Apenas as versdes em inglés, alemao, japonés e
chinés simplificado dos sistemas operacionais séo
suportadas.

Para obter as informagdes mais recentes sobre
versdes suportadas, "Ferramenta de Matriz de
interoperabilidade do NetApp" consulte .

Contagem minima de CPU 4 nucleos

RAM minima 8 GB

@ O pool de buffers do MySQL Server
usa 20% do total de RAM.

Espacgo minimo no disco rigido para o software e logs 4 GB
do servidor SnapCenter

Se vocé tiver o repositério SnapCenter
@ na mesma unidade em que o servidor

SnapCenter esta instalado, entao é

recomendavel ter 10 GB.


https://imt.netapp.com/matrix/imt.jsp?components=108380;&solution=1257&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=108380;&solution=1257&isHWU&src=IMT

Item Requisitos

Espaco minimo no disco rigido para o repositério 6 GB
SnapCenter

OBSERVACAO: Se vocé tiver o
servidor SnapCenter na mesma
@ unidade em que o repositdrio
SnapCenter esta instalado, entao é
recomendavel ter 10 GB.

Pacotes de software necessarios * Microsoft .NET Framework 4.7.2 ou posterior

* Windows Management Framework (WMF) 4,0 ou
posterior

» PowerShell 4,0 ou posterior
Para obter informacgdes especificas de solugdo de
problemas .NET, "A atualizacéo ou instalacao do
SnapCenter falha para sistemas legados que nao tém
conetividade com a Internet" consulte .
Para obter as informagdes mais recentes sobre

versdes suportadas, "Ferramenta de Matriz de
interoperabilidade do NetApp" consulte .

Requisitos de host SAN

Se o seu host SnapCenter fizer parte de um ambiente FC/iSCSI, talvez seja necessario
instalar software adicional no sistema para permitir o acesso ao storage ONTAP.

O SnapCenter nao inclui Utilitarios do anfitrido ou um DSM. Se o seu host SnapCenter fizer parte de um
ambiente SAN, talvez seja necessario instalar e configurar o seguinte software:

 Utilitarios do host

Os Utilitarios de host sdo compativeis com FC e iSCSI e permitem que vocé use o MPIO em seus
servidores Windows. Para obter informagdes, "Documentacao dos utilitarios do host"consulte .

» Microsoft DSM para Windows MPIO

Este software funciona com drivers MPIO do Windows para gerenciar varios caminhos entre
computadores host NetApp e Windows.

E necessario um DSM para configuragdes de alta disponibilidade.

@ Se estiver a utilizar o ONTAP DSM, deve migrar para o Microsoft DSM. Para obter mais
informagdes, "Como migrar do ONTAP DSM para o Microsoft DSM"consulte .

Sistemas e aplicagoes de storage compativeis

Vocé deve conhecer o sistema de storage compativel, as aplicacdes e os bancos de


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/SnapCenter_upgrade_or_install_fails_with_%22This_KB_is_not_related_to_the_OS%22
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/SnapCenter_upgrade_or_install_fails_with_%22This_KB_is_not_related_to_the_OS%22
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Protection_and_Security/SnapCenter/SnapCenter_upgrade_or_install_fails_with_%22This_KB_is_not_related_to_the_OS%22
https://imt.netapp.com/matrix/imt.jsp?components=108380;&solution=1257&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=108380;&solution=1257&isHWU&src=IMT
https://docs.netapp.com/us-en/ontap-sanhost/
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Data_ONTAP_DSM_for_Windows_MPIO/How_to_migrate_from_Data_ONTAP_DSM_4.1p1_to_Microsoft_native_DSM

dados.

* O SnapCenter oferece suporte ao ONTAP 8.3.0 e posterior para proteger seus dados.

* O SnapCenter oferece suporte ao Amazon FSX for NetApp ONTAP para proteger seus dados da versao
de patch do software SnapCenter 4,5 P1.

Se vocé estiver usando o Amazon FSX for NetApp ONTAP, verifique se os plug-ins de host do servidor
SnapCenter sdo atualizados para 4,5 P1 ou posterior para executar operacdes de protecédo de dados.

Para obter informacdes sobre o Amazon FSX for NetApp ONTAP, "Documentagcao do Amazon FSX para
NetApp ONTAP" consulte .

« O SnapCenter oferece suporte a protegao de diferentes aplicativos e bancos de dados.
Para obter informacdes detalhadas sobre os aplicativos e bancos de dados suportados, "Ferramenta de
Matriz de interoperabilidade do NetApp" consulte .
Navegadores suportados
O software SnapCenter pode ser usado em varios navegadores.
* Chrome
Se vocé estiver usando o V66, talvez nao inicie a GUI do SnapCenter.
* Internet Explorer

SnapCenter Ul ndo carrega corretamente se vocé estiver usando IE 10 ou versdes anteriores. Vocé deve
atualizar para o IE 11.

o Somente a seguranga de nivel padréo € suportada.

Fazer alteragdes nas configuragdes de seguranga do Internet Explorer resulta em problemas
significativos de exibicdo do navegador.

o A exibigdo de compatibilidade do Internet Explorer deve ser desativada.

* Microsoft Edge

Para obter as informagdes mais recentes sobre versdes suportadas, "Ferramenta de Matriz de
interoperabilidade do NetApp" consulte .

Requisitos de conexao e porta

Vocé deve garantir que os requisitos de conexdes e portas sejam atendidos antes de
instalar os plug-ins do servidor SnapCenter e do aplicativo ou do banco de dados.

* Os aplicativos nao podem compartilhar uma porta.
Cada porta deve ser dedicada ao aplicativo apropriado.

» Para portas personalizaveis, vocé pode selecionar uma porta personalizada durante a instalagao se nao
quiser usar a porta padréo.


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://imt.netapp.com/matrix/imt.jsp?components=108380;&solution=1257&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=108380;&solution=1257&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=108380;&solution=1257&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=108380;&solution=1257&isHWU&src=IMT

Vocé pode alterar uma porta de plug-in apds a instalagdo usando o assistente Modificar host.

» Para portas fixas, vocé deve aceitar o numero de porta padrao.

* Firewalls

o Firewalls, proxies ou outros dispositivos de rede ndo devem interferir nas conexdes.

> Se vocé especificar uma porta personalizada ao instalar o SnapCenter, adicione uma regra de firewall
no host do plug-in para essa porta para o Loader de plug-ins do SnapCenter.

A tabela a seguir lista as diferentes portas e seus valores padrao.

Tipo de porta
Porta SnapCenter

Porta de comunicagéo SnapCenter SMCore

Porta MySQL

Porta predefinida

8146 (HTTPS), bidirecional, personalizavel, como no
URL https.//server:8146

Usado para comunicagao entre o cliente SnapCenter
(o usuario SnapCenter) e o servidor SnapCenter.
Também usado para comunicagao dos hosts de plug-
in para o servidor SnapCenter.

Para personalizar a porta, consulte "Instale o servidor
SnapCenter usando o assistente de instalagdo."

8145 (HTTPS), bidirecional, personalizavel

A porta é usada para comunicacao entre o servidor
SnapCenter e os hosts onde os plug-ins do
SnapCenter estao instalados.

Para personalizar a porta, consulte "Instale o servidor
SnapCenter usando o assistente de instalacdo."

3306 (HTTPS), bidirecional

A porta é usada para comunicagao entre o
SnapCenter e o banco de dados do repositorio
MySQL.

Vocé pode criar conexdes seguras do servidor
SnapCenter para o servidor MySQL. "Saiba mais"


https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html
https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html
https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html
https://docs.netapp.com/us-en/snapcenter/install/task_install_the_snapcenter_server_using_the_install_wizard.html

Tipo de porta
Hosts de plug-in do Windows

Hosts plug-in Linux ou AIX

Pacote de plug-ins do SnapCenter para Windows,
pacote de plug-ins do SnapCenter para Linux ou
pacote de plug-ins do SnapCenter para AlIX

Plug-in SnapCenter para banco de dados Oracle

Porta predefinida
135, 445 (TCP)

Além das portas 135 e 445, o intervalo de portas
dinamico especificado pela Microsoft também deve
estar aberto. As operacdes de instalacdo remota
usam o servico Windows Management
Instrumentation (WMI), que procura dinamicamente
esse intervalo de portas.

Para obter informacdes sobre o intervalo de portas
dindmico suportado, consulte "Visao geral do servigco
e requisitos de porta de rede para Windows"

As portas sao usadas para comunicagao entre o
servidor SnapCenter e o0 host no qual o plug-in esta
sendo instalado. Para enviar binarios de pacotes de
plug-in para hosts de plug-in do Windows, as portas
devem estar abertas apenas no host de plug-in e
podem ser fechadas apos a instalacao.

22 (SSH)

As portas séo usadas para comunicagao entre o
servidor SnapCenter e o host onde o plug-in esta
sendo instalado. As portas sao usadas pelo
SnapCenter para copiar binarios de pacotes de plug-
in para hosts de plug-in Linux ou AlX e devem ser
abertas ou excluidas do firewall ou iptables.

8145 (HTTPS), bidirecional, personalizavel

A porta é usada para comunicacao entre SMCore e
hosts onde o pacote plug-ins esta instalado.

O caminho de comunicagao também precisa ser
aberto entre o LIF de gerenciamento da SVM e o
servidor SnapCenter.

Para personalizar a porta, consulte "Adicione hosts e
instale o plug-in do SnapCenter para Microsoft
Windows" ou "Adicione hosts e instale o pacote de
plug-ins do SnapCenter para Linux ou AIX."

27216, personalizavel

A porta JDBC padrao € usada pelo plug-in para
Oracle para conexado com o banco de dados Oracle.

Para personalizar a porta, consulte "Adicione hosts e
instale o pacote de plug-ins do SnapCenter para
Linux ou AIX."


https://support.microsoft.com/kb/832017
https://support.microsoft.com/kb/832017
https://docs.netapp.com/us-en/snapcenter/protect-scw/task_add_hosts_and_install_snapcenter_plug_in_for_microsoft_windows.html
https://docs.netapp.com/us-en/snapcenter/protect-scw/task_add_hosts_and_install_snapcenter_plug_in_for_microsoft_windows.html
https://docs.netapp.com/us-en/snapcenter/protect-scw/task_add_hosts_and_install_snapcenter_plug_in_for_microsoft_windows.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_add_hosts_and_installing_the_snapcenter_plug_ins_package_for_linux_or_aix.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_add_hosts_and_installing_the_snapcenter_plug_ins_package_for_linux_or_aix.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_add_hosts_and_installing_the_snapcenter_plug_ins_package_for_linux_or_aix.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_add_hosts_and_installing_the_snapcenter_plug_ins_package_for_linux_or_aix.html
https://docs.netapp.com/us-en/snapcenter/protect-sco/task_add_hosts_and_installing_the_snapcenter_plug_ins_package_for_linux_or_aix.html

Tipo de porta

Plug-ins personalizados para SnapCenter

Porta de comunicacgéao do cluster ONTAP ou SVM

Plug-in do SnapCenter para o banco de dados SAP
HANA vCode Spell Checkerports

Porta de comunicacéo do controlador de dominio

Porta predefinida
9090 (HTTPS), fixo

Esta é uma porta interna que é usada somente no
host de plug-in personalizado; nenhuma excecéo de
firewall € necessaria.

A comunicacao entre o servidor SnapCenter e plug-
ins personalizados é roteada através da porta 8145.

443 (HTTPS), bidirectional80 (HTTP), bidirecional

A porta é usada pela sal (camada de abstragao de
storage) para comunicagao entre o host que executa
o servidor SnapCenter e o SVM. Atualmente, a porta
também é usada pelo sal em hosts plug-in do
SnapCenter para Windows para comunicagao entre o
host do plug-in do SnapCenter e o SVM.

3instance_number13 ou 3instance_number15, HTTP
ou HTTPS, bidirecional e personalizavel

Para um locatario unico de contentor de banco de
dados multitenant (MDC), o niUmero da porta termina
com 13; para nao MDC, o numero da porta termina
com 15.

Por exemplo, 32013 é o numero da porta, por
exemplo, 20 e 31015 é o numero da porta, por
exemplo, 10.

Para personalizar a porta, consulte "Adicione hosts e
instale pacotes plug-in em hosts remotos."

Consulte a documentacao da Microsoft para
identificar as portas que devem ser abertas no firewall
em um controlador de dominio para que a
autenticacao funcione corretamente.

E necessario abrir as portas necessarias da Microsoft
no controlador de dominio para que o servidor
SnapCenter, os hosts Plug-in ou outro cliente
Windows possam autenticar os usuarios.

Para modificar os detalhes da porta, "Modificar hosts de plug-in“consulte .

Licengas SnapCenter

O SnapCenter requer varias licencas para habilitar a prote¢cdo de dados de aplicativos,
bancos de dados, sistemas de arquivos e maquinas virtuais. O tipo de licengas do
SnapCenter que vocé instala depende do ambiente de storage e dos recursos que


https://docs.netapp.com/us-en/snapcenter/protect-hana/task_add_hosts_and_install_plug_in_packages_on_remote_hosts_sap_hana.html
https://docs.netapp.com/us-en/snapcenter/protect-hana/task_add_hosts_and_install_plug_in_packages_on_remote_hosts_sap_hana.html
https://docs.netapp.com/pt-br/snapcenter-48/admin/concept_manage_hosts.html#modify-plug-in-hosts

deseja usar.

Licenga

Baseado em controladora padrdo da SnapCenter

Baseado em capacidade padrao da SnapCenter

SnapMirror ou SnapVault

SnapRestore

Quando necessario

Necessario para FAS e AFF

A licenga padrao da SnapCenter € uma licenga
baseada em controlador e esta incluida como parte
do pacote premium. Se vocé tiver a licenca do
SnapManager Suite, vocé também obtém o direito de
licenca padréo do SnapCenter. Se vocé quiser
instalar o SnapCenter em uma base de avaliagéao
com o storage FAS ou AFF, podera obter uma licencga
de avaliacdo do pacote Premium entrando em
Contato com o representante de vendas.

O SnapCenter também é oferecido
como parte do pacote de protecéo de

@ dados. Se vocé comprou o0 A400 ou
posterior, vocé deve comprar o pacote
de protecado de dados.

Necessario com ONTAP Select e Cloud Volumes
ONTAP

Se vocé é um cliente do Cloud Volumes ONTAP ou
do ONTAP Select, precisa adquirir uma licencga
baseada em capacidade por TB com base nos dados
gerenciados pelo SnapCenter. Por padréo, o
SnapCenter envia uma licenca de teste baseada em
capacidade padrao SnapCenter de 90 dias e 100 TB
incorporada. Para outros detalhes, entre em Contato
com o representante de vendas.

ONTAP

A licenga SnapMirror ou SnapVault é necessaria se a
replicagao estiver ativada no SnapCenter.

Necessario para restaurar e verificar backups.
Em sistemas de storage primario

* Necessario nos sistemas de destino do SnapVault
para executar a verificagdo remota e restaurar a
partir de um backup.

* Necessario nos sistemas de destino SnapMirror
para efetuar a verificagado remota.



Licenga Quando necessario

FlexClone Necessario clonar bancos de dados e operacdes de
verificagao.

Em sistemas de storage primario e secundario

* Necessario nos sistemas de destino do SnapVault
para criar clones a partir do backup do Vault
secundario.

* Necessario nos sistemas de destino do
SnapMirror para criar clones do backup
secundario do SnapMirror.

Protocolos * Licenca iSCSI ou FC para LUNs
* Licenga CIFS para compartilhamentos SMB
* Licenga NFS para VMDKs do tipo NFS
* Licenga iSCSI ou FC para VMDKs do tipo VMFS
Necessario nos sistemas de destino do SnapMirror
para fornecer dados se um volume de origem nao
estiver disponivel.
Licengas padréao da SnapCenter (opcional) Destinos secundarios
E recomendado, mas ndo obrigatdrio,
que vocé adicione licencas padrao do
SnapCenter a destinos secundarios.
Se as licengas padrédo do SnapCenter
nao estiverem habilitadas em destinos
secundarios, vocé nao podera usar o
@ SnapCenter para fazer backup de
recursos no destino secundario apos
executar uma operacgao de failover. No
entanto, € necessaria uma licenga
FlexClone em destinos secundarios
para executar operagdes de clonagem
e verificagao.
@ As licengas do SnapCenter Advanced e do SnapCenter nas File Services estdo obsoletas e nao
estdo mais disponiveis.

Vocé deve instalar uma ou mais licengas do SnapCenter. Para obter informacdes sobre como adicionar
licengas, "Adicione licengas padréo baseadas em controladora SnapCenter"consulte ou "Adicione licengas
padrao baseadas em capacidade do SnapCenter".

Licengcas SMBR (Single Mailbox Recovery)

Se vocé estiver usando o plug-in do SnapCenter para gerenciar bancos de dados do Microsoft Exchange
Server e a recuperagao de caixa de correio Unica (SMBR), vocé precisara de licenga adicional para SMBR,



que precisa ser adquirida separadamente com base na caixa de correio do usuario.

A recuperacgao de caixa de correio Unica NetApp chegou ao fim da disponibilidade (EOA) em 12 de maio de
2023. Para obter mais informacgdes, "CPC-00507"consulte . A NetApp continuara a oferecer suporte a clientes
que adquiriram capacidade, manutencao e suporte da caixa de correio por meio de nimeros de peca de
marketing introduzidos em 24 de junho de 2020, durante o periodo do direito ao suporte.

O NetApp Single Mailbox Recovery € um produto parceiro fornecido pela Ontrack. O Ontrack PowerControls
oferece recursos semelhantes aos da recuperacao de caixa de correio unica do NetApp. Os clientes podem
adquirir novas licengas de software Ontrack PowerControls e renovacdes de manutencgao e suporte Ontrack
PowerControls do Ontrack (até licensingteam@ontrack.com) para recuperagéo granular da caixa de correio
apos a data EOA de 12 de maio de 2023.

Métodos de autenticagdo para suas credenciais

As credenciais usam diferentes métodos de autenticagao, dependendo do aplicativo ou
do ambiente. As credenciais autenticam os usuarios para que eles possam executar
operagdes do SnapCenter. Vocé deve criar um conjunto de credenciais para a instalagao
de plug-ins e outro conjunto para operagdoes de prote¢ao de dados.

Autenticagiao do Windows

O método de autenticagdo do Windows € autenticado no ative Directory. Para autenticagdo do Windows, o
ative Directory é configurado fora do SnapCenter. O SnapCenter se autentica sem configuragao adicional.
Vocé precisa de uma credencial do Windows para executar tarefas como adicionar hosts, instalar pacotes de
plug-in e agendar tarefas.

Autenticagdo de dominio nao confiavel

O SnapCenter permite a criagdo de credenciais do Windows usando usuarios e grupos pertencentes aos
dominios ndo confiaveis. Para que a autenticacéo seja bem-sucedida, vocé deve Registrar os dominios nao
confiaveis com o SnapCenter.

Autenticacao local do grupo de trabalho

O SnapCenter permite a criagdo de credenciais do Windows com usuarios e grupos de trabalho locais. A
autenticacao do Windows para usuarios e grupos de grupos de trabalho locais ndo acontece no momento da
criacédo de credenciais do Windows, mas € adiada até que o Registro do host e outras operagdes de host
sejam executadas.

Autenticacdo do SQL Server

O método de autenticacdo SQL é autenticado em uma instancia do SQL Server. Isso significa que uma
instancia do SQL Server deve ser descoberta no SnapCenter. Portanto, antes de adicionar uma credencial
SQL, vocé deve adicionar um host, instalar pacotes de plug-in e atualizar recursos. Vocé precisa de
autenticacdo do SQL Server para executar operagdes como agendamento no SQL Server ou descoberta de
recursos.

Autenticagao Linux

O método de autenticagao Linux € autenticado em um host Linux. Vocé precisa de autenticagao Linux durante
a etapa inicial de adicionar o host Linux e instalar o pacote de plug-ins do SnapCenter remotamente a partir da
GUI do SnapCenter.
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Autenticagao AIX

O método de autenticagdo AIX é autenticado em um host AlX. Vocé precisa de autenticagdo AlIX durante a
etapa inicial de adicionar o host AIX e instalar o pacote de plug-ins do SnapCenter para AIX remotamente a
partir da GUI do SnapCenter.

Autenticacdo de banco de dados Oracle

O método de autenticagdo de banco de dados Oracle é autenticado em um banco de dados Oracle. Vocé
precisa de uma autenticagdo de banco de dados Oracle para executar operagdes no banco de dados Oracle
se a autenticagao do sistema operacional (os) estiver desativada no host do banco de dados. Portanto, antes
de adicionar uma credencial de banco de dados Oracle, vocé deve criar um usuario Oracle no banco de dados
Oracle com sysdba Privileges.

Autenticacao Oracle ASM

O método de autenticagdo Oracle ASM ¢é autenticado em uma instancia do Oracle Automatic Storage
Management (ASM). Se for necessario acessar a instancia do Oracle ASM e se a autenticacdo do sistema
operacional (os) estiver desativada no host do banco de dados, vocé precisara de uma autenticagdo Oracle
ASM. Portanto, antes de adicionar uma credencial Oracle ASM, vocé deve criar um usuario Oracle com
sysasm Privileges na instancia ASM.

Autenticagao de catalogo RMAN

O método de autenticagdo de catalogo RMAN é autenticado no banco de dados de catalogo do Oracle
Recovery Manager (RMAN). Se vocé configurou um mecanismo de catalogo externo e registrou seu banco de
dados no banco de dados de catalogo, vocé precisa adicionar autenticagéo de catalogo RMAN.

Conexdes e credenciais de storage

Antes de executar operagdes de protecdo de dados, vocé deve configurar as conexdes
de armazenamento e adicionar as credenciais que o servidor SnapCenter e os plug-ins
SnapCenter usarao.

* * Conexdes de armazenamento*®
As conexdes de armazenamento dao aos plug-ins do servidor SnapCenter e do SnapCenter acesso ao
armazenamento do ONTAP. A configuragado dessas conexdes também envolve a configuragdo de recursos
do AutoSupport e do sistema de Gerenciamento de Eventos (EMS).
* Credenciais
o Administrador de dominio ou qualquer membro do grupo de administradores
Especifique o administrador do dominio ou qualquer membro do grupo de administradores no sistema
no qual vocé esta instalando o plug-in do SnapCenter. Formatos validos para o campo Nome de

usuario sdo:

= NetBIOS username
= Domain FQDN_username
= upn

o Administrador local (apenas para grupos de trabalho)
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Para sistemas que pertencem a um grupo de trabalho, especifique o administrador local incorporado
no sistema no qual vocé esta instalando o plug-in SnapCenter. Vocé pode especificar uma conta de
usuario local que pertence ao grupo de administradores locais se a conta de usuario tiver Privileges
elevado ou o recurso de controle de acesso do usuario estiver desativado no sistema host.

O formato valido para o campo Nome de usuario é: Nome de usuario
o Credenciais para grupos de recursos individuais

Se vocé configurar credenciais para grupos de recursos individuais e 0 nome de usuario nao tiver
Privileges de administrador completo, sera necessario atribuir pelo menos o grupo de recursos e
Privileges de backup ao nome de usuario.

Gerenciamento da autenticagcao multifator (MFA)

Este topico descreve como gerenciar a funcionalidade de autenticagao multifator (MFA)
no servidor do Servigo de Federagao do ative Directory (AD FS) e no servidor
SnapCenter.

Habilitar a autenticagcdao multifator (MFA)

Este topico descreve como ativar a funcionalidade MFA no servidor do Servigo de Federagao do ative
Directory (AD FS) e no servidor SnapCenter.

Sobre esta tarefa

* O SnapCenter suporta logins baseados em SSO quando outros aplicativos sdo configurados no mesmo
AD FS. Em certas configuragdes do AD FS, o SnapCenter pode exigir autenticagdo de usuario por motivos
de seguranca, dependendo da persisténcia da sessédo do AD FS.

» As informacdes sobre os parametros que podem ser usados com o cmdlet e suas descrigbes podem ser
obtidas executando "Get-Help command_name’o . Alternativamente, vocé também pode "Guia de
referéncia de cmdlet do software SnapCenter"ver .

O que vocé vai precisar

» O Servigo de Federagao do ative Directory do Windows (AD FS) deve estar ativo e em execugao no
respetivo dominio.

» Vocé deve ter um servigo de autenticagdo multifator compativel com AD FS, como Azure MFA, Cisco Duo,
etc.

* O carimbo de data/hora do servidor SnapCenter e AD FS deve ser o mesmo, independentemente do fuso
horario.

* Procure e configure o certificado de CA autorizado para o servidor SnapCenter.
O certificado CA é obrigatorio pelos seguintes motivos:
o Garante que as comunicagdes ADFS-F5 ndo quebrem porque os certificados autoassinados sao

exclusivos no nivel do né.

o Garante que durante a atualizagao, reparo ou recuperagao de desastres (DR) em uma configuragao
autébnoma ou de alta disponibilidade, o certificado autoassinado n&do seja recriado, evitando assim a
reconfiguragdo do MFA.

o Garante resolugdes |IP-FQDN.
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Para obter informacgdes sobre o certificado CA, "Gerar arquivo CSR do certificado CA"consulte .

Passos
1. Conete-se ao host dos Servigos de Federagéo do ative Directory (AD FS).

2. Faca download do arquivo de metadados de federagédo do AD FS de "https://<host
FQDN>/FederationMetadata/2007-06/FederationMetadata.xml".

w

. Copie o arquivo baixado para o servidor SnapCenter para ativar o recurso MFA.

N

. Faca login no servidor SnapCenter como o usuario Administrador do SnapCenter através do PowerShell.

[$)]

. Usando a sesséo do PowerShell, gere o arquivo de metadados do SnapCenter MFA usando o cmdlet
New-SmMultifactorAuthenticationMetadata -PATH.

O parametro PATH especifica o caminho para salvar o arquivo de metadados MFA no host do servidor
SnapCenter.

(o2}

. Copie o arquivo gerado para o host do AD FS para configurar o SnapCenter como a entidade cliente.

~

. Habilite o MFA para servidor SnapCenter usando Set-SmMultiFactorAuthentication -Enable
-Path o cmdlet.

O parametro PATH especifica a localizagao do arquivo xml de metadados MFA do AD FS, que foi copiado
para o servidor SnapCenter na etapa 3.

8. (Opcional) Verifique o status e as configuragdes do MFA usando Get-SmMultiFactorAuthentication
o cmdlet.

[(e]

. Va para o console de gerenciamento da Microsoft (MMC) e execute as seguintes etapas:
a. Clique em File > Add/Remove Snapin.
b. Na janela Adicionar ou remover snap-ins, selecione certificados e clique em Adicionar.
c. Na janela de snap-in certificados, selecione a opgéo conta de computador e clique em concluir.
d. Clique em raiz da consola > certificados — computador local > Pessoal > certificados.

e. Clique com o botao direito do rato no certificado CA vinculado ao SnapCenter e selecione todas as
tarefas > gerir chaves privadas.

f. No assistente de permissoes, execute as seguintes etapas:
i. Cligue em Add.
i. Clique em locais e selecione o host em questéo (topo da hierarquia).
ii. Clique em OK na janela pop-up Locations.

iv. No campo Nome do objeto, digite 'lIS_IUSRS' e clique em verificar nomes e clique em OK.
Se a verificagao for bem-sucedida, clique em OK.

10. No host do AD FS, abra o assistente de gerenciamento do AD FS e execute as seguintes etapas:

a. Cliqgue com o botao direito do rato em confiar em parte > Adicionar confianga de parte dependente
> Iniciar.

b. Selecione a segunda opc¢ao e navegue no arquivo de metadados do SnapCenter MFA e clique em
Avancgar.

c. Especifique um nome de exibigao e clique em Next.
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d. Escolha uma politica de controle de acesso conforme necessario e clique em Next.
e. Selecione as configuragdes na préxima guia como padrao.

f. Clique em Finish.
O SnapCenter é agora refletido como uma parte dependente com o nome de exibigao fornecido.

11. Selecione o nome e execute as seguintes etapas:

a. Cliqgue em Editar Politica de emissao de reclamacao.

=

Clique em Adicionar regra e clique em seguinte.

Especifique um nome para a regra de reclamacao.

a o

Selecione ative Directory como o armazenamento de atributos.

Selecione o atributo como User-Principal-Name e o tipo de reclamagéo enviada como Name-ID.

o

f. Clique em Finish.
12. Execute os seguintes comandos do PowerShell no servidor ADFS.

Set-AdfsRelyingPartyTrust -TargetName ‘<Display name of relying party >’
-SigningCertificateRevocationCheck None

Set-AdfsRelyingPartyTrust -TargetName ‘<Display name of relying party >’
-EncryptionCertificateRevocationCheck None
13. Execute as etapas a seguir para confirmar se os metadados foram importados com éxito.
a. Cliqgue com o botao direito do rato na confianga da parte dependente e selecione Propriedades.
b. Certifique-se de que os campos Endpoints, Identificadores e assinatura estao preenchidos.
14. Feche todas as guias do navegador e reabra um navegador para limpar os cookies de sessao existentes
ou ativos e faga login novamente.

A funcionalidade de MFA do SnapCenter também pode ser ativada usando APIS REST.

Para obter informacgdes sobre solugéo de problemas, "Tentativas simultaneas de login em varias guias
mostram erro de MFA" consulte .

Atualizar metadados MFA do AD FS

Vocé deve atualizar os metadados MFA do AD FS no SnapCenter sempre que houver qualquer modificagdo
no servidor AD FS, como atualizagao, renovagao de certificado da CA, DR, etc.

Passos

1. Faca download do arquivo de metadados de federacado do AD FS de "https://<host
FQDN>/FederationMetadata/2007-06/FederationMetadata.xml"

2. Copie o arquivo baixado para o servidor SnapCenter para atualizar a configuragdo MFA.

3. Atualize os metadados do AD FS no SnapCenter executando o seguinte cmdlet:
Set-SmMultiFactorAuthentication -Path <location of ADFS MFA metadata xml file>

4. Feche todas as guias do navegador e reabra um navegador para limpar os cookies de sessao existentes
ou ativos e faca login novamente.
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Atualizar os metadados do SnapCenter MFA

Vocé deve atualizar os metadados do SnapCenter MFA no AD FS sempre que houver qualquer modificagao
no servidor ADFS, como reparo, renovagao de certificado da CA, DR, etc.

Passos
1. No host do AD FS, abra o assistente de gerenciamento do AD FS e execute as seguintes etapas:

a. Cligue em confianga de parte.

b. Clique com o botao direito do Mouse na confianca de quem confia que foi criada para o SnapCenter e
clique em Excluir.

O nome definido pelo utilizador da confianga da parte dependente sera apresentado.
c. Habilite a autenticacdo multifator (MFA).
"Ativar a autenticagao multifator"Consulte .

2. Feche todas as guias do navegador e reabra um navegador para limpar os cookies de sessdo existentes
ou ativos e faga login novamente.

Desativar a autenticagcao multifator (MFA)

Passos

1. Desative o MFA e limpe os arquivos de configuragéo criados quando o MFA foi habilitado usando o Set-
SmMultiFactorAuthentication -Disable cmdlet.

2. Feche todas as guias do navegador e reabra um navegador para limpar os cookies de sesséo existentes
ou ativos e faga login novamente.

Instale o servidor SnapCenter

Vocé pode executar o executavel do instalador do servidor SnapCenter para instalar o
servidor SnapCenter.

Opcionalmente, vocé pode executar varios procedimentos de instalagéo e configuragdo usando cmdlets do
PowerShell.

@ A instalacéao silenciosa do servidor SnapCenter a partir da linha de comando nao é suportada.

O que voceé vai precisar
» O host do servidor SnapCenter deve estar atualizado com as atualiza¢cdes do Windows sem reiniciar o
sistema pendente.

» Vocé deve ter assegurado que o servidor MySQL nao estd instalado no host onde vocé pretende instalar o
servidor SnapCenter.

* Vocé deve ter habilitado a depuracéo do instalador do Windows.

Consulte o site da Microsoft para obter informagdes sobre como ativar "Registo do instalador do
Windows"o .
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@ Vocé nao deve instalar o servidor SnapCenter em um host que tenha servidores Microsoft
Exchange, ative Directory ou nomes de dominio.
Passos

1. Baixe o pacote de instalagédo do servidor SnapCenter em "Site de suporte da NetApp".

2. Inicie a instalagdo do servidor SnapCenter clicando duas vezes no arquivo .exe baixado.

Depois de iniciar a instalagéo, todas as pré-verificagdes sdo executadas e, se os requisitos minimos nao
forem atendidos, as mensagens de erro ou aviso apropriadas serao exibidas.

Vocé pode ignorar as mensagens de aviso e prosseguir com a instalagéo; no entanto, os erros devem ser
corrigidos.

3. Reveja os valores pré-preenchidos necessarios para a instalagéo do servidor SnapCenter e modifique, se
necessario.

Vocé nao precisa especificar a senha para o banco de dados do repositério do MySQL Server. Durante a
instalacao do servidor SnapCenter, a senha é gerada automaticamente.

@ O carater especial "%" is not supported in the custom path for the
repository database. If you include "%" no caminho, falha na instalagao.

4. Clique em Instalar agora.

Se vocé tiver especificado quaisquer valores invalidos, as mensagens de erro apropriadas serdo exibidas.
Vocé deve reinserir os valores e, em seguida, iniciar a instalagéo.

Se vocé clicar no botdo Cancelar, a etapa que esta sendo executada sera concluida e, em
seguida, iniciar a operagao de reversao. O servidor SnapCenter sera completamente
removido do host.

No entanto, se vocé clicar em Cancelar quando as operagdes "SnapCenter Server site Restart" ou
"Waiting for SnapCenter Server to start" estiverem sendo executadas, a instalagéo continuara sem
cancelar a operacao.

Os ficheiros de registo estdo sempre listados (o mais antigo primeiro) na pasta %temp% do utilizador
admin. Se vocé quiser redirecionar os locais de log, inicie a instalagdo do servidor SnapCenter a partir do
prompt de comando executando:C:\installer location\installer name.exe /log"C:\"

Faca login no SnapCenter usando a autorizacao RBAC

O SnapCenter € compativel com controles de acesso baseados em fungédo (RBAC). O
administrador do SnapCenter atribui funcdes e recursos por meio do SnapCenter RBAC
a um usuario no grupo de trabalho ou diretorio ativo ou a grupos no diret6rio ativo. O
usuario RBAC agora pode fazer login no SnapCenter com as fungdes atribuidas.

O que vocé vai precisar

* Vocé deve ativar o Servigo de ativagcédo do processo do Windows (WAS) no Gerenciador do Windows
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Server.

» Se pretender utilizar o Internet Explorer como browser para iniciar sessao no servidor SnapCenter, deve
certificar-se de que o modo protegido no Internet Explorer esta desativado.

Sobre esta tarefa

Durante a instalagao, o assistente de instalagéo do servidor SnapCenter cria um atalho e o coloca na area de
trabalho e no menu Iniciar do host onde o SnapCenter esta instalado. Além disso, no final da instalagéo, o
assistente de instalagdo exibe o URL do SnapCenter com base nas informacdes fornecidas durante a
instalacao, que vocé pode copiar se quiser fazer login de um sistema remoto.

Se vocé tiver varias guias abertas no navegador da Web, fechar apenas a guia do navegador

@ do SnapCenter nao fara o logout do SnapCenter. Para terminar sua conexdo com o
SnapCenter, vocé deve sair do SnapCenter clicando no botdo Sair ou fechando todo o
navegador da Web.

Pratica recomendada: por motivos de seguranga, recomenda-se que nao ative o seu navegador para
guardar a sua palavra-passe do SnapCenter.

O URL padrao da GUI é uma conexao segura com a porta padrao 8146 no servidor onde o servidor
SnapCenter esta instalado (https://server:8146). Se vocé forneceu uma porta de servidor diferente durante a
instalacdo do SnapCenter, essa porta sera usada.

Para a implantagao de alta disponibilidade (HA), vocé deve acessar o SnapCenter usando o IP
https://Virtual_Cluster _IP_or_FQDN:8146. do cluster virtual Se vocé nao vir a IU do SnapCenter ao navegar
para https://Virtual_Cluster IP_or FQDN:8146 no Internet Explorer (IE), vocé deve adicionar o enderecgo IP do
cluster virtual ou FQDN como um site confiavel no IE em cada host de plug-in ou desativar a Segurancga
aprimorada do |IE em cada host de plug-in. Para obter mais informacgdes, "Nao € possivel acessar o endereco
IP do cluster a partir da rede externa"consulte .

Além de usar a GUI do SnapCenter, vocé pode usar cmdlets do PowerShell para criar scripts para executar
operagoes de configuragao, backup e restauragéo. Alguns cmdlets podem ter sido alterados com cada versao
do SnapCenter. O "Guia de referéncia de cmdlet do software SnapCenter" tem os detalhes.

@ Se estiver a iniciar sessdo no SnapCenter pela primeira vez, tem de iniciar sessao utilizando as
credenciais fornecidas durante o processo de instalagéo.

Passos

1. Inicie o SnapCenter a partir do atalho localizado na area de trabalho do host local, ou a partir do URL
fornecido no final da instalacao, ou a partir do URL fornecido pelo administrador do SnapCenter.

2. Introduza as credenciais do utilizador.

Para especificar o seguinte... Use um destes formatos...
Administrador de dominio * NetBIOS/nome de usuario
 Sufixo UPN

Por exemplo, NetApp.com

* Nome de usuario do dominio
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Para especificar o seguinte... Use um destes formatos...

Administrador local Nome de utilizador

3. Se Ihe for atribuida mais de uma funcéo, na caixa funcao, selecione a funcao que pretende utilizar para
esta sessdo de inicio de sessao.

Seu usuario atual e sua fungao associada sao mostrados no canto superior direito do SnapCenter depois
qgue voceé estiver conetado.

Resultados
E apresentada a pagina Painel de instrumentos.

Se o log falhar com o erro de que o site ndo pode ser alcangado, vocé deve mapear o certificado SSL para o
SnapCenter. "Saiba mais"

Depois de terminar

Depois de efetuar login no servidor SnapCenter como usuario RBAC pela primeira vez, atualize a lista de
recursos.

Se vocé tiver dominios n&o confiaveis do ative Directory que deseja que o SnapCenter ofereca suporte,

Registre esses dominios no SnapCenter antes de configurar as fungdes dos usuarios em dominios nao
confiaveis. "Saiba mais"

Facga login no SnapCenter usando autenticagcao multifator (MFA)
O servidor SnapCenter suporta MFA para conta de dominio, que faz parte do diretorio ativo.
O que vocé vai precisar

» Vocé deve ter habilitado o MFA.

Para obter informagdes sobre como ativar o MFA, consulte "Ativar a autenticagao multifator"

Sobre esta tarefa

» Apenas o FQDN é suportado

* Os usuarios de grupos de trabalho e entre dominios ndo podem fazer login usando MFA
Passos

1. Inicie o SnapCenter a partir do atalho localizado na area de trabalho do host local, ou a partir do URL
fornecido no final da instalagao, ou a partir do URL fornecido pelo administrador do SnapCenter.

2. Na pagina de login do AD FS, insira Nome de usuario e Senha.

Quando a mensagem de erro invalida de nome de usuario ou senha for exibida na pagina do AD FS, vocé
deve verificar o seguinte:

o Se 0 nome de usuario ou senha ¢é valido

A conta de usuario deve existir no ative Directory (AD)
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o Se vocé excedeu o maximo de tentativas permitidas que foi definido no AD

> Se 0 AD e 0 AD FS estao ativos e em execugéo

Modifique o tempo limite padrao da sessado da GUl do SnapCenter

Vocé pode modificar o periodo de tempo limite da sessdo da GUI do SnapCenter para torna-lo menor ou
maior que o periodo de tempo limite padrdo de 20 minutos.

Como um recurso de seguranga, apos um periodo padrao de 15 minutos de inatividade, o SnapCenter avisa
que vocé sera desconetado da sessdo da GUI em 5 minutos. Por padréo, o SnapCenter faz o logout da
sessao da GUI apos 20 minutos de inatividade e vocé deve fazer login novamente.

Passos

1. No painel de navegacao esquerdo, clique em Settings > Global Settings.
2. Na pagina Configurac¢des globais, clique em Configuragdes de configuragao.

3. No campo tempo limite da sessao, insira o tempo limite da nova sessao em minutos e clique em Salvar.

Proteja o servidor web SnapCenter desativando o SSL 3,0

Para fins de seguranga, vocé deve desativar o protocolo SSL (Secure Socket Layer) 3,0 no Microsoft IIS se
ele estiver ativado no servidor da Web SnapCenter.

Ha falhas no protocolo SSL 3,0 que um invasor pode usar para causar falhas de conexao, ou para executar
ataques man-in-the-middle e observar o trafego de criptografia entre seu site e seus visitantes.

Passos

1. Para iniciar o Editor de Registro no host do servidor web do SnapCenter, clique em Iniciar > Executar e,
em seguida, digite regedit.

2. No Editor de Registro, navegue até

HKEY_LOCAL_MACHINE/SYSTEM/CurrentControlSet/Control/SecurityProviderssSCHANNEL/Protocols/S

SL 3,0.

> Se a chave do servidor ja existir:
i. Selecione o DWORD ativado e clique em Editar > Modificar.
ii. Altere o valor para 0 e clique em OK.

> Se a chave do servidor ndo existir:
i. Cligue em Editar > novo > chave e, em seguida, nomeie o servidor de chaves.
i. Com a nova chave de servidor selecionada, clique em Edit > New > DWORD.
i. Nomeie o novo DWORD habilitado e insira 0 como o valor.

3. Feche o Editor de Registro.

Configurar certificado CA

Gerar arquivo CSR do certificado CA

Vocé pode gerar uma solicitagcao de assinatura de certificado (CSR) e importar o
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certificado que pode ser obtido de uma autoridade de certificagdo (CA) usando a CSR
gerada. O certificado tera uma chave privada associada a ele.

CSR é um bloco de texto codificado que € dado a um fornecedor de certificado autorizado para obter o
certificado CA assinado.

Para obter informacgdes sobre como gerar um CSR, "Como gerar o arquivo CSR do certificado CA" consulte .

Se vocé possui o certificado de CA para o seu dominio (*.domain.company.com) ou para o seu
@ sistema (machine1.domain.company.com), pode ignorar a geragao do arquivo CSR de
certificado de CA. Vocé pode implantar o certificado de CA existente com o SnapCenter.

Para configuragdes de cluster, o nome do cluster (FQDN de cluster virtual) e os respetivos nomes de host
devem ser mencionados no certificado da CA. O certificado pode ser atualizado preenchendo o campo Nome
alternativo (SAN) do assunto antes de adquirir o certificado. Para um certificado Wild card
(*.domain.company.com), o certificado contera todos os nomes de host do dominio implicitamente.

Importar certificados CA

Vocé deve importar os certificados de CA para o servidor SnapCenter e os plug-ins de
host do Windows usando o MMC (console de gerenciamento da Microsoft).

Passos

1. Va para o console de gerenciamento da Microsoft (MMC) e clique em File > Add/Remove Snapin.
2. Na janela Adicionar ou remover snap-ins, selecione certificados e clique em Adicionar.

3. Na janela de snap-in certificados, selecione a opgao conta de computador e clique em concluir.
4

. Cliqgue em raiz da consola > certificados — computador local > autoridades de Certificagao raiz
fidedignas > certificados.

5. Clique com o botéo direito do rato na pasta "autoridades de Certificacdo de raiz fidedigna" e selecione
todas as tarefas > Importar para iniciar o assistente de importagéo.

6. Conclua o assistente da seguinte forma:

Nesta janela do assistente... Faca o seguinte...

Importar chave privada Selecione a opcédo Yes, importe a chave privada e
clique em Next.

Importar formato de ficheiro Nao faga alteragdes; cligue em seguinte.

Seguranca Especifique a nova senha a ser usada para o
certificado exportado e clique em Avangar.

Concluir o Assistente de importacao de certificados Revise o resumo e clique em Finish para iniciar a
importacao.

@ O certificado de importagcao deve ser empacotado com a chave privada (os formatos
suportados sédo: *.pfx, *.p12 e *.p7b).
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7. Repita o passo 5 para a pasta "Pessoal".

Obtenha a impressao digital do certificado CA

Uma impressao digital de certificado € uma cadeia hexadecimal que identifica um
certificado. Uma impresséao digital é calculada a partir do conteudo do certificado usando
um algoritmo de impresséo digital.

Passos

1. Execute o seguinte na GUI:
a. Clique duas vezes no certificado.
b. Na caixa de dialogo certificado, clique na guia Detalhes.
c. Percorra a lista de campos e clique em thumbprint.
d. Copie os carateres hexadecimais da caixa.

e. Remova os espacos entre os numeros hexadecimais.

Por exemplo, se a impresséo digital for: "A9 09 50 2D D8 2a E4 14 33 E6 F8 38 86 B0 0d 42 77 A3 2a
7b", depois de remover os espacos, sera: "A909502d82ae41433e6f83886b00d4277a32a7b".

2. Execute o seguinte no PowerShell:

a. Execute o seguinte comando para listar a impressao digital do certificado instalado e identificar o
certificado instalado recentemente pelo nome do assunto.

Get-Childltem -Path Cert: LocalMachine/My

b. Copie a impresséo digital.

Configure o certificado CA com os servigos de plug-in do host do Windows

Vocé deve configurar o certificado CA com os servicos de plug-in host do Windows para
ativar o certificado digital instalado.

Execute as etapas a seguir no servidor SnapCenter e em todos os hosts de plug-in em que os certificados de
CA ja estao implantados.

Passos

1. Remova a vinculagao de certificado existente com a porta padrdo SMCore 8145, executando o seguinte
comando:

> netsh http delete sslcert ipport=0.0.0.0: <SMCore Port>
Por exemplo:
> netsh http delete sslcert ipport=0.0.0.0:8145

. Vincule o certificado recém-instalado aos servigos de plug-in do host
do Windows executando os seguintes comandos:
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> $cert = “ <certificate thumbprint> ”

> Sguid [guid] : :NewGuid () .ToString ("B")

> netsh http add sslcert ipport=0.0.0.0: <SMCore Port> certhash=Scert
appid="$guid"

Por exemplo:

> Scert "a909502dd82ae41433e6£83886b00d4277a32a7b”

> Sguid [guid] ::NewGuid () .ToString ("B")

> netsh http add sslcert ipport=0.0.0.0: <SMCore Port> certhash=Scert
appid="$guid"

Configure o certificado CA com o site SnapCenter
Vocé deve configurar o certificado CA com o site SnapCenter no host Windows.

Passos

—_

. Abra o Gerenciador do IIS no servidor Windows em que o SnapCenter esta instalado.
No painel de navegacgéao esquerdo, clique em Connections (ligacdes).

Expanda o nome do servidor e sites.

Selecione o site do SnapCenter no qual vocé deseja instalar o certificado SSL.
Navegue até acdes > Editar Site, clique em ligagoes.

Na pagina ligagdes, selecione encadernagao para https.

Clique em Editar.

Na lista suspensa certificado SSL, selecione o certificado SSL recentemente importado.

© ® N o g &~ W DN

Cliqgue em OK.

@ Se o certificado da CA recentemente implantado ndo estiver listado no menu suspenso,
verifique se o certificado da CA esta associado a chave privada.

Certifique-se de que o certificado é adicionado usando o seguinte caminho: Raiz da consola >
@ certificados — computador local > autoridades de certificacao raiz fidedignas >
certificados.

Ativar certificados de CA para SnapCenter

Vocé deve configurar os certificados da CA e ativar a validacao do certificado da CA para
o servidor SnapCenter.

O que voceé vai precisar

» Vocé pode ativar ou desativar os certificados de CA usando o cmdlet Set-SmCertificateSettings.
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* Vocé pode exibir o status do certificado para o servidor SnapCenter usando o cmdlet Get-
SmCertificateSettings.

As informacdes sobre os parametros que podem ser usados com o cmdlet e suas descrigdes podem ser
obtidas executando get-Help command_name. Em alternativa, pode consultar a "Guia de referéncia de cmdlet
do software SnapCenter".

Passos

1. Na pagina Configuracdes, navegue até Configuragdes > Configuragées globais > Configuragées do
certificado CA.

2. Selecione Ativar Validagao de certificado.

3. Clique em aplicar.
Depois de terminar

O host de guia hosts gerenciados exibe um cadeado e a cor do cadeado indica o status da conexao entre o
servidor SnapCenter e o host do plug-in.

. ** Indica que n&o ha certificado CA habilitado ou atribuido ao host do plug-in.
* 5 * * Indica que o certificado da CA foi validado com éxito.
* [ * Indica que o certificado da CA nao pdde ser validado.

* f * * indica que as informacdes de conexdo ndo puderam ser recuperadas.

@ Quando o status € amarelo ou verde, as operacdes de protecao de dados sdo concluidas com
éxito.

Configure o ative Directory, LDAP e LDAPS

Registre dominios ndo confiaveis do ative Directory

Vocé deve Registrar o ative Directory com o servidor SnapCenter para gerenciar hosts,
usuarios e grupos de varios dominios n&o confiaveis do ative Directory.

O que vocé vai precisar
Protocolos LDAP e LDAPS

* Vocé pode Registrar os dominios de diretorio ativo ndo confiaveis usando o protocolo LDAP ou LDAPS.
* Vocé deve ter habilitado a comunicagao bidirecional entre os hosts do plug-in e o servidor SnapCenter.

* Aresolugdo DNS deve ser configurada do servidor SnapCenter para os hosts plug-in e vice-versa.
Protocolo LDAP
* O nome de dominio totalmente qualificado (FQDN) deve ser resolvido a partir do servidor SnapCenter.
Vocé pode Registrar um dominio nao confiavel com o FQDN. Se o FQDN nao for resolvido a partir do

servidor SnapCenter, vocé pode se Registrar com um endereco IP do controlador de dominio e isso deve
ser resolvido a partir do servidor SnapCenter.
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Protocolo LDAPS

* Os certificados CA sao necessarios para que o LDAPS fornega criptografia de ponta a ponta durante a
comunicacao do diretdrio ativo.

"Configure o certificado de cliente CA para LDAPS"

* Os nomes de host do controlador de dominio (DCHostName) devem ser acessiveis a partir do servidor
SnapCenter.

Sobre esta tarefa

* Vocé pode usar a interface de usuario do SnapCenter, cmdlets do PowerShell ou APl REST para Registrar
um dominio ndo confiavel.

Passos

—_

. No painel de navegacgao esquerdo, clique em Configuragoes.
. Na pagina Configuragdes, clique em Configuragdes globais.

2
3. Na pagina Configura¢des globais, clique em Configuragées de dominio.
4

. Clique * para Registrar um novo dominio.
5. Na pagina Registrar novo dominio, selecione LDAP ou LDAPS.

a. Se selecionar LDAP, especifique as informagdes necessarias para registar o dominio ndo fidedigno

para LDAP:

Para este campo... Faca isso...

Nome de dominio Especifique o nome NetBIOS para o dominio.
FQDN de dominio Especifique o FQDN e clique em resolver.
Enderecos IP do controlador de dominio Se o dominio FQDN né&o for resolvido a partir do

servidor SnapCenter, especifique um ou mais
enderecos |IP do controlador de dominio.

Para obter mais informacgdes, "Adicione IP do

controlador de dominio para dominio nao
confiavel da GUI"consulte .

b. Se selecionar LDAPS, especifique as informagdes necessarias para registar o dominio nao fidedigno

para LDAPS:

Para este campo... Faca isso...

Nome de dominio Especifique o nome NetBIOS para o dominio.
FQDN de dominio Especifique o FQDN.
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Para este campo... Faca isso...

Nomes de controlador de dominio Especifique um ou mais nomes de controlador de

dominio e clique em resolver.

Enderecos IP do controlador de dominio Se os nomes do controlador de dominio nao
forem solucionaveis a partir do servidor
SnapCenter, vocé deve corrigir as resolugdes
DNS.

6. Clique em OK.

Configure o certificado de cliente CA para LDAPS

Vocé deve configurar o certificado de cliente CA para LDAPS no servidor SnapCenter

quando o LDAPS do ative Directory do Windows estiver configurado com os certificados

de CA.

Passos

1. Va para o console de gerenciamento da Microsoft (MMC) e clique em File > Add/Remove Snapin.
Na janela Adicionar ou remover snap-ins, selecione certificados e clique em Adicionar.

Na janela de snap-in certificados, selecione a opgédo conta de computador e clique em concluir.

> w N

Clique em raiz da consola > certificados — computador local > autoridades de Certificagdo raiz
fidedignas > certificados.

5. Clique com o botéo direito do rato na pasta "autoridades de Certificacado de raiz fidedigna" e selecione
todas as tarefas > Importar para iniciar o assistente de importagao.

6. Conclua o assistente da seguinte forma:

Nesta janela do assistente... Faca o seguinte...

Na segunda pagina do assistente Cliqgue em Browse, selecione o root Certificate e
clique em Next.

Concluir o Assistente de importagao de certificados Revise o resumo e clique em Finish para iniciar a
importacao.

7. Repita os passos 5 e 6 para os certificados intermédios.

Configurar alta disponibilidade

Configurar servidores SnapCenter para alta disponibilidade usando o F5

Para oferecer suporte a alta disponibilidade (HA) no SnapCenter, € possivel instalar o
balanceador de carga F5. O F5 permite que o servidor SnapCenter suporte
configuragdes ativo-passivo em até dois hosts que estdo no mesmo local. Para usar o
balanceador de carga F5 no SnapCenter, vocé deve configurar os servidores
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SnapCenter e configurar o balanceador de carga F5.

Se vocé atualizou a partir do SnapCenter 4,2.x e estava usando anteriormente o
balanceamento de carga de rede (NLB), vocé pode continuar usando essa configuragéo ou
switch para F5.

A imagem do fluxo de trabalho lista as etapas para configurar os servidores SnapCenter para alta
disponibilidade usando o balanceador de carga F5. Para obter instrugdes detalhadas, "Como configurar
servidores SnapCenter para alta disponibilidade usando o balanceador de carga F5" consulte .

Identify two existing SnapCenter Servers,
or install SnapCenter Server (SC1) on
host1 and SnapCenter Server (SC2) on
host2.

.

Export SnapCenter certificates for SC1
and SC2.

.

Configure F5 Load Balancer for
SnapCenter Servers and disable the 5C2
node member.

v

Import SnapCenter certificates into F5
Load Balancer.

;

Configure an F5 cluster in SnapCenter
between 5C1 and 5C2.

v

Enable 5C2 node member.

Vocé deve ser membro do grupo Administradores locais nos servidores SnapCenter (além de ser atribuido a
fungdo SnapCenterAdmin) para usar os seguintes cmdlets para adicionar e remover clusters F5:

e Add-SmServerCluster
e Add-SmServer

* Remover-SmServerCluster

Para obter mais informacgoes, "Guia de referéncia de cmdlet do software SnapCenter"consulte .

Informago6es adicionais de configuragao do F5

* Depois de instalar e configurar o SnapCenter para alta disponibilidade, edite o atalho da area de trabalho
do SnapCenter para apontar para o IP do cluster F5.

» Se ocorrer um failover entre servidores SnapCenter e houver também uma sessao do SnapCenter
existente, vocé devera fechar o navegador e fazer logon no SnapCenter novamente.
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* Na configuragdo do balanceador de carga (NLB ou F5), se vocé adicionar um né parcialmente resolvido
pelo né NLB ou F5 e se 0 né SnapCenter nao conseguir alcangar esse no, a pagina do host do
SnapCenter alternara entre hosts inativos e o estado em execugado com frequéncia. Para resolver esse
problema, vocé deve garantir que ambos os nés do SnapCenter sejam capazes de resolver o host no né
NLB ou F5.

* Os comandos SnapCenter para configuragdes de MFA devem ser executados em todos os nos. A
configuragao do grupo dependente deve ser feita no servidor AD FS (Servigos de Federagao do ative
Directory) usando os detalhes do cluster F5. O acesso a IU do SnapCenter no nivel do né sera bloquead
apos a ativagéo do MFA.

» Durante o failover, as configuragées do log de auditoria ndo seréao refletidas no segundo né. Portanto,
vocé deve repetir manualmente as configuragdes de log de auditoria no n6 passivo F5 quando ele se
tornar ativo.

Configure o Microsoft Network Load Balancer manualmente

Vocé pode configurar o balanceamento de carga de rede (NLB) da Microsoft para
configurar o SnapCenter High Availability. A partir do SnapCenter 4,2, vocé deve
configurar manualmente o NLB fora da instalagdo do SnapCenter para alta
disponibilidade.

Para obter informagdes sobre como configurar o NLB (balanceamento de carga de rede) com o SnapCenter,
"Como configurar o NLB com o SnapCenter"consulte .

@ SnapCenter 4.1.1 ou configuragéo anterior suportada de balanceamento de carga de rede
(NLB) durante a instalagédo do SnapCenter.

Mude de NLB para F5 para obter alta disponibilidade

Vocé pode alterar sua configuragdo do SnapCenter HA de balanceamento de carga de
rede (NLB) para usar o balanceador de carga F5.

Passos

1. Configurar servidores SnapCenter para alta disponibilidade usando o F5. "Saiba mais".
. No host do servidor SnapCenter, inicie o PowerShell.

. Inicie uma sessao usando o cmdlet Open-SmConnection e insira suas credenciais.

AW DN

. Atualize o servidor SnapCenter para apontar para o endereco IP do cluster F5 usando o cmdlet Update-
SmServerCluster.

As informacgdes sobre os parametros que podem ser usados com o cmdlet e suas descrigdes podem ser
obtidas executando get-Help command_name. Em alternativa, pode também consultar o "Guia de
referéncia de cmdlet do software SnapCenter".

Alta disponibilidade para o repositério SnapCenter MySQL

Replicagdo MySQL é um recurso do MySQL Server que permite replicar dados de um
servidor de banco de dados MySQL (master) para outro servidor de banco de dados
MySQL (slave). O SnapCenter oferece suporte a replicacdo MySQL para alta

o
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disponibilidade somente em dois nés habilitados para balanceamento de carga de rede
(NLB-enabled).

O SnapCenter executa operagdes de leitura ou gravagao no repositorio mestre e roteia sua conexao para o
repositorio escravo quando ha uma falha no repositério mestre. O repositorio slave entao se torna o
repositério master. O SnapCenter também da suporte a replicacdo reversa, que é ativada somente durante o
failover.

Para usar o recurso de alta disponibilidade (HA) do MySQL, vocé deve configurar o Network Load Balancer
(NLB) no primeiro né. O repositério MySQL é instalado neste né como parte da instalacdo. Ao instalar o
SnapCenter no segundo ng, vocé deve se juntar ao F5 do primeiro n6 e criar uma cépia do repositorio MySQL
no segundo no.

O SnapCenter fornece os cmdlets get-SmRepositoryConfig e set-SmRepositoryConfig do PowerShell para
gerenciar a replicagdo do MySQL.

As informacgdes sobre os parametros que podem ser usados com o cmdlet e suas descrigdes podem ser
obtidas executando get-Help command_name. Em alternativa, pode também consultar o "Guia de referéncia
de cmdlet do software SnapCenter".

Vocé deve estar ciente das limitacdes relacionadas ao recurso HA do MySQL:

* NLB e MySQL HA nao sao suportados além de dois nds.

* Mudar de uma instalagao autbnoma do SnapCenter para uma instalagao NLB ou vice-versa e mudar de
uma configuragdo autdbnoma do MySQL para o MySQL HA nao séo suportados.

O failover automatico n&o é suportado se os dados do repositério secundario nao forem sincronizados
com os dados do repositorio principal.

Vocé pode iniciar um failover forgcado usando o cmdlet Set-SmRepositoryConfig.
» Quando o failover € iniciado, os trabalhos que estdo em execug¢ao podem falhar.
Se o failover acontecer porque o servidor MySQL ou o servidor SnapCenter estdo inoperantes, os

trabalhos que estdo em execucao podem falhar. Apds o failover para o segundo no, todos os trabalhos
subsequentes sao executados com éxito.

Para obter informagdes sobre como configurar a alta disponibilidade, "Como configurar o NLB e o ARR com o
SnapCenter" consulte .

Exportar certificados SnapCenter
Passos

1. Va para o console de gerenciamento da Microsoft (MMC) e clique em File > Add/Remove Snap-in.
Na janela Adicionar ou remover snap-ins, selecione certificados e clique em Adicionar.

Na janela de snap-in certificados, selecione a opgdo minha conta de usuario e clique em concluir.

A 0N

Clique em raiz da consola > certificados - Utilizador atual > autoridades de Certificagao raiz
fidedignas > certificados.

5. Clique com o botéo direito do rato no certificado que tem o0 Nome amigavel do SnapCenter e selecione
todas as tarefas > Exportar para iniciar o assistente de exportagao.
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6. Conclua o assistente da seguinte forma:

Nesta janela do assistente...

Exportar chave privada

Exportar formato de ficheiro

Seguranga

Ficheiro a exportar

Concluir o Assistente de exportagao de certificados

Resultados

Os certificados sao exportados no formato .pfx.

Faga o seguinte...

Selecione a opcdo Sim, exporte a chave privada
clique em Avangar.

Nao faga alteragdes; cligue em seguinte.

Especifique a nova senha a ser usada para o
certificado exportado e clique em Avangar.

Especifique um nome de arquivo para o certificado
exportado (vocé deve usar .pfx) e clique em Next.

Revise o resumo e clique em Finish para iniciar a
exportacao.

Configurar controles de acesso baseados em fungao

(RBAC)

Adicione um usuario ou grupo e atribua fungoées e ativos

Para configurar o controle de acesso baseado em fungdo para usuarios do SnapCenter,
vocé pode adicionar usuarios ou grupos e atribuir funcao. A funcdo determina as opgdes
que os usuarios do SnapCenter podem acessar.

O que vocé vai precisar

» Vocé deve ter feito login como a fungéo "SnapCenterAdmin".

e

» Vocé deve ter criado as contas de usuario ou grupo no ative Directory no sistema operacional ou banco de
dados. Vocé nao pode usar o SnapCenter para criar essas contas.

No SnapCenter 4,5, vocé pode incluir apenas os seguintes carateres especiais em nomes
de usuario e nomes de grupo: Espaco (), hifen (-), sublinhado (_) e dois pontos (:). Se vocé
quiser usar uma fungao que vocé criou em uma versao anterior do SnapCenter com esses
@ carateres especiais, vocé pode desativar a validacdo do nome da funcao alterando o valor
do parametro 'DisableSQLInjectionValidation' para true no arquivo web.config localizado
onde o SnapCenter esta instalado. Depois de modificar o valor, ndo é necessario reiniciar o

servico.

* O SnapCenter inclui varias fungdes predefinidas.

Vocé pode atribuir essas fungdes ao usuario ou criar novas fungdes.
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« Os usuarios DE ANUNCIOS e grupos de AD adicionados ao RBAC do SnapCenter devem ter a permissao
DE LEITURA no contentor usuarios e no contentor computadores no ative Directory.

* Depois de atribuir uma fungédo a um usuario ou grupo que contenha as permissdes apropriadas, vocé deve
atribuir o acesso do usuario aos ativos do SnapCenter, como hosts e conexdes de armazenamento.

Isso permite que os usuarios executem as acdes para as quais eles tém permissdes nos ativos que séo
atribuidos a eles.

* Vocé deve atribuir uma fungédo ao usuario ou grupo em algum momento para aproveitar as permissoes e
eficiéncias do RBAC.

» Vocé pode atribuir ativos como host, grupos de recursos, politica, conexado de armazenamento, plug-in e
credencial ao usuario ao criar 0 usuario ou grupo.

» Os ativos minimos que vocé deve atribuir a um usuario para executar determinadas operacdes séo os
seguintes:

Operagao Atribuicao de ativos

Proteger recursos host, politica

Backup host, grupo de recursos, politica
Restaurar host, grupo de recursos

Clone host, grupo de recursos, politica
Ciclo de vida do clone host

Crie um Grupo de recursos host

* Quando um novo no é adicionado a um cluster do Windows ou a um ativo DAG (Exchange Server
Database Availability Group) e se esse novo no for atribuido a um usuario, vocé deve reatribuir o ativo ao
usuario ou grupo para incluir o novo né ao usuario ou grupo.

Vocé deve reatribuir o usuario ou grupo RBAC ao cluster ou DAG para incluir o novo né ao usuario ou
grupo RBAC. Por exemplo, vocé tem um cluster de dois nés e atribuiu um usuario ou grupo RBAC ao

cluster. Ao adicionar outro né ao cluster, vocé deve reatribuir o usuario ou grupo RBAC ao cluster para
incluir o novo no para o usuario ou grupo RBAC.

» Se vocé estiver planejando replicar copias Snapshot, atribua a conexao de storage para o volume de
origem e destino ao usuario que esta realizando a operagéao.

Vocé deve adicionar ativos antes de atribuir acesso aos usuarios.

Se vocé estiver usando o plug-in do SnapCenter para fungdes do VMware vSphere para
proteger VMs, VMDKSs ou datastores, use a GUI do VMware vSphere para adicionar um usuario

@ do vCenter a uma fungéo do SnapCenter Plug-in para VMware vSphere. Para obter
informacdes sobre as fungdes do VMware vSphere, "Funcoes predefinidas empacotadas com o
plug-in SnapCenter para VMware vSphere" consulte .

Passos
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1. No painel de navegacao esquerdo, clique em Configuragoes.

2. Na pagina Configuragdes, clique em usuarios e acesse >4 * *.

3. Na pagina Adicionar usuarios/grupos do ative Directory ou grupo de trabalho:

Para este campo...

Tipo de acesso

Tipo

Nome de utilizador

Funcoes

Faca isso...

Selecione dominio ou grupo de trabalho

Para o tipo de autenticagao de dominio, vocé deve
especificar o nome de dominio do usuario ou grupo

ao qual deseja adicionar o usuario a uma funcao.

Por padrao, ele é pré-preenchido com o nome de
dominio conetado.

Tem de registar o dominio ndo

@ fidedigno na na pagina Definicoes >
Definigoes globais > Definigoes de
dominio.

Selecione Usuario ou Grupo

O SnapCenter suporta apenas o

@ grupo de seguranga e ndo o0 grupo
de distribuicéo.

a. Digite o nome de usuario parcial e clique em
Add.

@ O nome de usuario diferencia
maiusculas de minusculas.

b. Selecione o nome de utilizador na lista de
pesquisa.

Quando vocé adiciona usuarios de
um dominio diferente ou de um

@ dominio n&o confiavel, vocé deve
digitar o nome de usuario totalmente
porque nao ha lista de pesquisa para
usuarios de varios dominios.

Repita esta etapa para adicionar usuarios ou
grupos adicionais a fungao selecionada.

Selecione a fungéo a qual deseja adicionar o
usuario.

4. Clique em Assign e, em seguida, na pagina Assign Assets (atribuir ativos):
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a. Selecione o tipo de ativo na lista suspensa Ativo.

b. Na tabela Ativo, selecione o ativo.
Os ativos sao listados somente se o usuario tiver adicionado os ativos ao SnapCenter.

c. Repita este procedimento para todos os ativos necessarios.
d. Clique em Salvar.

5. Clique em Enviar.

Depois de adicionar usuarios ou grupos e atribuir fungdes, atualize a lista recursos.

Crie uma fungao

Além de usar as fungdes existentes do SnapCenter, vocé pode criar suas proprias
funcdes e personalizar as permissoes.

Vocé deve ter feito login como a fungéo "SnapCenterAdmin".
Passos

1. No painel de navegacgao esquerdo, clique em Configuragoes.
Na pagina Configuragdes, clique em fungoes.

Clique +em.

> w0 N

Na pagina Adicionar fungao, especifique um nome e uma descri¢ao para a nova fungao.

No SnapCenter 4,5, vocé pode incluir apenas os seguintes carateres especiais em nomes
de usuario e nomes de grupo: Espaco (), hifen (-), sublinhado (_) e dois pontos (:). Se vocé
quiser usar uma funcao que vocé criou em uma versao anterior do SnapCenter com esses

@ carateres especiais, vocé pode desativar a validagdo do nome da funcao alterando o valor
do parametro 'DisableSQLInjectionValidation' para true no arquivo web.config localizado
onde o SnapCenter esta instalado. Depois de modificar o valor, ndo € necessario reiniciar o
Servigo.

5. Selecione todos os membros desta fungdao podem ver objetos de outros membros para permitir que
outros membros da fungdo vejam recursos como volumes e hosts depois que eles atualizarem a lista de
recursos.

Vocé deve desmarcar essa opgao se nao quiser que os membros dessa fungéo vejam objetos aos quais
outros membros sao atribuidos.

Quando essa opcao esta ativada, a atribuicdo de acesso aos usuarios a objetos ou
recursos nao € necessaria se 0s usuarios pertencerem a mesma fungao que o usuario que
criou os objetos ou recursos.

6. Na pagina permissdes, selecione as permissdes que vocé deseja atribuir a fungdo ou clique em
Selecionar tudo para conceder todas as permissées a funcao.

7. Clique em Enviar.
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Adicione uma fungao ONTAP RBAC usando comandos de login de seguranga

Use os comandos de login de segurancga para adicionar uma funcdo RBAC do ONTAP
quando seus sistemas de storage estiverem executando o Clustered ONTAP.

O que vocé vai precisar
* Antes de criar uma fungdo RBAC do ONTAP para sistemas de storage que executam o Clustered ONTAP,
€ necessario identificar o seguinte:
o Atarefa (ou tarefas) que vocé deseja executar
> O Privileges necessario para executar essas tarefas

+ A configuragédo de uma fungédo RBAC exige que vocé execute as seguintes agdes:
o Conceda Privileges aos comandos e/ou diretdrios de comando.
Existem dois niveis de acesso para cada diretério de comando/comando: All-Access e somente leitura.
Vocé deve sempre atribuir primeiro o All-Access Privileges.

o Atribua funcdes aos usuarios.

> Varie a configuragao dependendo se os plug-ins do SnapCenter estao conetados ao IP do
administrador de cluster para todo o cluster ou diretamente conetados a um SVM no cluster.

Sobre esta tarefa

Para simplificar a configuracéo dessas fungcbes em sistemas de storage, vocé pode usar a ferramenta Criador
de usuarios do RBAC para Data ONTAP, publicada no Féorum de Comunidades do NetApp.

Esta ferramenta lida automaticamente com a configuragao correta do ONTAP Privileges. Por exemplo, a
ferramenta Criador de Usuario RBAC para Data ONTAP adiciona automaticamente o Privileges na ordem
correta para que o Privileges de Acesso total aparega primeiro. Se vocé adicionar primeiro o Privileges
somente leitura e depois adicionar o Privileges All-Access, o ONTAP marca o Privileges All-Access como
duplicatas e os ignora.

Se vocé atualizar mais tarde o SnapCenter ou o ONTAP, execute novamente a ferramenta
Criador de usuarios do RBAC para Data ONTAP para atualizar as fungbes de usuario criadas

@ anteriormente. As fungdes de usuario criadas para uma versao anterior do SnapCenter ou do
ONTAP nao funcionam corretamente com versdes atualizadas. Quando vocé executa
novamente a ferramenta, ela manipula automaticamente a atualizacédo. Vocé nao precisa recriar
0s papéeis.

Para obter mais informagbes sobre como configurar fungbes RBAC do ONTAP, consulte "Guia de autenticagao
do administrador da ONTAP 9 e alimentacdo RBAC".

Para consisténcia, a documentagédo do SnapCenter refere-se as fungdes como usando o
@ Privileges. A GUI do OnCommand System Manager usa o termo attribute em vez de Privilege.
Ao configurar fungbes RBAC do ONTAP, esses dois termos significam a mesma coisa.

Passos

1. No sistema de armazenamento, crie uma nova fungao inserindo o seguinte comando:
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security login role create <role name\> -cmddirname "command" -access all
-vserver <svm name\>
o> SVM_name é o nome do SVM. Se vocé deixar isso em branco, o padrao sera administrador do cluster.
> role_name é o nome que vocé especifica para a funcao.

o Comando é a capacidade ONTAP.

@ Vocé deve repetir este comando para cada permissao. Lembre-se de que os comandos
All-Access devem ser listados antes dos comandos somente leitura.

Para obter informacgdes sobre a lista de permissoes, "Comandos CLI do ONTAP para criar fungdes e
atribuir permissdes"consulte .

2. Crie um nome de usuario digitando o seguinte comando:

security login create -username <user name\> -application ontapi -authmethod
<password\> -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"
o user_name é o nome do usuario que vocé esta criando.
o <password> é a sua palavra-passe. Se vocé nao especificar uma senha, o sistema solicitara uma.
> SVM_name é o nome do SVM.
3. Atribua a fungao ao utilizador introduzindo o seguinte comando:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod <password\>

o <user_name> € o nome do usuario que vocé criou na Etapa 2. Este comando permite modificar o
usuario para associa-lo a fungao.

o <svm_name> &€ o nome do SVM.
o <role_name> é o nome da fungéo que vocé criou na Etapa 1.
o <password> é a sua palavra-passe. Se vocé nao especificar uma senha, o sistema solicitara uma.

4. Verifique se o usuario foi criado corretamente digitando o seguinte comando:
security login show -vserver <svm name\> -user-or-group-name <user name\>

User_name € o nome do usuario que vocé criou na Etapa 3.

Criar fungées do SVM com Privileges minimo

Ha varios comandos de CLI do ONTAP que vocé deve executar ao criar uma funcao para
um novo usuario do SVM no ONTAP. Essa fung¢ao & necessaria se vocé configurar SVMs
no ONTAP para usar com o SnapCenter e ndo quiser usar a fungéo vsadmin.

Passos

1. No sistema de storage, crie uma fungao e atribua todas as permissées a fungao.

34



security login role create -vserver <svm name\>- role <SVM Role Name\>

-cmddirname <permission\>

®

Vocé deve repetir este comando para cada permissao.

2. Crie um usuario e atribua a fungdo a esse usuario.

security login create -user <user name\> -vserver <svm name\> -application

ontapi -authmethod password -role <SVM Role Name\>

Desbloquear o utilizador.

security login unlock -user <user name\> -vserver <svm name\>

Comandos CLI do ONTAP para criar fungoes SVM e atribuir permissoes

Existem varios comandos de CLI do ONTAP que vocé deve executar para criar funcbées SVM e atribuir
permissoes.

security login role create -vserver SVM Name

"snapmirror list-destinations" -access all

security login role create -vserver SVM Name
"event generate—-autosupport-log"

security login role create -vserver SVM Name

"job history show" -access all

security login role
"job stop"

security login role

"lun" -access all

security login role
"lun create"

security login role
"lun delete"

security login role

—-access all

—-access all

—-access all

"lun igroup add" -access all

security login role
"lun igroup create"

security login role
"lun igroup delete"

security login role
"lun igroup rename"

security login role

-role
-role
—access all

-role
create -vserver SVM Name -role
create -vserver SVM Name -role
create -vserver SVM name -role
create -vserver SVM name -role
create -vserver SVM name -role
create -vserver SVM name -role
—access all
create -vserver SVM name -role
—access all
create -vserver SVM name -role
—access all
create -vserver SVM name -role

"lun igroup show" -access all

security login role

Ccreate -vserver

SVM name -role

"lun mapping add-reporting-nodes" -access all

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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security login role create -vserver SVM Name
"lun mapping create" -access all

security login role create -vserver SVM name
"lun mapping delete" -access all

security login role create -vserver SVM name
"lun mapping remove-reporting-nodes" -access

security login role create -vserver SVM name

"lun mapping show" -access all

security login role create -vserver SVM name

"lun modify" -access all

security login role create -vserver SVM name

"lun move-in-volume" -access all

security login role create -vserver SVM name
"lun offline" -access all

security login role create
"lun online" -access all

-vserver SVM name

security login role create
-access all

-vserver SVM name
"lun resize"

security login role create
"lun serial" -access all

-vserver SVM name

security login role create
"lun show" -access all

-vserver SVM name

security login role create -vserver SVM Name
"network interface" -access readonly

security login role create -vserver SVM name
"snapmirror policy add-rule" -access all

security login role create -vserver SVM name
"snapmirror policy modify-rule" -access all

security login role create -vserver SVM name
"snapmirror policy remove-rule" -access all

security login role create -vserver SVM name
"snapmirror policy show" -access all

security login role create -vserver SVM name
"snapmirror restore" -access all

security login role create -vserver SVM name
"snapmirror show" -access all

security login role create -vserver SVM Name
"snapmirror show-history" -access all

security login role create -vserver SVM name
"snapmirror update" -access all

security login role create -vserver SVM name

-role

-role

-role

all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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"snapmirror update-ls-set" -access all

security login role create -vserver SVM name

"version" -access all

security login role create -vserver SVM name
"volume clone create" -access all

security login role
"volume clone show"

create -vserver SVM name
—access all

security login role
"volume clone split

create -vserver SVM name
start" -access all

security login role create -vserver SVM name

"volume clone split stop" -access all

security login role create -vserver SVM name

"volume create" -access all

security login role create -vserver SVM name

"volume destroy" -access all

security login role create -vserver SVM name

"volume file clone create" -access all

security login role create -vserver SVM name
"volume file show-disk-usage" -access all

security login role create -vserver SVM name
"volume modify" -access all

security login role create -vserver SVM name

"volume offline" -access all

security login role create -vserver
"volume online" -access all

SVM name

security login role create -vserver
"volume gtree create" -access all

SVM name

security login role create -vserver
"volume gtree delete" -access all

SVM name

security login role create -vserver
"volume gtree modify" -access all

SVM name

security login role create -vserver
"volume gtree show" -access all

SVM_ name

security login role create -vserver
—access all

SVM name
"volume restrict"

security login role create -vserver
"volume show" -access all

SVM name

security login role create -vserver SVM name

"volume snapshot create" -access all

security login role create -vserver SVM name

"volume snapshot delete" -access all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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security login role create -vserver SVM name
"volume snapshot modify" -access all

-role

security login role create -vserver SVM name -role
"volume snapshot rename" -access all

security login role create -vserver SVM name -role
"volume snapshot restore" -access all

security login role create -vserver SVM name -role
"volume snapshot restore-file" -access all
security login role create -vserver SVM name -role
"volume snapshot show" -access all

security login role create -vserver SVM name -role
"volume unmount" -access all

security login role create -vserver SVM name -role
"vserver cifs share create" -access all

security login role create -vserver SVM name -role
"vserver cifs share delete" -access all

security login role create -vserver SVM name -role
"vserver cifs share show" -access all

security login role create -vserver SVM name -role
"vserver cifs show" -access all

security login role create -vserver SVM name -role
"vserver export-policy create" -access all
security login role create -vserver SVM name -role
"vserver export-policy delete" -access all
security login role create -vserver SVM name -role
"vserver export-policy rule create" -access all
security login role create -vserver SVM name -role
"vserver export-policy rule show" -access all
security login role create -vserver SVM name -role
"vserver export-policy show" -access all

security login role create -vserver SVM Name -role
"vserver iscsi connection show" -access all
security login role create -vserver SVM name -role
"vserver" -access readonly

security login role create -vserver SVM name -role
"vserver export-policy" -access all

security login role create -vserver SVM name -role
"vserver iscsi" -access all

security login role create -vserver SVM Name -role
"volume clone split status" -access all

security login role create -vserver SVM name -role

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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"volume managed-feature"

Passos

—-access all

Criar fungoes de cluster do ONTAP com Privileges minimo

1. No sistema de storage, crie uma fungao e atribua todas as permissdes a fungao.

Vocé deve criar uma funcgao de cluster do ONTAP com Privileges minimo para que vocé
nao precise usar a funcdo de administrador do ONTAP para executar operacdes no
SnapCenter. Vocé pode executar varios comandos de CLI do ONTAP para criar a funcéo
de cluster do ONTAP e atribuir Privileges minimo.

security login role create -vserver <cluster name\>- role <role name\>
-cmddirname <permission\>

®

2. Crie um usuario e atribua a fungao a esse usuario.

Vocé deve repetir este comando para cada permissao.

security login create -user <user name\> -vserver <cluster name\> -application
ontapi -authmethod password -role <role name\>

. Desbloquear o utilizador.

security login unlock -user <user name\> -vserver <cluster name\>

Comandos de CLI do ONTAP para criar fungées de cluster e atribuir permissoes

security login role create -vserver Cluster name or cluster name

Role Name -cmddirname "metrocluster show" -access readonly

security login role create -vserver Cluster name or cluster name

Role Name -cmddirname "cluster identity modify" -access all

security
"cluster

security
"cluster

security
"cluster

security
"cluster

security

login role create -vserver
identity show" -access all

login role create -vserver Cluster name

modify" -access all

login role create -vserver Cluster name

peer show" -access all

login role create -vserver Cluster name

show" -access all

login role create -vserver Cluster name

"event generate-autosupport-log" -access all

security

login role create -vserver Cluster name

-role

-role

-role

-role

-role

Cluster name -role Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Ha varios comandos de CLI do ONTAP que vocé deve executar para criar fungdes de cluster e atribuir
permissoes.

-role

-role

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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"job history show" -access all

security login role create -vserver Cluster name
"job stop" -access all

security login role create -vserver Cluster name
"lun" -access all

security login role create -vserver Cluster name
"lun create" -access all

security login role create -vserver Cluster name

"lun delete" -access all

security login role create -vserver Cluster name

"lun igroup add" -access all

security login role create -vserver Cluster name

"lun igroup create" -access all

security login role create -vserver Cluster name

"lun igroup delete" -access all

security login role create -vserver Cluster name

"lun igroup modify" -access all

security login role create -vserver Cluster name

"lun igroup rename" -access all

security login role create -vserver Cluster name

"lun igroup show" -access all

security login role create -vserver Cluster name
"lun mapping add-reporting-nodes" -access all

security login role create -vserver Cluster name
"lun mapping create" -access all

security login role create -vserver Cluster name
"lun mapping delete" -access all

security login role create -vserver Cluster name

"lun mapping remove-reporting-nodes" -access all
security login role create -vserver Cluster name
"lun mapping show" -access all

security login role create -vserver Cluster name
"lun modify" -access all

security login role create -vserver Cluster name

"lun move-in-volume" -access all

security login role create -vserver
"lun offline"™ -access all

Cluster name

security login role create -vserver Cluster name

"lun online" -access all

security login role create -vserver Cluster name
"lun persistent-reservation clear" -access all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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security login role create -vserver Cluster name

"lun resize" -access all

security login role create -vserver Cluster name

"lun serial" -access all

security login role create -vserver Cluster name

"lun show" -access all

security login role create -vserver Cluster name
"network interface create" -access readonly
security login role create -vserver Cluster name
"network interface delete" -access readonly
security login role create -vserver Cluster name
"network interface modify" -access readonly
security login role create -vserver Cluster name
"network interface show" -access readonly
security login role create -vserver Cluster name
"security login" -access readonly

-role

-role

-role

-role

-role

-role

-role

-role

security login role create -role Role Name -cmddirname

-vserver Cluster name -access all

security login role create -role Role Name -cmddirname

destinations" -vserver Cluster name -access all

security login role create -vserver Cluster name
"snapmirror policy add-rule" -access all

security login role create -vserver Cluster name

"snapmirror policy create" -access all

security login role create
"snapmirror policy delete"

-vserver Cluster name
—-access all

security login role create -vserver Cluster name

"snapmirror policy modify" -access all

security login role create -vserver Cluster name
"snapmirror policy modify-rule" -access all

security login role create -vserver Cluster name
"snapmirror policy remove-rule" -access all

security login role create -vserver Cluster name
"snapmirror policy show" -access all

security login role create -vserver Cluster name
"snapmirror restore" -access all

security login role create -vserver Cluster name
"snapmirror show" -access all

security login role create -vserver Cluster name
"snapmirror show-history" -access all

security login role create -vserver Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

"snapmirror create"

"snapmirror list-

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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"snapmirror update" -access all

security login role create -vserver Cluster name
"snapmirror update-ls-set" -access all

security login role create -vserver Cluster name
"system license add" -access all

security login role create -vserver Cluster name
"system license clean-up" -access all

security login role create -vserver Cluster name
"system license delete" -access all

security login role create -vserver Cluster name
"system license show" -access all

security login role create -vserver Cluster name
"system license status show" -access all

security login role create -vserver Cluster name
"system node modify" -access all

security login role create -vserver Cluster name

"system node show" -access all

security login role create -vserver Cluster name

"system status show" -access all

security login role create -vserver Cluster name

"version" -access all

security login role create -vserver Cluster name

"volume clone create" -access all

security login role create

"volume clone show"

-vserver Cluster name

—-access all

security login role
"volume clone split

Create -vserver Cluster_name
start" -access all

security login role
"volume clone split

create -vserver Cluster name
stop" -access all

security login role
"volume create"

create -vserver Cluster_name
—-access all

security login role create -vserver Cluster name
"volume destroy" -access all

security login role create -vserver Cluster name
"volume file clone create" -access all

security login role create -vserver Cluster name
"volume file show-disk-usage" -access all

security login role create -vserver Cluster name
"volume modify" -access all

security login role create -vserver Cluster name

"volume offline" -access all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname



security login role create -vserver

"volume online" -access all

security login role create -vserver

"volume gtree create" -access all

security login role create -vserver

"volume gtree delete" -access all

security login role create -vserver
"volume gtree modify" -access all

security login role create -vserver

"volume gtree show" -access all

security login role create -vserver

"volume restrict" -access all

security login role create -vserver
"volume show" -access all

security login role create -vserver

"volume snapshot create" -access all

security login role create -vserver

"volume snapshot delete" -access all

security login role create -vserver

"volume snapshot modify" -access all

security login role create -vserver
"volume snapshot promote"

security login role create -vserver
"volume snapshot rename"

security login role create -vserver
"volume snapshot restore"

security login role create -vserver

—-access all

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

—-access all

Cluster name

Cluster name

—-access all

Cluster name

"volume snapshot restore-file" -access all

security login role create -vserver

"volume snapshot show" -access all

security login role create -vserver

"volume unmount" -access all

security login role create -vserver

"vserver" -access all

security login role create -vserver
"vserver cifs create" -access all
security login role create -vserver
"vserver cifs delete" -access all
security login role create -vserver
"vserver cifs modify" -access all
security login role create -vserver

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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"vserver cifs share modify" -access all

® security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share create" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share delete" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share modify" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share show" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs show" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver create" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy create" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy delete" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule create" -access all

® security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule delete" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule modify" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule show" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy show" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver iscsi connection show" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver modify" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver show" -access all

Configure pools de aplicativos do IIS para habilitar permissoées de leitura do ative
Directory

Vocé pode configurar os Servigos de informagdes da Internet (IIS) no servidor Windows
para criar uma conta de pool de aplicativos personalizada quando precisar ativar as
permissoes de leitura do ative Directory para o SnapCenter.

Passos
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. Abra o Gerenciador do IIS no servidor Windows em que o SnapCenter esta instalado.
2. No painel de navegacao esquerdo, clique em pools de aplicativos.

3. Selecione SnapCenter na lista pools de aplicativos e clique em Configuragdes avangadas no painel
acgoes.

4. Selecione identidade e, em seguida, clique em ... para editar a identidade do conjunto de aplicagdes
SnapCenter.

5. No campo conta personalizada, insira um nome de usuario de dominio ou conta de administrador de
dominio com permissao de leitura do ative Directory.

6. Clique em OK.

A conta personalizada substitui a conta ApplicationPoolldentity incorporada para o pool de aplicativos do
SnapCenter.

Configurar as definicoes do registo de auditoria

Os logs de auditoria sdo gerados para cada atividade do servidor SnapCenter. Por
padrao, os logs de auditoria sdo protegidos no local instalado padréao C: Arquivos de
programas/NetApp/SnapCenter WebApp/audit.

Os logs de auditoria séo protegidos por meio da geragao de resumos assinados digitalmente para cada
evento de auditoria para protegé-lo da modificagdo nao autorizada. Os resumos gerados sdo mantidos no
arquivo de checksum de auditoria separado e em seguida séo verificagdes periddicas de integridade para
garantir a integridade do conteudo.

Vocé deve ter feito login como a fungéo "SnapCenterAdmin".

Sobre esta tarefa

* Os alertas sao enviados nos seguintes cenarios:

> O agendamento de verificagdo da integridade do log de auditoria ou o servidor Syslog esta ativado ou
desativado

o Verificagao de integridade do log de auditoria, log de auditoria ou falha de log do servidor Syslog
> Baixo espago em disco
* O e-mail é enviado somente quando a verificagao de integridade falhar.

* Vocé deve modificar os caminhos do diretério de log de auditoria e do diretério de log de checksum de
auditoria juntos. Vocé nado pode modificar apenas um deles.

* Quando os caminhos do diretério de log de auditoria e do diretdrio de log de checksum de auditoria séo
modificados, a verificagao de integridade ndo pode ser realizada em logs de auditoria presentes no local
anterior.

* Os caminhos do diretdrio de log de auditoria e do diretério de log de verificagdo de auditoria devem estar
na unidade local do servidor SnapCenter.

Unidades compartilhadas ou montadas em rede ndo sao suportadas.

» Se o protocolo UDP for usado nas configuragdes do servidor Syslog, os erros devido a porta estéo inativos
ou ndo podem ser capturados como um erro ou um alerta no SnapCenter.

* Vocé pode usar os comandos Set-SmAuditSettings e Get-SmAuditSettings para configurar os logs de
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auditoria.

As informacdes sobre os parametros que podem ser usados com o cmdlet e suas descricbes podem ser
obtidas executando Get-Help command_name. Alternativamente, vocé também pode consultar o "Guia de
referéncia de cmdlet do software SnapCenter".

Passos
1. Na péagina Configuracoes, navegue até Configuracdes > Configuragoes globais > Configuragées do
log de auditoria.
2. Na seccéao Registo de auditoria, introduza os detalhes.
3. Digite o diretorio Audit log e o diretério de log de checksum* de auditoria
a. Introduza o tamanho maximo do ficheiro
b. Introduza o maximo de ficheiros de registo
c. Insira a porcentagem de uso do espago em disco para enviar um alerta
4. (Opcional) Ativar Log UTC Time.
5. (Opcional) ative Audit Log Integrity Check Schedule e clique em Start Integrity Check para verificacéo

de integridade sob demanda.

Vocé também pode executar o comando Start-SmAuditintegrityCheck para iniciar a verificagéo de
integridade sob demanda.

6. (Opcional) ative os logs de auditoria encaminhados para o servidor syslog remoto e insira os detalhes do
servidor Syslog.

Vocé deve importar o certificado do servidor Syslog para o protocolo "Trusted Root' para TLS 1,2.

a. Introduza o sistema anfitrido do servidor Syslog
b. Introduza a porta do servidor Syslog
c. Introduza o protocolo Syslog Server
d. Introduza o formato RFC
7. Cliqgue em Salvar.

8. Vocé pode ver verificagdes de integridade de auditoria e verificagbes de espago em disco clicando em
Monitor > jobs.

Adicione sistemas de storage

Vocé deve configurar o sistema de armazenamento que da acesso a SnapCenter ao
armazenamento ONTAP ou ao Amazon FSX for NetApp ONTAP para executar
operacdes de protecado de dados e provisionamento.

Vocé pode adicionar um SVM independente ou um cluster composto de varios SVMs. Se vocé estiver usando
o0 Amazon FSX para NetApp ONTAP, vocé pode adicionar o FSX admin LIF composto por varias SVMs
usando a conta fsxadmin ou adicionar o FSX SVM no SnapCenter.

O que voceé vai precisar

* Vocé deve ter as permissdes necessarias na funcdo Administrador da infraestrutura para criar conexdes
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de armazenamento.

* Vocé deve garantir que as instalagbes do plug-in ndo estdo em andamento.

As instalagbes de plug-in do host ndo devem estar em andamento ao adicionar uma conexao de sistema
de armazenamento, pois o cache do host pode n&o ser atualizado e o status dos bancos de dados pode

ser exibido na GUI do SnapCenter como "néao disponivel para backup™ ou "ndo no armazenamento
NetApp".

* Os nomes do sistema de armazenamento devem ser exclusivos.

O SnapCenter ndo é compativel com varios sistemas de storage com o mesmo nome em clusters
diferentes. Cada sistema de storage com suporte do SnapCenter deve ter um nome exclusivo e um
endereco IP de LIF de dados exclusivo.

Sobre esta tarefa

* Ao configurar sistemas de armazenamento, também pode ativar as funcionalidades do sistema de Gestao
de Eventos (EMS) e do AutoSupport. A ferramenta AutoSupport coleta dados sobre a integridade do seu
sistema e envia automaticamente os dados para o suporte técnico da NetApp, permitindo que eles
solucionem o problema do seu sistema.

Se vocé habilitar esses recursos, o SnapCenter enviara informacgdes do AutoSupport para o sistema de
armazenamento e mensagens do EMS para o syslog do sistema de armazenamento quando um recurso
estiver protegido, uma operagao de restauragao ou clone terminar com éxito ou uma operacgao falhar.

» Se vocé estiver planejando replicar copias Snapshot para um destino da SnapMirror ou destino da
SnapVault, configure as conexdes do sistema de storage para o SVM ou cluster de destino, bem como o
SVM ou cluster de origem.

Se alterar a palavra-passe do sistema de armazenamento, os trabalhos agendados, as

@ operagOes de copia de seguranga a pedido e restauro poderao falhar. Depois de alterar a
palavra-passe do sistema de armazenamento, pode atualizar a palavra-passe clicando em
Modificar no separador armazenamento.

Passos

1. No painel de navegacao esquerdo, clique em Storage Systems.
2. Na pagina sistemas de armazenamento, clique em novo.

3. Na pagina Adicionar sistema de armazenamento, fornega as seguintes informacgoes:
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Para este campo... Faca isso...

Sistema de storage Introduza o nome do sistema de armazenamento
ou o endereco IP.

®

®

Os nomes do sistema de
armazenamento, que nao incluem o
nome do dominio, devem ter 15 ou
menos carateres , e 0s nomes
devem ser solucionaveis. Para criar
conexoes do sistema de
armazenamento com nomes com
mais de 15 carateres, vocé pode
usar o cmdlet Add-
SmStorageConnectionPowerShell.

Para sistemas de storage com
configuragdo MetroCluster (MCC),
recomenda-se Registrar clusters
locais e de pares para operacoes
sem interrupgoes.

O SnapCenter nao é compativel com varios SVMs
com 0 mesmo nome em clusters diferentes. Cada
SVM que seja compativel com o SnapCenter
precisa ter um nome exclusivo.

®

®

Depois de adicionar a conexao de
storage ao SnapCenter, vocé nao
deve renomear o SVM ou o cluster
usando o ONTAP.

Se o SVM for adicionado com um
nome curto ou FQDN, entéo ele
precisa ser resolvido a partir do
SnapCenter e do host do plug-in.

Nome de utilizador/Palavra-passe Insira as credenciais do usuario de storage que tem
o Privileges necessario para acessar o sistema de

storage.



Para este campo... Faca isso...

Sistema de Gestédo de Eventos (EMS) e Definicdes Se vocé quiser enviar mensagens EMS para o
do AutoSupport syslog do sistema de armazenamento ou se quiser

enviar mensagens AutoSupport para o sistema de
armazenamento para protecao aplicada, operacoes
de restauracao concluidas ou operacdes com falha,
marque a caixa de selecao apropriada.

Quando vocé seleciona a caixa de selecdo Enviar
notificagao AutoSupport para operagées com
falha no sistema de armazenamento, a caixa de
selecdo Log SnapCenter eventos para syslog
também esta selecionada porque mensagens EMS
sdo necessarias para habilitar notificagbes
AutoSupport.

4. Clique em mais Opg¢oes se quiser modificar os valores padrao atribuidos a plataforma, protocolo, porta e
tempo limite.

a.

f.

Em Plataforma, selecione uma das opgdes na lista suspensa.

Se o SVM for o sistema de storage secundario em um relacionamento de backup, marque a caixa de
selecédo secundario. Quando a opgdo secundario esta selecionada, o SnapCenter ndo executa uma
verificagdo de licenga imediatamente.

. Em Protocolo, selecione o protocolo que foi configurado durante a configuragdo de SVM ou cluster,

normalmente HTTPS.

. Introduza a porta que o sistema de armazenamento aceita.

A porta padrao 443 normalmente funciona.

. Introduza o tempo em segundos que deve decorrer antes de as tentativas de comunicagao serem

interrompidas.

O valor padrao é de 60 segundos.

. Se 0 SVM tiver varias interfaces de gerenciamento, marque a caixa de selegéo Preferred IP e insira o

endereco IP preferido para conexdes SVM.

Clique em Salvar.

5. Clique em Enviar.

Resultados

Na pagina sistemas de armazenamento, na lista suspensa Type, execute uma das seguintes agdes:

» Selecione SVMs ONTAP se quiser exibir todos os SVMs que foram adicionados.

Se vocé adicionou FSX SVMs, os FSX SVMs sdo listados aqui.

» Selecione clusters ONTAP se quiser exibir todos os clusters que foram adicionados.

Se vocé adicionou clusters FSX usando fsxadmin, os clusters FSX sao listados aqui.
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Quando vocé clica no nome do cluster, todos os SVMs que fazem parte do cluster sdo exibidos na segéo
maquinas virtuais de armazenamento.

Se um novo SVM for adicionado ao cluster do ONTAP usando a GUI do ONTAP, clique em redescobrir
para exibir o SVM recém-adicionado.

Depois de terminar

Um administrador de cluster deve permitir que o AutoSupport em cada n6 do sistema de storage envie
notificagdes por e-mail de todos os sistemas de storage aos quais o SnapCenter tem acesso, executando o
seguinte comando na linha de comando do sistema de storage:

autosupport trigger modify -node nodename -autosupport-message client.app.info
enable -noteto enable

@ O administrador da maquina virtual de storage (SVM) ndo tem acesso ao AutoSupport.

Adicione licencas padrao baseadas em controladora
SnapCenter

Uma licenca baseada em controlador padrao da SnapCenter é necessaria se vocé
estiver usando controladores de storage FAS ou AFF.

A licenga baseada no controlador tem as seguintes carateristicas:

* Direito padrao da SnapCenter incluido na compra de pacote Premium ou Flash (ndo com o pacote basico)
* Uso ilimitado de armazenamento

 Habilitado adicionando-o diretamente ao controlador de storage FAS ou AFF usando a linha de comando
Gerenciador de sistema do ONTAP ou cluster de storage

@ Vocé nao insere nenhuma informacéao de licenga na GUI do SnapCenter para as licencas
baseadas no controlador do SnapCenter.

* Blogueado no numero de série do controlador

Para obter informacdes sobre as licencas necessarias, "Licencas SnapCenter"consulte .

Etapa 1: Verifique se a licenga do SnapManager Suite esta instalada

Vocé pode usar a GUI do SnapCenter para ver se uma licenga do SnapManager Suite esta instalada em
sistemas de storage primario FAS ou AFF e identificar quais sistemas de storage podem exigir licengas do
SnapManager Suite. As licengas do SnapManager Suite se aplicam somente a SVMs ou clusters do FAS e
AFF em sistemas de storage primario.

Se vocé ja tiver uma licenga do SnapManager Suite no controlador, o direito de licenga baseado

@ em controlador padrao da SnapCenter é fornecido automaticamente. Os nomes da licenca
SnapManagerSuite e da licenga baseada no controlador padrao SnapCenter séo usados de
forma intercambiavel, mas referem-se a mesma licenca.

Passos
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1. No painel de navegacao esquerdo, selecione Storage Systems.
2. Na pagina sistemas de armazenamento, na lista suspensa tipo, selecione se deseja exibir todos os SVMs
ou clusters que foram adicionados:
o Para visualizar todos os SVMs que foram adicionados, selecione SVMs ONTAP.

o Para visualizar todos os clusters que foram adicionados, selecione clusters ONTAP.

Quando vocé seleciona o nome do cluster, todos os SVMs que fazem parte do cluster sdo exibidos na
secao maquinas virtuais de armazenamento.

3. Na lista conexdes de armazenamento, localize a coluna Licenga do controlador.

A coluna Licenga do controlador exibe o seguinte status:

o

Indica que uma licengca do SnapManager Suite esta instalada em um sistema de storage
primario FAS ou AFF.

o

@ Indica que uma licenga do SnapManager Suite ndo esta instalada em um sistema de storage

primario FAS ou AFF.

> N&ao aplicavel indica que uma licenga do SnapManager Suite n&o € aplicavel porque o controlador de
storage esta em plataformas de storage Cloud Volumes ONTAP, ONTAP Select ou secundarias.

Passo 2: Identifique as licengas instaladas no controlador

Vocé pode usar a linha de comando ONTAP para visualizar todas as licengas instaladas no seu controlador.
Vocé deve ser um administrador de cluster no sistema FAS ou AFF.

@ A licenca baseada em controladora padrao do SnapCenter é exibida como licenca
SnapManagerSuite no controlador.

Passos
1. Facga login no controlador NetApp usando a linha de comando ONTAP.

2. Digite o comando license show e, em seguida, exiba a saida para determinar se a licenca
SnapManagerSuite esta instalada.
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Exemplo de saida

clusterl::> license show
(system license show)

Serial Number: 1-80-0000xx
Owner: clusterl

Package Type Description Expiration

Serial Number: 1-81-000000000000000000000000xx
Owner: clusterl-01

Package Type Description Expiration
NF'S license NFS License =
CIFS license CIFS License =
iSCSI license 1iSCSI License =
FCP license FCP License =
SnapRestore license SnapRestore License =
SnapMirror license SnapMirror License =
FlexClone license FlexClone License =
SnapVault license SnapVault License =

SnapManagerSuite license SnapManagerSuite License -

No exemplo, a licenga SnapManagerSuite € instalada, portanto, nenhuma agao adicional de licenciamento
SnapCenter é necessaria.

Passo 3: Recupere o numero de série do controlador

Vocé precisa ter o numero de série do controlador para recuperar o numero de série da sua licenga baseada
no controlador. Vocé pode recuperar o nimero de série do controlador usando a linha de comando ONTAP.
Vocé deve ser um administrador de cluster no sistema FAS ou AFF.
Passos

1. Faga login no controlador usando a linha de comando ONTAP.

2. Digite o comando system show -instance e, em seguida, revise a saida para localizar o numero de série
do controlador.
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Exemplo de saida

clusterl::> system show -instance

Node: fasxxXXX—XX—XX—XX
Owner:

Location: RTP 1.5

Model: FAS8080

Serial Number: 123451234511
Asset Tag: -

Uptime: 143 days 23:46
NVRAM System ID: XXXXXXXXX
System ID: XXXXXXXXXX
Vendor: NetApp

Health: true

Eligibility: true
Differentiated Services: false
All-Flash Optimized: false

Node: fas8080-41-42-02
Owner:

Location: RTP 1.5

Model: FAS8080

Serial Number: 123451234512
Asset Tag: -

Uptime: 144 days 00:08
NVRAM System ID: XXXXXXXXX
System ID: XXXXXXXXXX
Vendor: NetApp

Health: true

Eligibility: true
Differentiated Services: false
All-Flash Optimized: false
2 entries were displayed.

3. Registe os numeros de série.

Passo 4: Recupere o numero de série da licenga baseada no controlador

Se vocé estiver usando o armazenamento FAS ou AFF, podera recuperar a licenga baseada no controlador
SnapCenter do site de suporte da NetApp antes de instala-la usando a linha de comando ONTAP.

Antes de comecar
* Vocé deve ter credenciais de login validas no site de suporte da NetApp.

Se vocé nao inserir credenciais validas, nenhuma informagao sera retornada para sua pesquisa.
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* Vocé deve ter o numero de série do controlador.

Passos
1. Inicie sess&o no "Site de suporte da NetApp".

2. Navegue até sistemas > licengas de software.

3. Na area critérios de selegao, certifique-se de que o numero de série (localizado na parte traseira da
unidade) esta selecionado, introduza o nimero de série do controlador e, em seguida, selecione Go!.

Software Licenses

Selection Criteria

Choose a method by which to search

» |Serial Number (located on back of unit) v| Enter Value: I:I Gol|

Enter the Cluster Serial Number value without dashes.

-0OR-
» Show Me All: | Serial Numbers with Licenses v| For Company: I:l Go'

E apresentada uma lista de licencas para o controlador especificado.

4. Localize e Registre a licenca padrdo ou SnapManagerSuite do SnapCenter.

Passo 5: Adicione licenga baseada no controlador

Vocé pode usar a linha de comando ONTAP para adicionar uma licenca baseada em controladora SnapCenter
quando estiver usando sistemas FAS ou AFF e tiver uma licenca padrdo ou SnapManagerSuite SnapCenter.

Antes de comecar
* Vocé deve ser um administrador de cluster no sistema FAS ou AFF.

» Vocé deve ter a licenga padrao ou SnapManagerSuite do SnapCenter.

Sobre esta tarefa

Se vocé quiser instalar o SnapCenter de avaliagao com o storage FAS ou AFF, obtenha uma licenca de
avaliacao do pacote Premium para instalar na controladora.

Se vocé quiser instalar o SnapCenter em uma base de avaliagao, entre em Contato com seu representante de
vendas para obter uma licenga de avaliacdo do pacote Premium para instalar em seu controlador.

Passos
1. Faca login no cluster NetApp usando a linha de comando ONTAP.

2. Adicione a chave de licenga SnapManagerSuite:

system license add -license-code license key

Este comando esta disponivel no nivel de privilégios de administrador.
3. Verifique se a licenga SnapManagerSuite esta instalada:

license show
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Passo 6: Remova a licencga de teste

Se vocé estiver usando uma licenga padrao SnapCenter baseada em controlador e precisar remover a licenga
de avaliagdo baseada em capacidade (numero de série que termina com "'50""), vocé deve usar os comandos
MySQL para remover a licenca de teste manualmente. A licenca de teste nao pode ser excluida usando a GUI
do SnapCenter.

A remocdo manual de uma licenga de teste s6 € necessaria se estiver a utilizar uma licenga

@ baseada em controlador padrdo da SnapCenter. Se vocé adquiriu uma licenga baseada em
capacidade padrao do SnapCenter e a adiciona a GUI do SnapCenter, a licenga de teste sera
substituida automaticamente.

Passos
1. No servidor SnapCenter, abra uma janela do PowerShell para redefinir a senha do MySQL.

a. Execute o cmdlet Open-SmConnection para iniciar uma sessao de conexao com o servidor
SnapCenter para uma conta SnapCenterAdmin.

b. Execute o Set-SmRepositoryPassword para redefinir a senha do MySQL.

Para obter informacdes sobre os cmdlets, "Guia de referéncia de cmdlet do software SnapCenter”
consulte .

2. Abra o prompt de comando e execute mysql -u root -p para fazer login no MySQL.
O MySQL solicita a senha. Introduza as credenciais fornecidas durante a reposicéo da palavra-passe.

3. Remova a licenca de teste do banco de dados:

use nsm; ~DELETE FROM nsm License WHERE nsm License Serial Number='510000050";

Adicione licencas padrao baseadas em capacidade do
SnapCenter

Vocé usa uma licenga de capacidade padrao da SnapCenter para proteger dados nas
plataformas ONTAP Select e Cloud Volumes ONTAP.

Uma licenga de capacidade tem as seguintes carateristicas:
« Composto por um numero de série de nove digitos com o formato 51xxxxxxx

Vocé usa o numero de série da licenca e as credenciais de login validas do site de suporte da NetApp
para habilitar a licenga usando a GUI do SnapCenter.

 Disponivel como uma licenga perpétua separada, com o custo baseado na capacidade de storage usada

ou no tamanho dos dados que vocé deseja proteger, o que for menor, € os dados sao gerenciados pela
SnapCenter

« Disponivel por terabyte

Por exemplo, vocé pode obter uma licenga baseada em capacidade para 1 TB, 2 TBs, 4 TBs e assim por
diante.

 Disponivel como uma licenga de teste de 90 dias com direito a capacidade de 100 TB
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Para obter informacdes sobre as licencas necessarias, "Licencas SnapCenter"consulte .

O SnapCenter calcula automaticamente o uso da capacidade uma vez por dia a meia-noite no storage ONTAP
Select e Cloud Volumes ONTAP gerenciado. Quando vocé usa uma licenga de capacidade padréo, o
SnapCenter calcula a capacidade nao utilizada deduzindo a capacidade usada em todos os volumes da
capacidade total licenciada. Se a capacidade utilizada exceder a capacidade licenciada, é apresentado um
aviso de utilizagdo excessiva no painel do SnapCenter. Se vocé configurou limites de capacidade e
notificagdes no SnapCenter, um e-mail sera enviado quando a capacidade usada atingir o limite especificado.

Etapa 1: Calcule os requisitos de capacidade

Antes de obter uma licenca baseada em capacidade do SnapCenter, calcule a quantidade de capacidade em
um host que deve ser gerenciado pelo SnapCenter.

Vocé deve ser um administrador de cluster no sistema Cloud Volumes ONTAP ou ONTAP Select.

Sobre esta tarefa

O SnapCenter calcula a capacidade real utilizada. Se o tamanho do sistema de arquivos ou banco de dados
for de 1 TB, mas apenas 500 GB de espaco for usado, o SnapCenter calcula 500 GB de capacidade usada. A
capacidade de volume é calculada apds a deduplicacao e a compactacéao, e é baseada na capacidade usada
de todo o volume.

Passos
1. Faga login no controlador NetApp usando a linha de comando ONTAP.

2. Para ver a capacidade de volume utilizada, introduza o comando.

select::> vol show -fields used -volume Engineering,Marketing

vserver volume used

Vsl Engineering 2.13TB
AVASH Marketing 2.62TB
2 entries were displayed.

A capacidade combinada usada para os dois volumes ¢ inferior a 5 TB; portanto, se vocé quiser proteger
todos os 5 TB de dados, o requisito minimo de licenca baseada em capacidade da SnapCenter é de 5 TB.

No entanto, se vocé quiser proteger apenas 2 TB dos 5 TB da capacidade total utilizada, vocé pode

adquirir uma licenca baseada em capacidade de 2 TB.

Passo 2: Recupere o nimero de série da licengca baseada em capacidade

O numero de série da licenca baseada em capacidade do SnapCenter esta disponivel na confirmacao do
pedido ou no pacote de documentagao; no entanto, se vocé nao tiver esse numero de série, podera recupera-
lo no site de suporte da NetApp.

Vocé deve ter credenciais de login validas no site de suporte da NetApp.

Passos

1. Inicie sessao no "Site de suporte da NetApp".
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2. Navegue até sistemas > licencas de software.

3. Na area critérios de selegdo, escolha SC_STANDARD no menu suspenso Mostrar tudo: NUmeros de série
e licengas.

Software Licenses

Selection Criteria

Choose a method by which to search

» |Serial Number (located on back of unit) v| Enter Value: - leo

Enter the Cluster Serial Number value without dashes.
-0R -
» Show Me All: |Serial Numbers with Licenses |For Company: |:| Gol

4. Digite o nome da sua empresa e selecione Gol.
E apresentado o nimero de série da licenca SnapCenter de nove digitos, com o formato 51xxxxxxx.

5. Registe o nimero de série.

Passo 3: Gerar um arquivo de licenga do NetApp

Se vocé nao quiser inserir as credenciais do site de suporte da NetApp e o nimero de série da licenca
SnapCenter na interface grafica do usuario do SnapCenter ou se nao tiver acesso a Internet ao site de suporte
da NetApp da SnapCenter, vocé podera gerar um arquivo de licenga do NetApp (NLF). Em seguida, vocé
pode baixar e armazenar o arquivo em um local acessivel a partir do host do SnapCenter.

Antes de comecar
* Vocé deve usar o SnapCenter com ONTAP Select ou Cloud Volumes ONTAP.

» Vocé deve ter credenciais de login validas no site de suporte da NetApp.

» Vocé deve ter seu numero de série de nove digitos da licenga no formato 51xxxxxxx.

Passos
1. Navegue até "Gerador de arquivos de licenca NetApp" .

2. Introduza as informagbes necessarias.

3. No campo linha de produtos, selecione padrdao SnapCenter (baseado em capacidade) no menu
sSuspenso.

4. No campo numero de série do produto, insira o numero de série da licenga SnapCenter
5. Leia e aceite a Politica de Privacidade de dados da NetApp e selecione Enviar.

6. Guarde o ficheiro de licenga e, em seguida, registe a localizacéo do ficheiro.

Passo 4: Adicione licenga baseada em capacidade

Se vocé estiver usando o SnapCenter com plataformas ONTAP Select ou Cloud Volumes ONTAP, instale uma
ou mais licengas baseadas em capacidade do SnapCenter.

Antes de comecgar
» Vocé deve fazer login como usuario Administrador do SnapCenter.
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* Vocé deve ter credenciais de login validas no site de suporte da NetApp.
» Vocé deve ter seu numero de série de nove digitos da licenga no formato 51xxxxxxx.

Se vocé estiver usando um arquivo de licenga NetApp (NLF) para adicionar sua licenga, vocé deve saber
a localizagdo do arquivo de licenga.

Sobre esta tarefa
Vocé pode executar as seguintes tarefas na pagina Configuragdes:

» Adicione uma licenca.
* Veja os detalhes da licenga para localizar rapidamente informagdes sobre cada licenca.

* Modifique uma licenga quando quiser substituir a licenga existente, por exemplo, para atualizar a
capacidade da licenga ou para alterar as configuragdes de notificagao de limite.

» Exclua uma licenga quando vocé quiser substituir uma licencga existente ou quando a licenga nao for mais
necessaria.

Alicenga de teste (nUmero de série que termina com 50) ndo pode ser excluida usando a
GUI do SnapCenter. A licenca de teste € automaticamente substituida quando vocé
adiciona uma licenca baseada em capacidade padrdo da SnapCenter adquirida.

Passos
1. No painel de navegacao esquerdo, selecione Configuragoes.

2. Na pagina Configuracgdes, selecione Software.

3.
Na secao Licenga da pagina Software, selecione Add ( * ).

4. No assistente Adicionar licenga SnapCenter, selecione um dos seguintes métodos para obter a licenga
que deseja adicionar:

Para este campo... Faca isso...
Insira suas credenciais de login do site de suporte a. Introduza o seu nome de utilizador NSS.
da NetApp (NSS) para importar licencas b. Introduza a sua palavra-passe NSS.

c. Introduza o numero de série da licenca baseada
no controlador.

Ficheiro de licenca do NetApp a. Navegue até o local do arquivo de licenca e
selecione-o.

b. Selecione Open.

5. Na pagina notificagdes, insira o limite de capacidade no qual o SnapCenter envia notificagdes por e-mail,
EMS e AutoSupport.

O limite padréo é de 90%.

6. Para configurar o servidor SMTP para notificagdes por e-mail, selecione Configuragdes > Configuragdes
globais > Configuragoes do servidor de notificagao e insira os seguintes detalhes:
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Para este campo... Faca isso...

Preferéncia por e-mail Escolha sempre ou nunca.

Fornega configuragdes de e-mail Se selecionar Always, especifique o seguinte:

* Endereco de e-mail do remetente
* Endereco de e-mail do destinatario

* Opcional: Edite a linha de assunto padrao

O assunto padrao diz o seguinte: "Notificagao
de capacidade de licenca da SnapCenter".

7. Se pretender que as mensagens do sistema de Gestao de Eventos (EMS) sejam enviadas para o syslog
do sistema de armazenamento ou que as mensagens AutoSupport sejam enviadas para o sistema de
armazenamento para operagdes com falha, selecione as caixas de verificagdo adequadas. A ativagéo do
AutoSupport € recomendada para ajudar a solucionar problemas que possam ocorrer.

8. Selecione seguinte.

9. Revise o resumo e selecione Finish.

Provisione seu sistema de storage

Provisione storage em hosts do Windows

Configurar armazenamento LUN

Pode utilizar o SnapCenter para configurar um LUN ligado a FC ou ligado a iSCSI. Vocé
também pode usar o SnapCenter para conetar um LUN existente a um host do Windows.

LUNs sao a unidade basica de armazenamento em uma configuragdo SAN. O host do Windows vé& LUNs no

seu sistema como discos virtuais. Para obter mais informagdes, "Guia de configuracao de SAN ONTAP
9"consulte .

Estabelega uma sessao iSCSI

Se estiver a utilizar iISCSI para ligar a um LUN, tem de estabelecer uma sessao iSCSI antes de criar o LUN
para ativar a comunicacao.

Antes de comecgar

* Vocé deve ter definido o né do sistema de storage como um destino iSCSI.

» Tem de ter iniciado o servigo iISCSI no sistema de armazenamento. "Saiba mais"
Sobre esta tarefa
Pode estabelecer uma sessao iSCSI apenas entre as mesmas versoes IP, de IPv6 a IPv6, ou de IPv4 a IPv4.

Vocé pode usar um endereco IPv6 local de link para gerenciamento de sesséo iSCSI e para comunicagéo
entre um host e um destino somente quando ambos estiverem na mesma sub-rede.
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Se alterar o nome de um iniciador iISCSI, o acesso a iISCSI Targets é afetado. Depois de alterar o nome, vocé
pode precisar reconfigurar os destinos acessados pelo iniciador para que eles possam reconhecer 0 novo
nome. Tem de se certificar de que reinicia o anfitrido depois de alterar o nome de um iniciador iSCSI.

Se o seu host tiver mais de uma interface iSCSI, depois de estabelecer uma sessao iSCSI| para SnapCenter
usando um endereco IP na primeira interface, ndo sera possivel estabelecer uma sesséo iSCSI de outra
interface com um endereco IP diferente.

Passos

1. No painel de navegagao esquerdo, clique em hosts.

2. Na pagina hosts, clique em iSCSI Session.

w

. Na lista suspensa Storage Virtual Machine, selecione a maquina virtual de armazenamento (SVM) para o
destino iISCSI.

N

. Na lista suspensa Host, selecione o host para a sessao.

)]

. Clique em estabelecer sessao.
E apresentado o assistente estabelecer sesséo.

6. No assistente estabelecer sessao, identifique o alvo:

Neste campo... Digite...

Nome do n6 de destino O nome do né do destino iISCSI

Se houver um nome de né de destino existente, o
nome sera exibido no formato somente leitura.

Enderego do portal de destino O endereco IP do portal de rede de destino
Porta do portal de destino A porta TCP do portal de rede de destino
Endereco do portal do iniciador O endereco IP do portal de rede do iniciador

7. Quando estiver satisfeito com as suas entradas, clique em Connect.
O SnapCenter estabelece a sesséo iSCSI.
8. Repita este procedimento para estabelecer uma sesséo para cada alvo.

Desligar uma sessao iSCSI

Ocasionalmente, pode ser necessario desconetar uma sessao iISCSI de um destino com o qual vocé tem
varias sessoes.

Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em iSCSI Session.

3. Na lista suspensa Storage Virtual Machine, selecione a maquina virtual de armazenamento (SVM) para o
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destino iISCSI.
4. Na lista suspensa Host, selecione o host para a sessao.
5. Na lista de sessdes iSCSI, selecione a sessdo que deseja desconetar e clique em desconetar sesséo.

6. Na caixa de dialogo desconetar sessao, clique em OK.

O SnapCenter desliga a sessao iSCSI.

Crie e gerencie grupos

Vocé cria grupos de iniciadores (grupos de iniciadores) para especificar quais hosts
podem acessar um determinado LUN no sistema de armazenamento. Vocé pode usar o
SnapCenter para criar, renomear, modificar ou excluir um grupo em um host do
Windows.

Crie um grupo

Vocé pode usar o SnapCenter para criar um grupo em um host do Windows. O grupo estara disponivel no
assistente criar disco ou conetar disco quando vocé mapear o grupo para um LUN.

Passos

1. No painel de navegagao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Igroup.
3. Na pagina grupos de iniciadores, clique em novo.

4. Na caixa de dialogo criar grupo, defina o grupo:

Neste campo... Faca isso...

Sistema de storage Selecione o SVM para o LUN que vocé mapeara
para o grupo.

Host Selecione o host no qual vocé deseja criar o grupo.

Nome do grupo Introduza o nome do grupo.

Iniciadores Selecione o iniciador.

Tipo Selecione o tipo de iniciador, iISCSI, FCP ou misto
(FCP e iSCSI).

5. Quando estiver satisfeito com suas entradas, clique em OK.

O SnapCenter cria o grupo no sistema de armazenamento.

Renomeie um grupo

Vocé pode usar o SnapCenter para renomear um grupo existente.
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Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Igroup.

3. Na pagina grupos de iniciadores, clique no campo Storage Virtual Machine para exibir uma lista de SVMs
disponiveis e selecione o SVM para o grupo que deseja renomear.

4. Na lista de grupos para o SVM, selecione o grupo que deseja renomear e clique em Renomear.

5. Na caixa de dialogo Renomear grupo, digite 0 novo nome para o grupo e clique em Renomear.

Modifique um grupo

Vocé pode usar o SnapCenter para adicionar iniciadores do igrop a um igrop existente. Ao criar um grupo,
vocé pode adicionar apenas um host. Se vocé quiser criar um grupo para um cluster, vocé pode modificar o
grupo para adicionar outros nés a esse grupo.

Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Igroup.

3. Na pagina grupos de iniciadores, clique no campo Storage Virtual Machine para exibir uma lista
suspensa de SVMs disponiveis e, em seguida, selecione o SVM para o grupo que deseja modificar.

4. Na lista de grupos, selecione um grupo e clique em Adicionar iniciador ao grupo.
5. Selecione um host.

6. Selecione os iniciadores e clique em OK.

Exclua um igroup

Vocé pode usar o SnapCenter para excluir um iggroup quando néo precisar mais dele.
Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Igroup.

3. Na pagina grupos de iniciadores, clique no campo Storage Virtual Machine para exibir uma lista
suspensa de SVMs disponiveis e, em seguida, selecione o SVM para o grupo que deseja excluir.

4. Na lista de grupos para o SVM, selecione o grupo que deseja excluir e clique em Excluir.

5. Na caixa de dialogo Excluir grupo, clique em OK.

O SnapCenter exclui o grupo.

Criar e gerenciar discos

O host do Windows vé LUNs no seu sistema de armazenamento como discos virtuais.
Pode utilizar o SnapCenter para criar e configurar um LUN ligado a FC ou ligado a iSCSI.

» O SnapCenter suporta apenas discos basicos. Os discos dinamicos ndo sdo suportados.

» Para GPT apenas € permitida uma particao de dados e para MBR uma particao primaria que tenha um
volume formatado com NTFS ou CSVFS e tenha um caminho de montagem.
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* Estilos de particao suportados: GPT, MBR; em uma VM UEFI VMware, apenas discos iSCSI sédo
suportados

@ O SnapCenter ndo suporta renomear um disco. Se um disco gerenciado pelo SnapCenter for
renomeado, as operacdes do SnapCenter ndo serdo bem-sucedidas.

Exibir os discos em um host

Vocé pode exibir os discos em cada host do Windows que vocé gerencia com o SnapCenter.
Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o host na lista suspensa Host.

Os discos sao listados.

Exibir discos em cluster

E possivel exibir discos em cluster no cluster que vocé gerencia com o SnapCenter. Os discos em cluster s&o
exibidos somente quando vocé seleciona o cluster na lista suspensa hosts.

Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o cluster na lista suspensa Host.

Os discos sao listados.

Crie LUNs ou discos conectados a FC ou iSCSI

O host do Windows vé os LUNs no seu sistema de armazenamento como discos virtuais. Pode utilizar o
SnapCenter para criar e configurar um LUN ligado a FC ou ligado a iSCSI.

Se vocé quiser criar e formatar discos fora do SnapCenter, apenas os sistemas de arquivos NTFS e CSVFS
sdo suportados.

O que voceé vai precisar
* Vocé deve ter criado um volume para o LUN em seu sistema de storage.

O volume deve conter apenas LUNs e apenas LUNs criados com o SnapCenter.

@ N&o é possivel criar um LUN em um volume de clone criado pelo SnapCenter, a menos que
o clone ja tenha sido dividido.

* Vocé deve ter iniciado o servigo FC ou iSCSI no sistema de storage.

» Se estiver a utilizar iSCSI, tem de ter estabelecido uma sessdo iSCSI com o sistema de armazenamento.
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* O pacote de plug-ins do SnapCenter para Windows deve ser instalado somente no host no qual vocé esta
criando o disco.

Sobre esta tarefa

* Nao é possivel conetar um LUN a mais de um host, a menos que o LUN seja compartilhado por hosts em
um cluster de failover do Windows Server.

* Se um LUN for compartilhado por hosts em um cluster de failover do Windows Server que usa CSV
(Cluster Shared volumes), vocé devera criar o disco no host que possui o grupo de cluster.

Passos

—_

. No painel de navegacao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o host na lista suspensa Host.

4

. Clique em novo.
O assistente criar disco é aberto.

5. Na pagina Nome do LUN, identifique o LUN:

Neste campo... Faca isso...
Sistema de storage Selecione o SVM para o LUN.
Caminho de LUN Clique em Browse para selecionar o caminho

completo da pasta que contém o LUN.

Nome LUN Introduza o nome do LUN.

Tamanho do cluster Selecione o tamanho da alocacgao do bloco LUN
para o cluster.

O tamanho do cluster depende do sistema
operacional e dos aplicativos.

Etiqueta LUN Opcionalmente, insira texto descritivo para o LUN.

6. Na pagina tipo de disco, selecione o tipo de disco:

Selecione... Se...

Disco dedicado O LUN pode ser acessado por apenas um host.

Ignore o campo Grupo de recursos.
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Selecione...

Disco compartilhado

Volume compartilhado de cluster (CSV)

Se...

O LUN é compartilhado por hosts em um cluster de
failover do Windows Server.

Digite o nome do grupo de recursos do cluster no
campo Grupo de recursos. Vocé precisa criar o
disco em apenas um host no cluster de failover.

O LUN é compartilhado por hosts em um cluster de
failover do Windows Server que usa CSV.

Digite o nome do grupo de recursos do cluster no
campo Grupo de recursos. Certifique-se de que o
host no qual vocé esta criando o disco é o
proprietario do grupo de cluster.

7. Na pagina Propriedades da unidade, especifique as propriedades da unidade:

Propriedade

Atribuir automaticamente o ponto de montagem

Atribua a letra da unidade

Utilize o ponto de montagem do volume

Nao atribua a letra da unidade ou o ponto de
montagem do volume

Tamanho da LUN

Descrigao

O SnapCenter atribui automaticamente um ponto
de montagem de volume com base na unidade do
sistema.

Por exemplo, se a unidade do sistema for C:, a
atribuicdo automatica cria um ponto de montagem
de volume sob a unidade C: (C:). A atribuigao
automatica ndo é suportada para discos
partilhados.

Monte o disco na unidade selecionada na lista
suspensa adjacente.

Monte o disco no caminho da unidade especificado
no campo adjacente.

A raiz do ponto de montagem de volume deve ser

propriedade do host no qual vocé esta criando o
disco.

Escolha esta opcao se preferir montar o disco
manualmente no Windows.

Especifique o tamanho do LUN; minimo de 150 MB.

Selecione MB, GB ou TB na lista suspensa
adjacente.
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Propriedade

Use thin Provisioning para o volume que hospeda
este LUN

Escolha o tipo de particéo

Descrigao

Thin Provisioning o LUN.

O thin Provisioning aloca apenas o espaco de
armazenamento necessario de uma sé vez,
permitindo que o LUN cresca eficientemente até a
capacidade maxima disponivel.

Certifigue-se de que ha espaco suficiente
disponivel no volume para acomodar todo o
armazenamento LUN que vocé acha que vai
precisar.

Selecione particdo GPT para uma Tabela de
particdo GUID ou partigdo MBR para um Registro
de inicializacdo mestre.

As particdes MBR podem causar problemas de
desalinhamento nos clusters de failover do
Windows Server.

Os discos de particdo UEFI (Unified
Extensible firmware Interface) nao
sao suportados.

8. Na pagina Map LUN (mapa LUN), selecione o iniciador iSCSI ou FC no host:

Neste campo...

Host

Escolha o iniciador do host

Faca isso...

Clique duas vezes no nome do grupo de cluster
para exibir uma lista suspensa que mostra os hosts
que pertencem ao cluster e, em seguida, selecione
0 host para o iniciador.

Este campo é exibido somente se o LUN for
compartilhado por hosts em um cluster de failover
do Windows Server.

Selecione Fibre Channel ou iSCSI e, em seguida,
selecione o iniciador no host.

Vocé pode selecionar varios iniciadores FC se
estiver usando FC com e/S multipath (MPIO).

9. Na pagina tipo de grupo, especifique se deseja mapear um grupo existente para o LUN ou criar um novo

grupo:
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Selecione... Se...

Crie um novo grupo para iniciadores selecionados  Vocé deseja criar um novo grupo para 0os
iniciadores selecionados.

Escolha um grupo existente ou especifique um Vocé deseja especificar um grupo existente para os
Nnovo grupo para iniciadores selecionados iniciadores selecionados ou criar um novo grupo
com o0 nome que vocé especificar.

Digite o nome do grupo no campo Nome do grupo.
Digite as primeiras letras do nome do grupo
existente para preencher automaticamente o
campo.

10. Na pagina Resumo, revise suas selec¢des e clique em Finish.

O SnapCenter cria o LUN e o coneta a unidade especificada ou ao caminho da unidade no host.

Redimensione um disco

Vocé pode aumentar ou diminuir o tamanho de um disco conforme as necessidades do sistema de storage
mudam.

Sobre esta tarefa

» Para LUN com provisionamento reduzido, o tamanho da geometria do lun ONTAP é mostrado como o
tamanho maximo.

« Para LUN provisionado grosso, o tamanho expansivel (tamanho disponivel no volume) é mostrado como o
tamanho maximo.

Os LUNs com parti¢cdes de estilo MBR tém um limite de tamanho de 2 TB.

* Os LUNs com partigbes de estilo GPT tém um limite de tamanho de sistema de armazenamento de 16 TB.
« E uma boa ideia fazer uma cépia Snapshot antes de redimensionar um LUN.

» Se vocé precisar restaurar um LUN de uma cdépia Snapshot feita antes que o LUN fosse redimensionado,
o SnapCenter redimensionara automaticamente o LUN para o tamanho da cépia Snapshot.

Apds a operagao de restauragao, os dados adicionados ao LUN apds o dimensionamento devem ser
restaurados a partir de uma copia Snapshot feita apds o dimensionamento.

Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o host na lista suspensa Host.
Os discos séo listados.

4. Selecione o disco que deseja redimensionar e clique em Redimensionar.

5. Na caixa de dialogo Redimensionar disco, use a ferramenta deslizante para especificar o novo tamanho
do disco ou insira o novo tamanho no campo tamanho.
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Se vocé inserir o tamanho manualmente, sera necessario clicar fora do campo tamanho
@ antes que o botao diminuir ou expandir esteja habilitado adequadamente. Além disso, vocé
deve clicar em MB, GB ou TB para especificar a unidade de medida.

6. Quando estiver satisfeito com suas entradas, clique em Shrink ou Expand, conforme apropriado.

O SnapCenter redimensiona o disco.

Conete um disco

Vocé pode usar o assistente conetar disco para conetar um LUN existente a um host ou para reconetar um
LUN que foi desconetado.

O que voceé vai precisar

» Vocé deve ter iniciado o servigo FC ou iSCSI no sistema de storage.
» Se estiver a utilizar iISCSI, tem de ter estabelecido uma sessao iSCSI| com o sistema de armazenamento.

* Nao é possivel conetar um LUN a mais de um host, a menos que o LUN seja compartilhado por hosts em
um cluster de failover do Windows Server.

» Se 0 LUN for compartilhado por hosts em um cluster de failover do Windows Server que usa CSV (Cluster
Shared volumes), sera necessario conetar o disco no host que possui o grupo de cluster.

* O plug-in para Windows precisa ser instalado apenas no host no qual vocé esta conetando o disco.
Passos

1. No painel de navegacéao esquerdo, clique em hosts.
Na pagina hosts, clique em Disks.

Selecione o host na lista suspensa Host.

> 0N

Clique em Connect.
O assistente Connect Disk (ligar disco) é aberto.

5. Na pagina Nome do LUN, identifique o LUN ao qual se conetar:

Neste campo... Facga isso...
Sistema de storage Selecione o0 SVM para o LUN.
Caminho de LUN Clique em Procurar para selecionar o caminho

completo do volume que contém o LUN.

Nome LUN Introduza o nome do LUN.

Tamanho do cluster Selecione o tamanho da alocagéo do bloco LUN
para o cluster.

O tamanho do cluster depende do sistema
operacional e dos aplicativos.
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Neste campo...

Etiqueta LUN

6. Na pagina tipo de disco, selecione o tipo de disco:

Selecione...

Disco dedicado

Disco compartilhado

Volume compartilhado de cluster (CSV)

Faca isso...

Opcionalmente, insira texto descritivo para o LUN.

Se...
O LUN pode ser acessado por apenas um host.

O LUN é compartilhado por hosts em um cluster de
failover do Windows Server.

Vocé so precisa conetar o disco a um host no
cluster de failover.

O LUN é compartilhado por hosts em um cluster de
failover do Windows Server que usa CSV.

Certifigue-se de que o host no qual vocé esta se
conetando ao disco € o proprietario do grupo de
cluster.

7. Na pagina Propriedades da unidade, especifique as propriedades da unidade:

Propriedade

Atribuicao automatica

Atribua a letra da unidade

Utilize o ponto de montagem do volume

Nao atribua a letra da unidade ou o ponto de
montagem do volume

Descrigao

Permita que o SnapCenter atribua automaticamente
um ponto de montagem de volume com base na
unidade do sistema.

Por exemplo, se a unidade do sistema for C:, a
propriedade de atribuicdo automatica cria um ponto
de montagem de volume sob a unidade C: (C:). A
propriedade atribuicdo automatica néo é suportada
para discos compartilhados.

Monte o disco na unidade selecionada na lista
suspensa adjacente.

Monte o disco no caminho da unidade especificado
no campo adjacente.

A raiz do ponto de montagem de volume deve ser

propriedade do host no qual vocé esta criando o
disco.

Escolha esta opcao se preferir montar o disco
manualmente no Windows.
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8. Na pagina Map LUN (mapa LUN), selecione o iniciador iSCSI ou FC no host:

Neste campo... Faca isso...

Host Clique duas vezes no nome do grupo de cluster
para exibir uma lista suspensa que mostra os hosts
que pertencem ao cluster e, em seguida, selecione
o host para o iniciador.

Este campo é exibido somente se o LUN for
compartilhado por hosts em um cluster de failover
do Windows Server.

Escolha o iniciador do host Selecione Fibre Channel ou iSCSI e, em seguida,
selecione o iniciador no host.

Vocé pode selecionar varios iniciadores FC se
estiver usando FC com MPIO.

9. Na pagina tipo de grupo, especifique se deseja mapear um grupo existente para o LUN ou criar um novo
grupo:
Selecione... Se...

Crie um novo grupo para iniciadores selecionados  Vocé deseja criar um novo grupo para 0os
iniciadores selecionados.

Escolha um grupo existente ou especifique um Vocé deseja especificar um grupo existente para os
Novo grupo para iniciadores selecionados iniciadores selecionados ou criar um novo grupo
com o0 nome que vocé especificar.

Digite o nome do grupo no campo Nome do grupo.
Digite as primeiras letras do nome do grupo
existente para completar automaticamente o
campo.

10. Na pagina Resumo, revise suas sele¢des e clique em concluir.

O SnapCenter coneta o LUN a unidade especificada ou ao caminho da unidade no host.

Desconete um disco

Vocé pode desconetar um LUN de um host sem afetar o conteudo do LUN, com uma excegao: Se vocé
desconetar um clone antes que ele tenha sido dividido, vocé perdera o contetdo do clone.

O que vocé vai precisar

* Certifique-se de que o LUN néo esta a ser utilizado por qualquer aplicacao.
* Certifique-se de que o LUN néo esta a ser monitorizado com o software de monitorizagéo.

* Se o LUN for compartilhado, remova as dependéncias de recursos do cluster do LUN e verifique se todos
os nos do cluster estéo ligados, funcionando corretamente e disponiveis para o SnapCenter.
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Sobre esta tarefa

Se vocé desconetar um LUN em um volume do FlexClone criado pelo SnapCenter e nenhum outro LUNs no
volume estiver conetado, o SnapCenter excluira o volume. Antes de desconetar o LUN, o SnapCenter exibe
uma mensagem avisando que o volume FlexClone pode ser excluido.

Para evitar a eliminagdo automatica do volume FlexClone, deve mudar o nome do volume antes de desligar o
ultimo LUN. Ao renomear o volume, certifique-se de alterar varios carateres do que apenas o ultimo caractere
no nome.

Passos

1. No painel de navegacao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o host na lista suspensa Host.
Os discos séo listados.

4. Selecione o disco que deseja desconetar e clique em Disconnect.

5. Na caixa de didlogo Disconnect Disk (Desligar disco), clique em OK.

O SnapCenter desliga o disco.

Eliminar um disco

Vocé pode excluir um disco quando n&o precisar mais dele. Depois de eliminar um disco, ndo pode anular a
sua eliminagao.

Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o host na lista suspensa Host.
Os discos séo listados.

4. Selecione o disco que deseja excluir e clique em Excluir.

5. Na caixa de dialogo Excluir disco, clique em OK.

O SnapCenter exclui o disco.

Crie e gerencie compartilhamentos SMB

Para configurar um compartilhamento SMB3 em uma maquina virtual de armazenamento
(SVM), vocé pode usar a interface de usuario do SnapCenter ou cmdlets do PowerShell.

Pratica recomendada: o uso dos cmdlets é recomendado porque permite que vocé aproveite os modelos
fornecidos com o SnapCenter para automatizar a configuragdo de compartilhamento.

Os modelos encapsulam as praticas recomendadas para configuragdo de volume e compartilhamento. Vocé
pode encontrar os modelos na pasta modelos na pasta de instalagdo do pacote de plug-ins do SnapCenter
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para Windows.

Se vocé se sentir confortavel fazendo isso, vocé pode criar seus préprios modelos seguindo os
modelos fornecidos. Vocé deve revisar os parametros na documentagédo do cmdlet antes de
criar um modelo personalizado.

Crie um compartilhamento SMB

Vocé pode usar a pagina compartilhamentos do SnapCenter para criar um compartilhamento SMB3 em uma
magquina virtual de storage (SVM).

N&ao é possivel usar o SnapCenter para fazer backup de bancos de dados em compartilhamentos SMB. O
suporte a SMB esta limitado apenas ao provisionamento.

Passos

1. No painel de navegacgao esquerdo, clique em hosts.
. Na péagina hosts, clique em shares.

. Selecione 0 SVM na lista suspensa Storage Virtual Machine.

A W DN

. Clique em novo.
Abre-se a caixa de dialogo New Share (Nova partilha).

5. Na caixa de dialogo novo compartilhamento, defina o compartilhamento:

Neste campo... Faca isso...

Descrigao Introduza texto descritivo para a partilha.

Nome da partilha Introduza o nome da partilha, por exemplo,
test_share.

O nome introduzido para a partilha também sera
utilizado como o nome do volume.

O nome da partilha:

* Deve ser uma string UTF-8.

* N&o deve incluir os seguintes carateres:
Controlar carateres de 0x00 a Ox1F (ambos
incluidos), 0X22 (aspas duplas) e os carateres

especiais\ / [ ] : (vertical bar) < >
+ =5 , 7

Compartilhar caminho  Cliqgue no campo para introduzir um novo
caminho do sistema de ficheiros, por exemplo,
/.

* Clique duas vezes no campo para selecionar a
partir de uma lista de caminhos de sistema de
arquivos existentes.
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6. Quando estiver satisfeito com suas entradas, clique em OK.

O SnapCenter cria o compartilhamento SMB na SVM.

Excluir um compartilhamento SMB

Vocé pode excluir um compartilhamento SMB quando n&o precisar mais dele.
Passos

1. No painel de navegacéo esquerdo, clique em hosts.
2. Na pagina hosts, clique em shares.

3. Na pagina compartilhamentos, clique no campo Storage Virtual Machine para exibir uma lista suspensa
com uma lista de maquinas virtuais de armazenamento disponiveis (SVMs) e selecione o SVM para o
compartilhamento que deseja excluir.

4. Na lista de compartilhamentos no SVM, selecione o compartilhamento que deseja excluir e clique em
Excluir.

5. Na caixa de didlogo Excluir compartilhamento, clique em OK.

O SnapCenter exclui o compartilhamento SMB do SVM.

Recupere espac¢o no sistema de storage

Embora o NTFS rastreie o espaco disponivel em um LUN quando os arquivos séo
excluidos ou modificados, ele ndo relata as novas informacgdes para o sistema de
armazenamento. Vocé pode executar o cmdlet PowerShell de recuperagao de espaco no
host Plug-in para Windows para garantir que os blocos recém-liberados sejam marcados
como disponiveis no storage.

Se vocé estiver executando o cmdlet em um host de plug-in remoto, sera necessario executar o cmdlet
SnapCenterOpen-SMConnection para abrir uma conexado com o servidor SnapCenter.

O que voceé vai precisar
» Vocé deve garantir que o processo de recuperagao de espacgo foi concluido antes de executar uma

operacao de restauracao.

* Se 0 LUN for compartilhado por hosts em um cluster de failover do Windows Server, vocé devera executar
a recuperacao de espaco no host que possui 0 grupo de cluster.

» Para um desempenho de armazenamento ideal, vocé deve executar a recuperagao de espago o mais
frequentemente possivel.

Vocé deve garantir que todo o sistema de arquivos NTFS foi digitalizado.

Sobre esta tarefa

» Arecuperagao de espago € demorada e intensiva na CPU, por isso geralmente € melhor executar a
operagao quando o sistema de armazenamento e o uso de host do Windows s&o baixos.
» Arecuperagéo de espacgo recupera quase todo o espaco disponivel, mas ndao 100%.

* Vocé nao deve executar a desfragmentagéo do disco ao mesmo tempo que esta executando a
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recuperagéo de espaco.

Fazer isso pode retardar o processo de recuperacgao.

Passo
No prompt de comando do PowerShell do servidor de aplicativos, digite o seguinte comando:
Invoke-SdHostVolumeSpaceReclaim -Path drive path

Drive_path é o caminho da unidade mapeado para o LUN.

Provisione o armazenamento usando cmdlets do PowerShell

Se vocé nao quiser usar a GUI do SnapCenter para executar tarefas de provisionamento
de host e recuperacao de espaco, vocé pode usar os cmdlets do PowerShell fornecidos
pelo plug-in do SnapCenter para Microsoft Windows. Vocé pode usar cmdlets
diretamente ou adiciona-los a scripts.

Se vocé estiver executando os cmdlets em um host de plug-in remoto, sera necessario executar o cmdlet
SnapCenter Open-SMConnection para abrir uma conexado com o servidor SnapCenter.

As informacgdes sobre os parametros que podem ser usados com o cmdlet e suas descrigdes podem ser
obtidas executando get-Help command_name. Em alternativa, pode também consultar o "Guia de referéncia
de cmdlet do software SnapCenter".

Se os cmdlets do SnapCenter PowerShell estiverem quebrados devido a remogéo do SnapDrive para

Windows do servidor, "Cmdlets SnapCenter quebrados quando o SnapDrive for Windows ¢é desinstalado”
consulte .

Provisione storage em ambientes VMware

Vocé pode usar o plug-in do SnapCenter para Microsoft Windows em ambientes VMware
para criar e gerenciar LUNs e copias Snapshot.

Plataformas VMware Guest os compativeis

* Versoes suportadas do Windows Server

» Configuracdes de cluster da Microsoft

Suporte para até um maximo de 16 nds com suporte no VMware ao usar o iniciador de software iSCSI da
Microsoft ou até dois nés usando FC

* LUNs RDM
Suporte para um maximo de 56 LUNs RDM com quatro controladores LSI Logic SCSI para RDMS normais
ou 42 LUNs RDM com trés controladores LS| Logic SCSI em um plug-in box-to-box VMware VM MSCS

para configuragdo Windows

Suporta o controlador SCSI paravirtual VMware. Os discos 256 podem ser suportados em discos RDM.

Para obter as informacbes mais recentes sobre versdes suportadas, "Ferramenta de Matriz de
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interoperabilidade do NetApp" consulte .

Limitacdes relacionadas ao servidor VMware ESXi

* Alinstalagcéo do plug-in para Windows em um cluster da Microsoft em maquinas virtuais usando
credenciais ESXi ndo é suportada.

Vocé deve usar suas credenciais do vCenter ao instalar o plug-in para Windows em maquinas virtuais em
cluster.

* Todos os nés em cluster devem usar o mesmo ID de destino (no adaptador SCSI virtual) para 0 mesmo
disco em cluster.

* Quando vocé cria um LUN RDM fora do plug-in para Windows, vocé deve reiniciar o servigo de plug-in
para permitir que ele reconhecga o disco recém-criado.

* N&o é possivel usar iniciadores iISCSI e FC ao mesmo tempo em um SO convidado VMware.

Minimo do vCenter Privileges necessario para operagées do SnapCenter RDM

Vocé deve ter o seguinte vCenter Privileges no host para executar operagdes RDM em um SO convidado:

» Datastore: Remover Arquivo
* Host: Configuragédo > Configuracao da particdo de armazenamento
* Maquina virtual: Configuragao

Vocé deve atribuir esses Privileges a uma fungéo no nivel do servidor do Centro Virtual. A fungdo a qual vocé
atribui esses Privileges ndo pode ser atribuida a nenhum usuario sem root Privileges.

Depois de atribuir esses Privileges, vocé pode instalar o plug-in para Windows no SO convidado.

Gerenciar LUNs FC RDM em um cluster da Microsoft

Vocé pode usar o Plug-in para Windows para gerenciar um cluster da Microsoft usando LUNs FC RDM, mas
primeiro vocé deve criar o quérum RDM compartilhado e o armazenamento compartilhado fora do plug-in e,
em seguida, adicionar os discos as maquinas virtuais no cluster.

A partir do ESXi 5,5, vocé também pode usar o hardware ESX iSCSI e FCoE para gerenciar um cluster
Microsoft. O plug-in para Windows inclui suporte pronto para uso para clusters da Microsoft.

Requisitos

O Plug-in para Windows oferece suporte a clusters da Microsoft usando LUNs FC RDM em duas maquinas
virtuais diferentes que pertencem a dois servidores ESX ou ESXi diferentes, também conhecidos como cluster
entre caixas, quando vocé atende a requisitos de configuragdo especificos.

* As maquinas virtuais (VMs) devem estar executando a mesma versao do Windows Server.

» As versoOes de servidor ESX ou ESXi devem ser as mesmas para cada host pai VMware.

» Cada host pai deve ter pelo menos dois adaptadores de rede.

» Deve haver pelo menos um datastore do VMware Virtual Machine File System (VMFS) compartilhado
entre os dois servidores ESX ou ESXi.

* AVMware recomenda que o armazenamento de dados compartilhado seja criado em uma SAN FC.

Se necessario, o armazenamento de dados compartilhado também pode ser criado por iSCSI.

75


https://imt.netapp.com/matrix/imt.jsp?components=108380;&solution=1257&isHWU&src=IMT

* O LUN RDM compartilhado deve estar no modo de compatibilidade fisica.

* O LUN RDM compartilhado deve ser criado manualmente fora do plug-in para Windows.
Nao é possivel usar discos virtuais para armazenamento compartilhado.

* Um controlador SCSI deve ser configurado em cada maquina virtual no cluster no modo de
compatibilidade fisica:

O Windows Server 2008 R2 requer que vocé configure o controlador SCSI SAS LSI Logic em cada
magquina virtual. Os LUNs compartilhados nao podem usar o controlador SAS LSI Logic existente se
apenas um de seu tipo existir e ja estiver conetado a unidade C..

Controladores SCSI do tipo paravirtual ndo s&o suportados em clusters VMware Microsoft.

Quando vocé adiciona um controlador SCSI a um LUN compartilhado em uma maquina
@ virtual no modo de compatibilidade fisica, vocé deve selecionar a opgcdo Raw Device
Mappings (RDM) e néo a opgéo Create a new disk no VMware Infrastructure Client.

Os clusters de maquinas virtuais da Microsoft ndo podem fazer parte de um cluster VMware.

» Vocé deve usar as credenciais do vCenter e ndo as credenciais do ESX ou do ESXi ao instalar o plug-in
para Windows em maquinas virtuais que pertencem a um cluster da Microsoft.

* O Plug-in para Windows nao pode criar um unico grupo com iniciadores de varios hosts.

O grupo que contém os iniciadores de todos os hosts ESXi deve ser criado no controlador de
armazenamento antes de criar os LUNs RDM que serao usados como discos de cluster compartilhados.

* Certifique-se de criar um LUN RDM no ESXi 5,0 usando um iniciador FC.

Quando vocé cria um LUN RDM, um grupo de iniciadores é criado com ALUA.

Limitagcoes

O plug-in para Windows oferece suporte a clusters da Microsoft usando LUNs FC/iSCSI RDM em diferentes
maquinas virtuais pertencentes a diferentes servidores ESX ou ESXi.

@ Esse recurso nao é suportado em versbes anteriores ao ESX 5,5i.

* O plug-in para Windows nao oferece suporte a clusters em armazenamentos de dados ESX iSCSI e NFS.

* O plug-in para Windows nao suporta iniciadores mistos em um ambiente de cluster.
Os iniciadores devem ser FC ou Microsoft iISCSI, mas ndo ambos.

* Iniciadores iISCSI ESX e HBAs n&o séo suportados em discos compartilhados em um cluster Microsoft.

* O Plug-in para Windows nao suporta migragdo de maquina virtual com o vMotion se a maquina virtual fizer
parte de um cluster da Microsoft.

* O plug-in para Windows nao suporta MPIO em maquinas virtuais em um cluster da Microsoft.

Crie um LUN FC RDM compartilhado

Antes de usar LUNs FC RDM para compartilhar o storage entre nés em um cluster da Microsoft, primeiro vocé
deve criar o disco de quorum compartilhado e o disco de storage compartilhado e adiciona-los a ambas as
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maquinas virtuais no cluster.

O disco compartilhado n&o é criado usando o plug-in para Windows. Vocé deve criar e adicionar o LUN
compartilhado a cada maquina virtual no cluster. Para obter informagdes, "Cluster de maquinas virtuais em
hosts fisicos"consulte .

Configure conexoes MySQL seguras com o servidor
SnapCenter

Vocé pode gerar certificados SSL (Secure Sockets Layer) e arquivos de chave se quiser
proteger a comunicacao entre o servidor SnapCenter e o servidor MySQL em
configuragdes autdbnomas ou configuragdes NLB (Network Load Balancing).

Configurar conexées MySQL seguras para configuragdées autonomas do servidor
SnapCenter

Vocé pode gerar certificados SSL (Secure Sockets Layer) e arquivos-chave, se quiser proteger a comunicagao
entre o servidor SnapCenter e o servidor MySQL. Vocé deve configurar os certificados e arquivos de chave no
servidor MySQL e no servidor SnapCenter.

Os seguintes certificados sao gerados:

* Certificado CA
« Certificado publico do servidor e arquivo de chave privada

* Certificado publico do cliente e arquivo de chave privada
Passos

1. Configure os certificados SSL e arquivos de chave para servidores e clientes MySQL no Windows usando
0 comando openssl.

Para obter informagdes, consulte "MySQL versao 5,7: Criando certificados SSL e chaves usando openssl|"

O valor de nome comum usado para o certificado do servidor, certificado do cliente e

@ arquivos de chave deve ser diferente do valor de nome comum usado para o certificado da
CA. Se os valores de nome comuns forem os mesmos, os arquivos de certificado e chave
falharao para servidores compilados usando OpenSSL.

Pratica recomendada: vocé deve usar o nome de dominio totalmente qualificado do servidor (FQDN)
como o0 nome comum para o certificado do servidor.

2. Copie os certificados SSL e arquivos de chave para a pasta dados MySQL.

O caminho padréo da pasta dados MySQL é C:\ProgramData\NetApp\SnapCenter\MySQL
Data\Data\.

3. Atualize o certificado CA, o certificado publico do servidor, o certificado publico do cliente, a chave privada
do servidor e os caminhos de chave privada do cliente no ficheiro de configuragéo do servidor MySQL

(my.ini).

O caminho padréo do arquivo de configuragéo do servidor MySQL (my.ini) é
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C:\ProgramData\NetApp\SnapCenter\MySQL Data\my.ini.

Vocé deve especificar o certificado CA, o certificado publico do servidor e os caminhos de
@ chave privada do servidor na segao [mysqld] do arquivo de configuragéo do servidor
MySQL (mye.ini).

Vocé deve especificar o certificado CA, o certificado publico do cliente e os caminhos de chave privada do
cliente na segéo [cliente] do arquivo de configuragéo do servidor MySQL (my.ini).

O exemplo a seguir mostra os certificados e arquivos de chave copiados para a segédo [mysqld] do arquivo
my.ini na pasta padréo C: /ProgramData/NetApp/SnapCenter/MySQL Data/Data .

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-—
key.pem"

O exemplo a seguir mostra os caminhos atualizados na segéo [cliente] do arquivo my.ini.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgrambData/NetApp/SnapCenter/MySQL Data/Data/client-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/client-
key.pem"

4. Pare o aplicativo da Web do servidor SnapCenter no servidor de informagdes da Internet (IIS).

5. Reinicie o servigo MySQL.

6. Atualize o valor da chave MySQLProtocol no arquivo web.config.

O exemplo a seguir mostra o valor da chave MySQLProtocol atualizada no arquivo web.config.
<add key="MySQLProtocol" value="SSL" />

7. Atualize o arquivo web.config com os caminhos que foram fornecidos na segao [cliente] do arquivo my.ini.
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O exemplo a seguir mostra os caminhos atualizados na segéo [cliente] do arquivo my.ini.

<add key="ssl-client-cert" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-cert.pem" />

<add key="ssl-client-key" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-key.pem" />

<add key="ssl-ca" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/ca.pem" />

8. Inicie o aplicativo da Web do servidor SnapCenter no IIS.

Configurar conexdes MySQL seguras para configuragées HA

Vocé pode gerar certificados SSL (Secure Sockets Layer) e arquivos-chave para ambos os ndés de alta
disponibilidade (HA) se quiser proteger a comunicagéo entre o servidor SnapCenter e os servidores MySQL.
Vocé deve configurar os certificados e arquivos de chave nos servidores MySQL e nos nés de HA.

Os seguintes certificados sao gerados:

 Certificado CA

Um certificado de CA é gerado em um dos nés de HA e esse certificado de CA é copiado para o outro n6
de HA.

 Arquivos de certificado publico do servidor e chave privada do servidor para ambos os nés de HA

* Arquivos de certificado publico do cliente e chave privada do cliente para ambos os nés de HA
Passos

1. Para o primeiro n6é HA, configure os certificados SSL e arquivos de chave para servidores MySQL e
clientes no Windows usando o comando openssl.

Para obter informagdes, consulte "MySQL versao 5,7: Criando certificados SSL e chaves usando openssl|"

O valor de nome comum usado para o certificado do servidor, certificado do cliente e

@ arquivos de chave deve ser diferente do valor de nome comum usado para o certificado da
CA. Se os valores de nome comuns forem os mesmos, os arquivos de certificado e chave
falharao para servidores compilados usando OpenSSL.

Pratica recomendada: vocé deve usar o nome de dominio totalmente qualificado do servidor (FQDN)
como o nome comum para o certificado do servidor.

2. Copie os certificados SSL e arquivos de chave para a pasta dados MySQL.

O caminho padrao da pasta de dados MySQL ¢ C:/// NetApp/ SnapCenter/ dados MySQL.
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3. Atualize o certificado CA, o certificado publico do servidor, o certificado publico do cliente, a chave privada
do servidor e os caminhos de chave privada do cliente no ficheiro de configuragéo do servidor MySQL
(my.ini).

O caminho padréo do arquivo de configuragéo do servidor MySQL (my.ini) &
C:/ProgramData/NetApp/SnapCenter/MySQL Data/my.ini.

Vocé deve especificar o certificado CA, o certificado publico do servidor e os caminhos de
@ chave privada do servidor na segao [mysqld] do arquivo de configuragéo do servidor
MySQL (my.ini).

Vocé deve especificar o certificado CA, o certificado publico do cliente e os caminhos de chave privada do
cliente na secéo [cliente] do arquivo de configuragao do servidor MySQL (my.ini).

O exemplo a seguir mostra os certificados e arquivos de chave copiados para a segéo [mysqld] do arquivo

my.ini na pasta padréo C:/ProgramData/NetApp/SnapCenter/MySQL dados/dados.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"

O exemplo a seguir mostra os caminhos atualizados na se¢ao [cliente] do arquivo my.ini.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/client-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/client-
key.pem"

4. Para o segundo n6 HA, copie o certificado da CA e gere o certificado publico do servidor, os arquivos de
chave privada do servidor, o certificado publico do cliente e os arquivos de chave privada do cliente.

a. Copie o certificado CA gerado no primeiro né HA para a pasta dados MySQL do segundo né NLB.

O caminho padrao da pasta de dados MySQL é C:/// NetApp/ SnapCenter/ dados MySQL.
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Vocé nao deve criar um certificado de CA novamente. Vocé deve criar apenas o
certificado publico do servidor, o certificado publico do cliente, o arquivo de chave
privada do servidor e o arquivo de chave privada do cliente.

b. Para o primeiro né HA, configure os certificados SSL e arquivos de chave para servidores MySQL e
clientes no Windows usando o comando openssl.

"MySQL verséao 5,7: Criando certificados SSL e chaves usando openss|"

O valor de nome comum usado para o certificado do servidor, certificado do cliente e

@ arquivos de chave deve ser diferente do valor de nome comum usado para o certificado
da CA. Se os valores de nome comuns forem os mesmos, os arquivos de certificado e
chave falharédo para servidores compilados usando OpenSSL.

Recomenda-se usar o FQDN do servidor como o nome comum para o certificado do servidor.

. Copie os certificados SSL e arquivos de chave para a pasta dados MySQL.

. Atualize o certificado CA, o certificado publico do servidor, o certificado publico do cliente, a chave
privada do servidor e os caminhos de chave privada do cliente no ficheiro de configuragdo do servidor
MySQL (my.ini).

Vocé deve especificar o certificado CA, o certificado publico do servidor e os caminhos
@ de chave privada do servidor na segao [mysqld] do arquivo de configuragéo do servidor
MySQL (my.ini).

Vocé deve especificar o certificado CA, o certificado publico do cliente e os caminhos de chave privada
do cliente na segéo [cliente] do arquivo de configuragédo do servidor MySQL (my.ini).

O exemplo a seguir mostra os certificados e arquivos de chave copiados para a segao [mysqld] do

arquivo my.ini na pasta padrao C:/ProgramData/NetApp/SnapCenter/MySQL dados/dados.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"

O exemplo a seguir mostra os caminhos atualizados na segéo [cliente] do arquivo my.ini.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"
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ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"

. Pare o aplicativo da Web do servidor SnapCenter no servidor de informacdes da Internet (1IS) em ambos

0s nos de HA.

. Reinicie o servigo MySQL em ambos os nés de HA.

. Atualize o valor da chave MySQLProtocol no arquivo web.config para ambos os nés de HA.

O exemplo a seguir mostra o valor da chave MySQLProtocol atualizada no arquivo web.config.

<add key="MySQLProtocol" value="SSL" />

. Atualize o arquivo web.config com os caminhos especificados na secéao [cliente] do arquivo my.ini para

ambos os nos de HA.

O exemplo a seguir mostra os caminhos atualizados na segéo [cliente] dos arquivos my.ini.

<add key="ssl-client-cert" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-cert.pem" />

<add key="ssl-client-key" wvalue="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-key.pem" />

<add key="ssl-ca" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/ca.pem" />

Inicie o aplicativo da Web do servidor SnapCenter no IS em ambos os nés de HA.
Use o cmdlet Set-SmRepositoryConfig -RebuildSlave -Force PowerShell com a opgéo -Force em um dos
nos de HA para estabelecer replicagdo MySQL segura em ambos os nos de HA.

Mesmo que o status da replicagao esteja saudavel, a opgao -Force permite reconstruir o repositério
escravo.



Recursos ativados em seu host Windows durante a
instalacao

O instalador do servidor SnapCenter permite os recursos e fungdes do Windows em seu
host Windows durante a instalagao. Isso pode ser de interesse para fins de solugao de
problemas e manutencao do sistema host.
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Categoria

Servidor Web

84

Recurso

* Servicos de informagdes da Internet
 Servigcos Web mundiais
* Recursos HTTP comuns
o Documento padrao
> Navegacao de diretério
o Erros HTTP
> Redirecionamento HTTP
o Conteudo estatico
o Publicacdo WebDAV
» Saude e Diagnéstico
> Registo personalizado
o Registo HTTP
o Ferramentas de registo
> Monitorizagéo de pedidos
> Tracado
* Recursos de desempenho
o Compressao de conteudo estatico
» Seguranga
o Segurancga IP
o Autenticacao basica
o Suporte centralizado a certificados SSL
o Autenticagdo Mapeamento certificado Cliente

o Autenticacdo de mapeamento de certificados
do cliente IIS

o Restrigdes de IP e dominio
o Filtragem de solicitagcao
o Autorizacdo de URL
> Autenticagdo do Windows
* Recursos de desenvolvimento de aplicativos
o Extensdo .NET 4,5
o Inicializacao da aplicacéo
o ASP.NET 4.7.2
> O lado do servidor inclui
> Protocolo WebSocket
» Ferramentas de gerenciamento

o Console de gerenciamento do IIS



Categoria

Scripts e ferramentas de gerenciamento do IS

O NET Framework 4.7.2 € um dos nossos
selecionados Jogos de Plataforma

Fila de mensagens

Servigo de ativagédo do processo do Windows

APIs de configuragao

Recurso

* Servico de Gestdo do IIS

* Ferramentas de gerenciamento da Web

* .NET Framework 4.7.2
« ASP.NET 4.7.2

» Windows Communication Foundation (WCF)
HTTP Activation45

o Ativagdo TCP
o Ativagdo HTTP
> Ativagdo do Message Queuing (MSMQ)

Para obter informacgdes especificas de solugdo de
problemas .NET, "A atualizacdo ou instalacao do
SnapCenter falha para sistemas legados que n&o tém
conetividade com a Internet" consulte .

* Servigos de enfileiramento de mensagens

Certifigue-se de que nenhum outro
aplicativo use o servico MSMQ que
o SnapCenter cria e gerencia.

+ MSMQ Server
* Modelo do processo

Tudo
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