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Configurar o SnapCenter Server

Adicionar e provisionar o sistema de armazenamento

Adicione sistemas de storage

Vocé deve configurar o sistema de armazenamento que da acesso a SnapCenter ao
armazenamento ONTAP, aos sistemas ASA R2 ou ao Amazon FSX for NetApp ONTAP
para executar operacdes de protecio e provisionamento de dados.

Vocé pode adicionar um SVM independente ou um cluster composto de varios SVMs. Se vocé estiver usando
o0 Amazon FSX para NetApp ONTAP, vocé pode adicionar o FSX admin LIF composto por varias SVMs
usando a conta fsxadmin ou adicionar o FSX SVM no SnapCenter.

Antes de comecgar

* Vocé deve ter as permissdes necessarias na funcdo Administrador da infraestrutura para criar conexdes
de armazenamento.

* Vocé deve garantir que as instalagdes do plug-in ndo estdo em andamento.

As instalagdes de plug-in do host ndo devem estar em andamento ao adicionar uma conex&o de sistema
de armazenamento, pois o cache do host pode néo ser atualizado e o status dos bancos de dados pode
ser exibido na GUI do SnapCenter como "'n&o disponivel para backup
NetApp™.

ou "'n&o no armazenamento

* Os nomes do sistema de armazenamento devem ser exclusivos.

O SnapCenter ndo é compativel com varios sistemas de storage com o mesmo nome em clusters
diferentes. Cada sistema de storage com suporte do SnapCenter deve ter um nome exclusivo e um
endereco IP de LIF de dados exclusivo.

Sobre esta tarefa

» Ao configurar sistemas de armazenamento, também pode ativar as funcionalidades do sistema de Gestao
de Eventos (EMS) e do AutoSupport. A ferramenta AutoSupport coleta dados sobre a integridade do seu
sistema e envia automaticamente os dados para o suporte técnico da NetApp, permitindo que eles
solucionem o problema do seu sistema.

Se vocé habilitar esses recursos, o SnapCenter enviara informacgdes do AutoSupport para o sistema de
armazenamento e mensagens do EMS para o syslog do sistema de armazenamento quando um recurso
estiver protegido, uma operagao de restauragao ou clone terminar com éxito ou uma operacgao falhar.

» Se vocé esta planejando replicar snapshots para um destino da SnapMirror ou destino da SnapVault,
configure as conexdes do sistema de storage para o SVM ou cluster de destino, bem como para o SVM ou
cluster de origem.

Se alterar a palavra-passe do sistema de armazenamento, os trabalhos agendados, as

@ operagdes de copia de seguranga a pedido e restauro poderao falhar. Depois de alterar a
palavra-passe do sistema de armazenamento, pode atualizar a palavra-passe clicando em
Modificar no separador armazenamento.

Passos



1. No painel de navegacao esquerdo, clique em Storage Systems.
2. Na pagina sistemas de armazenamento, clique em novo.

3. Na pagina Adicionar sistema de armazenamento, fornega as seguintes informacoes:

Para este campo... Faca isso...

Sistema de storage Introduza o nome do sistema de armazenamento
ou o endereco IP.

Os nomes de sistemas de storage,
que nao incluem o nome de dominio,
devem ter 15 ou menos carateres e
0s nomes devem ser solucionaveis.
@ Para criar conexdes do sistema de
armazenamento com nomes com
mais de 15 carateres, vocé pode
usar o cmdlet Add-
SmStorageConnectionPowerShell.

Para sistemas de storage com
configuragéo MetroCluster (MCC),

@ recomenda-se Registrar clusters
locais e de pares para operagoes
sem interrupgoes.

O SnapCenter ndo é compativel com varios SVMs
com o mesmo nome em clusters diferentes. Cada
SVM que seja compativel com o SnapCenter
precisa ter um nome exclusivo.

Depois de adicionar a conexao de

@ storage ao SnapCenter, vocé nao
deve renomear o SVM ou o cluster
usando o ONTAP.

Se o SVM for adicionado com um
@ nome curto ou FQDN, entao ele

precisa ser resolvido a partir do

SnapCenter e do host do plug-in.

Nome de utilizador/Palavra-passe Insira as credenciais do usuario de storage que tem
o Privileges necessario para acessar o sistema de
storage.



Para este campo... Faca isso...

Sistema de Gestédo de Eventos (EMS) e Definicdes Se vocé quiser enviar mensagens EMS para o
do AutoSupport syslog do sistema de armazenamento ou se quiser

enviar mensagens AutoSupport para o sistema de
armazenamento para protecao aplicada, operacoes
de restauracao concluidas ou operacdes com falha,
marque a caixa de selecao apropriada.

Quando vocé seleciona a caixa de selecdo Enviar
notificagao AutoSupport para operagées com
falha no sistema de armazenamento, a caixa de
selecdo Log SnapCenter eventos para syslog
também esta selecionada porque mensagens EMS
sdo necessarias para habilitar notificagbes
AutoSupport.

4. Clique em mais Opg¢oes se quiser modificar os valores padrao atribuidos a plataforma, protocolo, porta e
tempo limite.

a.

Em Plataforma, selecione uma das opgdes na lista suspensa.

Se o SVM for o sistema de storage secundario em um relacionamento de backup, marque a caixa de
selecédo secundario. Quando a opgdo secundario esta selecionada, o SnapCenter ndo executa uma
verificagdo de licenga imediatamente.

Se vocé tiver adicionado SVM no SnapCenter, o usuario precisara selecionar o tipo de plataforma no
menu suspenso manualmente.

a.

e.

Em Protocolo, selecione o protocolo que foi configurado durante a configuragdo de SVM ou cluster,
normalmente HTTPS.

. Introduza a porta que o sistema de armazenamento aceita.

A porta padrao 443 normalmente funciona.

. Introduza o tempo em segundos que deve decorrer antes de as tentativas de comunicagdo serem

interrompidas.

O valor padrao ¢ de 60 segundos.

. Se 0 SVM tiver varias interfaces de gerenciamento, marque a caixa de selecéo Preferred IP e insira o

endereco IP preferido para conexdes SVM.

Clique em Salvar.

5. Clique em Enviar.

Resultado

Na pagina sistemas de armazenamento, na lista suspensa Type, execute uma das seguintes agdes:

» Selecione SVMs ONTAP se quiser exibir todos os SVMs que foram adicionados.

Se vocé adicionou FSX SVMs, os FSX SVMs sé&o listados aqui.



» Selecione clusters ONTAP se quiser exibir todos os clusters que foram adicionados.
Se vocé adicionou clusters FSX usando fsxadmin, os clusters FSX sao listados aqui.

Quando vocé clica no nome do cluster, todos os SVMs que fazem parte do cluster sdo exibidos na segéo
maquinas virtuais de armazenamento.

Se um novo SVM for adicionado ao cluster do ONTAP usando a GUI do ONTAP, clique em redescobrir
para exibir o SVM recém-adicionado.

Depois de terminar

Um administrador de cluster deve permitir que o AutoSupport em cada né do sistema de storage envie
notificagbes por e-mail de todos os sistemas de storage aos quais o SnapCenter tem acesso, executando o
seguinte comando na linha de comando do sistema de storage:

autosupport trigger modify -node nodename -autosupport-message client.app.info
-to enable -noteto enable

@ O administrador da maquina virtual de storage (SVM) n&o tem acesso ao AutoSupport.

Conexdes e credenciais de storage

Antes de executar operagdes de protecdo de dados, vocé deve configurar as conexdes
de armazenamento e adicionar as credenciais que o servidor SnapCenter e os plug-ins
SnapCenter usarao.

Conexoes de armazenamento

As conexdes de armazenamento dao aos plug-ins do servidor SnapCenter e do SnapCenter acesso ao
armazenamento do ONTAP. A configuragéo dessas conexdes também envolve a configuragdo de recursos do
AutoSupport e do sistema de Gerenciamento de Eventos (EMS).

Credenciais

* Administrador de dominio ou qualquer membro do grupo de administradores

Especifique o administrador do dominio ou qualquer membro do grupo de administradores no sistema no
qual vocé esta instalando o plug-in do SnapCenter. Formatos validos para o campo Nome de usuario s&o:
o NetBIOS username
o Domain FQDN_username
° upn
« Administrador local (apenas para grupos de trabalho)
Para sistemas que pertencem a um grupo de trabalho, especifique o administrador local incorporado no
sistema no qual vocé esta instalando o plug-in SnapCenter. Vocé pode especificar uma conta de usuario

local que pertence ao grupo de administradores locais se a conta de usuario tiver Privileges elevado ou o
recurso de controle de acesso do usuario estiver desativado no sistema host.

O formato valido para o campo Nome de usuario é: Nome de usuario



* Credenciais para grupos de recursos individuais

Se vocé configurar credenciais para grupos de recursos individuais e o nome de usuario nao tiver
Privileges de administrador completo, sera necessario atribuir pelo menos o grupo de recursos e
Privileges de backup ao nome de usuario.

Provisione storage em hosts do Windows

Crie e gerencie grupos

Vocé cria grupos de iniciadores (grupos de iniciadores) para especificar quais hosts
podem acessar um determinado LUN no sistema de armazenamento. Vocé pode usar o
SnapCenter para criar, renomear, modificar ou excluir um grupo em um host do
Windows.

Crie um grupo

Vocé pode usar o SnapCenter para criar um grupo em um host do Windows. O grupo estara disponivel no
assistente criar disco ou conetar disco quando vocé mapear o grupo para um LUN.

Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Igroup.
3. Na pagina grupos de iniciadores, clique em novo.

4. Na caixa de dialogo criar grupo, defina o grupo:

Neste campo... Faca isso...

Sistema de storage Selecione o SVM para o LUN que vocé mapeara
para o grupo.

Host Selecione o host no qual vocé deseja criar o grupo.

Nome do grupo Introduza o nome do grupo.

Iniciadores Selecione o iniciador.

Tipo Selecione o tipo de iniciador, iISCSI, FCP ou misto
(FCP e iSCSI).

5. Quando estiver satisfeito com suas entradas, clique em OK.

O SnapCenter cria o grupo no sistema de armazenamento.

Renomeie um grupo

Vocé pode usar o SnapCenter para renomear um grupo existente.



Passos

. No painel de navegacgao esquerdo, clique em hosts.

Na pagina hosts, clique em Igroup.

Na pagina grupos de iniciadores, clique no campo Storage Virtual Machine para exibir uma lista de SVMs
disponiveis e selecione o SVM para o grupo que deseja renomear.

Na lista de grupos para o SVM, selecione o grupo que deseja renomear e clique em Renomear.

Na caixa de dialogo Renomear grupo, digite 0 novo nome para o grupo e clique em Renomear.

Modifique um grupo

Vocé pode usar o SnapCenter para adicionar iniciadores do igrop a um igrop existente. Ao criar um grupo,
vocé pode adicionar apenas um host. Se vocé quiser criar um grupo para um cluster, vocé pode modificar o
grupo para adicionar outros nés a esse grupo.

Passos

1.
2.
3.

No painel de navegacéao esquerdo, clique em hosts.
Na pagina hosts, clique em Igroup.

Na pagina grupos de iniciadores, clique no campo Storage Virtual Machine para exibir uma lista
suspensa de SVMs disponiveis e, em seguida, selecione o SVM para o grupo que deseja modificar.

Na lista de grupos, selecione um grupo e clique em Adicionar iniciador ao grupo.
Selecione um host.

Selecione os iniciadores e clique em OK.

Exclua um igroup

Vocé pode usar o SnapCenter para excluir um iggroup quando néo precisar mais dele.

Passos

1.
2.
3.

No painel de navegacéao esquerdo, clique em hosts.
Na pagina hosts, clique em Igroup.

Na pagina grupos de iniciadores, clique no campo Storage Virtual Machine para exibir uma lista
suspensa de SVMs disponiveis e, em seguida, selecione o SVM para o grupo que deseja excluir.

Na lista de grupos para o SVM, selecione o grupo que deseja excluir e clique em Excluir.

5. Na caixa de dialogo Excluir grupo, clique em OK.

O SnapCenter exclui o grupo.

Criar e gerenciar discos

O host do Windows vé LUNs no seu sistema de armazenamento como discos virtuais.
Pode utilizar o SnapCenter para criar e configurar um LUN ligado a FC ou ligado a iSCSI.

» O SnapCenter suporta apenas discos basicos. Os discos dinamicos ndo sdo suportados.

» Para GPT apenas € permitida uma particao de dados e para MBR uma particao primaria que tenha um

volume formatado com NTFS ou CSVFS e tenha um caminho de montagem.



* Estilos de particao suportados: GPT, MBR; em uma VM UEFI VMware, apenas discos iSCSI sédo
suportados

@ O SnapCenter ndo suporta renomear um disco. Se um disco gerenciado pelo SnapCenter for
renomeado, as operacdes do SnapCenter ndo serdo bem-sucedidas.

Exibir os discos em um host

Vocé pode exibir os discos em cada host do Windows que vocé gerencia com o SnapCenter.
Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o host na lista suspensa Host.

Os discos sao listados.

Exibir discos em cluster

E possivel exibir discos em cluster no cluster que vocé gerencia com o SnapCenter. Os discos em cluster s&o
exibidos somente quando vocé seleciona o cluster na lista suspensa hosts.

Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o cluster na lista suspensa Host.

Os discos sao listados.

Estabelega uma sessao iSCSI

Se estiver a utilizar iISCSI para ligar a um LUN, tem de estabelecer uma sessao iSCSI antes de criar o LUN
para ativar a comunicacao.

Antes de comecgar

* Vocé deve ter definido o né do sistema de storage como um destino iISCSI.

» Tem de ter iniciado o servigco iISCSI no sistema de armazenamento. "Saiba mais"
Sobre esta tarefa
Pode estabelecer uma sessao iSCSI apenas entre as mesmas versoes IP, de IPv6 a IPv6, ou de IPv4 a IPv4.

Vocé pode usar um endereco IPv6 local de link para gerenciamento de sessao iSCSI e para comunicagéo
entre um host e um destino somente quando ambos estiverem na mesma sub-rede.

Se alterar o nome de um iniciador iSCSI, o acesso a iSCSI Targets é afetado. Depois de alterar o nome, vocé
pode precisar reconfigurar os destinos acessados pelo iniciador para que eles possam reconhecer o novo
nome. Tem de se certificar de que reinicia o anfitrido depois de alterar o nome de um iniciador iISCSI.


http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-sanag/home.html

Se o seu host tiver mais de uma interface iSCSI, depois de estabelecer uma sessao iSCSI para SnapCenter
usando um endereco IP na primeira interface, ndo sera possivel estabelecer uma sessao iISCSI de outra
interface com um endereco IP diferente.

Passos

—_

. No painel de navegacéao esquerdo, clique em hosts.

N

. Na pagina hosts, clique em iSCSI Session.

w

. Na lista suspensa Storage Virtual Machine, selecione a maquina virtual de armazenamento (SVM) para o
destino iISCSI.

N

. Na lista suspensa Host, selecione o host para a sesséo.

()]

. Clique em estabelecer sessao.
E apresentado o assistente estabelecer sessao.

6. No assistente estabelecer sessao, identifique o alvo:

Neste campo... Digite...

Nome do né de destino O nome do nd do destino iISCSI

Se houver um nome de né de destino existente, o
nome sera exibido no formato somente leitura.

Enderego do portal de destino O endereco IP do portal de rede de destino
Porta do portal de destino A porta TCP do portal de rede de destino
Enderecgo do portal do iniciador O endereco IP do portal de rede do iniciador

7. Quando estiver satisfeito com as suas entradas, clique em Connect.
O SnapCenter estabelece a sesséo iSCSI.
8. Repita este procedimento para estabelecer uma sesséo para cada alvo.

Crie LUNs ou discos conectados a FC ou iSCSI

O host do Windows vé os LUNs no seu sistema de armazenamento como discos virtuais. Pode utilizar o
SnapCenter para criar e configurar um LUN ligado a FC ou ligado a iSCSI.

Se vocé quiser criar e formatar discos fora do SnapCenter, apenas os sistemas de arquivos NTFS e CSVFS
sdo suportados.

Antes de comecgar
* Vocé deve ter criado um volume para o LUN em seu sistema de storage.

O volume deve conter apenas LUNs e apenas LUNs criados com o SnapCenter.

@ N&o é possivel criar um LUN em um volume de clone criado pelo SnapCenter, a menos que
o clone ja tenha sido dividido.



* Vocé deve ter iniciado o servigo FC ou iSCSI no sistema de storage.

» Se estiver a utilizar iISCSI, tem de ter estabelecido uma sesséo iISCSI com o sistema de armazenamento.

* O pacote de plug-ins do SnapCenter para Windows deve ser instalado somente no host no qual vocé esta
criando o disco.

Sobre esta tarefa

* N&o € possivel conetar um LUN a mais de um host, a menos que o LUN seja compartilhado por hosts em
um cluster de failover do Windows Server.

* Se um LUN for compartilhado por hosts em um cluster de failover do Windows Server que usa CSV

(Cluster Shared volumes), vocé devera criar o disco no host que possui o grupo de cluster.

Passos

—_

. No painel de navegacao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o host na lista suspensa Host.

4

. Clique em novo.

O assistente criar disco é aberto.

5. Na pagina Nome do LUN, identifique o LUN:
Neste campo... Faca isso...
Sistema de storage Selecione o0 SVM para o LUN.
Caminho de LUN Clique em Browse para selecionar o caminho

completo da pasta que contém o LUN.

Nome LUN Introduza o nome do LUN.

Tamanho do cluster Selecione o tamanho da alocagao do bloco LUN
para o cluster.

O tamanho do cluster depende do sistema
operacional e dos aplicativos.

Etiqueta LUN Opcionalmente, insira texto descritivo para o LUN.

6. Na pagina tipo de disco, selecione o tipo de disco:

Selecione... Se...

Disco dedicado O LUN pode ser acessado por apenas um host.

Ignore o campo Grupo de recursos.



Selecione...

Disco compartilhado

Volume compartilhado de cluster (CSV)

Se...

O LUN é compartilhado por hosts em um cluster de
failover do Windows Server.

Digite o nome do grupo de recursos do cluster no
campo Grupo de recursos. Vocé precisa criar o
disco em apenas um host no cluster de failover.

O LUN é compartilhado por hosts em um cluster de
failover do Windows Server que usa CSV.

Digite o nome do grupo de recursos do cluster no
campo Grupo de recursos. Certifique-se de que o
host no qual vocé esta criando o disco é o
proprietario do grupo de cluster.

7. Na pagina Propriedades da unidade, especifique as propriedades da unidade:

10

Propriedade

Atribuir automaticamente o ponto de montagem

Atribua a letra da unidade

Utilize o ponto de montagem do volume

Nao atribua a letra da unidade ou o ponto de
montagem do volume

Tamanho da LUN

Descrigao

O SnapCenter atribui automaticamente um ponto
de montagem de volume com base na unidade do
sistema.

Por exemplo, se a unidade do sistema for C:, a
atribuicdo automatica cria um ponto de montagem
de volume sob a unidade C: (C:). A atribuigao
automatica ndo é suportada para discos
partilhados.

Monte o disco na unidade selecionada na lista
suspensa adjacente.

Monte o disco no caminho da unidade especificado
no campo adjacente.

A raiz do ponto de montagem de volume deve ser

propriedade do host no qual vocé esta criando o
disco.

Escolha esta opcao se preferir montar o disco
manualmente no Windows.

Especifique o tamanho do LUN; minimo de 150 MB.

Selecione MB, GB ou TB na lista suspensa
adjacente.



Propriedade

Use thin Provisioning para o volume que hospeda
este LUN

Escolha o tipo de particéo

Descrigao

Thin Provisioning o LUN.

O thin Provisioning aloca apenas o espaco de
armazenamento necessario de uma sé vez,
permitindo que o LUN cresca eficientemente até a
capacidade maxima disponivel.

Certifigue-se de que ha espaco suficiente
disponivel no volume para acomodar todo o
armazenamento LUN que vocé acha que vai
precisar.

Selecione particdo GPT para uma Tabela de
particdo GUID ou partigdo MBR para um Registro
de inicializacdo mestre.

As particdes MBR podem causar problemas de
desalinhamento nos clusters de failover do
Windows Server.

Os discos de particdo UEFI (Unified
Extensible firmware Interface) nao
sao suportados.

8. Na pagina Map LUN (mapa LUN), selecione o iniciador iSCSI ou FC no host:

Neste campo...

Host

Escolha o iniciador do host

Faca isso...

Clique duas vezes no nome do grupo de cluster
para exibir uma lista suspensa que mostra os hosts
que pertencem ao cluster e, em seguida, selecione
0 host para o iniciador.

Este campo é exibido somente se o LUN for
compartilhado por hosts em um cluster de failover
do Windows Server.

Selecione Fibre Channel ou iSCSI e, em seguida,
selecione o iniciador no host.

Vocé pode selecionar varios iniciadores FC se
estiver usando FC com e/S multipath (MPIO).

9. Na pagina tipo de grupo, especifique se deseja mapear um grupo existente para o LUN ou criar um novo

grupo:

11



Selecione... Se...

Crie um novo grupo para iniciadores selecionados  Vocé deseja criar um novo grupo para 0os
iniciadores selecionados.

Escolha um grupo existente ou especifique um Vocé deseja especificar um grupo existente para os
Nnovo grupo para iniciadores selecionados iniciadores selecionados ou criar um novo grupo
com o0 nome que vocé especificar.

Digite o nome do grupo no campo Nome do grupo.
Digite as primeiras letras do nome do grupo
existente para preencher automaticamente o
campo.

10. Na pagina Resumo, revise suas selec¢des e clique em Finish.

O SnapCenter cria o LUN e o coneta a unidade especificada ou ao caminho da unidade no host.

Redimensione um disco

Vocé pode aumentar ou diminuir o tamanho de um disco conforme as necessidades do sistema de storage
mudam.

Sobre esta tarefa

» Para LUN com provisionamento reduzido, o tamanho da geometria do lun ONTAP é mostrado como o
tamanho maximo.

« Para LUN provisionado grosso, o tamanho expansivel (tamanho disponivel no volume) é mostrado como o
tamanho maximo.

Os LUNs com parti¢cdes de estilo MBR tém um limite de tamanho de 2 TB.
* Os LUNs com partigbes de estilo GPT tém um limite de tamanho de sistema de armazenamento de 16 TB.
« E uma boa ideia fazer um instantaneo antes de redimensionar um LUN.

» Se vocé precisar restaurar um LUN de uma captura Instantanea feita antes que o LUN fosse
redimensionado, o SnapCenter redimensionara automaticamente o LUN para o tamanho da captura
Instantanea.

Apos a operacéo de restauragao, os dados adicionados ao LUN apds o dimensionamento devem ser
restaurados a partir de uma captura Instantanea feita apos o dimensionamento.

Passos

1. No painel de navegacéo esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o host na lista suspensa Host.
Os discos séo listados.

4. Selecione o disco que deseja redimensionar e clique em Redimensionar.

5. Na caixa de dialogo Redimensionar disco, use a ferramenta deslizante para especificar o novo tamanho
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6.

do disco ou insira 0 novo tamanho no campo tamanho.

Se vocé inserir o tamanho manualmente, sera necessario clicar fora do campo tamanho
@ antes que o botdo diminuir ou expandir esteja habilitado adequadamente. Além disso, vocé
deve clicar em MB, GB ou TB para especificar a unidade de medida.

Quando estiver satisfeito com suas entradas, clique em Shrink ou Expand, conforme apropriado.

O SnapCenter redimensiona o disco.

Conete um disco

Vocé pode usar o assistente conetar disco para conetar um LUN existente a um host ou para reconetar um
LUN que foi desconetado.

Antes de comecar

* Vocé deve ter iniciado o servigco FC ou iSCSI no sistema de storage.

» Se estiver a utilizar iISCSI, tem de ter estabelecido uma sessao iSCSI| com o sistema de armazenamento.

* Nao é possivel conetar um LUN a mais de um host, a menos que o LUN seja compartilhado por hosts em

um cluster de failover do Windows Server.

» Se 0 LUN for compartilhado por hosts em um cluster de failover do Windows Server que usa CSV (Cluster

Shared volumes), sera necessario conetar o disco no host que possui o grupo de cluster.

* O plug-in para Windows precisa ser instalado apenas no host no qual vocé esta conetando o disco.

Passos

1.

> 0N

No painel de navegacgéao esquerdo, clique em hosts.
Na pagina hosts, clique em Disks.
Selecione o host na lista suspensa Host.

Clique em Connect.
O assistente Connect Disk (ligar disco) é aberto.

Na pagina Nome do LUN, identifique o LUN ao qual se conetar:

Neste campo... Faca isso...
Sistema de storage Selecione o0 SVM para o LUN.
Caminho de LUN Clique em Procurar para selecionar o caminho

completo do volume que contém o LUN.

Nome LUN Introduza o nome do LUN.

Tamanho do cluster Selecione o tamanho da alocagao do bloco LUN
para o cluster.

O tamanho do cluster depende do sistema
operacional e dos aplicativos.
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Neste campo...

Etiqueta LUN

6. Na pagina tipo de disco, selecione o tipo de disco:

Selecione...

Disco dedicado

Disco compartilhado

Volume compartilhado de cluster (CSV)

Faca isso...

Opcionalmente, insira texto descritivo para o LUN.

Se...
O LUN pode ser acessado por apenas um host.

O LUN é compartilhado por hosts em um cluster de
failover do Windows Server.

Vocé so precisa conetar o disco a um host no
cluster de failover.

O LUN é compartilhado por hosts em um cluster de
failover do Windows Server que usa CSV.

Certifigue-se de que o host no qual vocé esta se
conetando ao disco € o proprietario do grupo de
cluster.

7. Na pagina Propriedades da unidade, especifique as propriedades da unidade:

Propriedade

Atribuicao automatica

Atribua a letra da unidade

Utilize o ponto de montagem do volume

Nao atribua a letra da unidade ou o ponto de
montagem do volume
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Descrigao

Permita que o SnapCenter atribua automaticamente
um ponto de montagem de volume com base na
unidade do sistema.

Por exemplo, se a unidade do sistema for C:, a
propriedade de atribuicdo automatica cria um ponto
de montagem de volume sob a unidade C: (C:). A
propriedade atribuicdo automatica néo é suportada
para discos compartilhados.

Monte o disco na unidade selecionada na lista
suspensa adjacente.

Monte o disco no caminho da unidade especificado
no campo adjacente.

A raiz do ponto de montagem de volume deve ser
propriedade do host no qual vocé esta criando o
disco.

Escolha esta opcao se preferir montar o disco
manualmente no Windows.



8. Na pagina Map LUN (mapa LUN), selecione o iniciador iSCSI ou FC no host:

Neste campo...

Host

Escolha o iniciador do host

Faca isso...

Clique duas vezes no nome do grupo de cluster
para exibir uma lista suspensa que mostra os hosts
que pertencem ao cluster e, em seguida, selecione
o host para o iniciador.

Este campo é exibido somente se o LUN for
compartilhado por hosts em um cluster de failover
do Windows Server.

Selecione Fibre Channel ou iSCSI e, em seguida,
selecione o iniciador no host.

Vocé pode selecionar varios iniciadores FC se
estiver usando FC com MPIO.

9. Na pagina tipo de grupo, especifique se deseja mapear um grupo existente para o LUN ou criar um novo

grupo:

Selecione...

Crie um novo grupo para iniciadores selecionados

Escolha um grupo existente ou especifique um
Novo grupo para iniciadores selecionados

Se...

Vocé deseja criar um novo grupo para os
iniciadores selecionados.

Vocé deseja especificar um grupo existente para os
iniciadores selecionados ou criar um novo grupo
com o0 nome que vocé especificar.

Digite o nome do grupo no campo Nome do grupo.
Digite as primeiras letras do nome do grupo
existente para completar automaticamente o
campo.

10. Na pagina Resumo, revise suas sele¢des e clique em concluir.

O SnapCenter coneta o LUN a unidade especificada ou ao caminho da unidade no host.

Desconete um disco

Vocé pode desconetar um LUN de um host sem afetar o conteudo do LUN, com uma excegao: Se vocé
desconetar um clone antes que ele tenha sido dividido, vocé perdera o contetdo do clone.

Antes de comecar

* Certifique-se de que o LUN néo esta a ser utilizado por qualquer aplicacao.

* Certifique-se de que o LUN n&o esta a ser monitorizado com o software de monitorizagéo.

* Se o LUN for compartilhado, remova as dependéncias de recursos do cluster do LUN e verifique se todos
os nos do cluster estéo ligados, funcionando corretamente e disponiveis para o SnapCenter.
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Sobre esta tarefa

Se vocé desconetar um LUN em um volume do FlexClone criado pelo SnapCenter e nenhum outro LUNs no
volume estiver conetado, o SnapCenter excluira o volume. Antes de desconetar o LUN, o SnapCenter exibe
uma mensagem avisando que o volume FlexClone pode ser excluido.

Para evitar a eliminagdo automatica do volume FlexClone, deve mudar o nome do volume antes de desligar o
ultimo LUN. Ao renomear o volume, certifique-se de alterar varios carateres do que apenas o ultimo caractere
no nome.

Passos

1. No painel de navegacéao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o host na lista suspensa Host.
Os discos séo listados.

4. Selecione o disco que deseja desconetar e clique em Disconnect.

5. Na caixa de dialogo Disconnect Disk (Desligar disco), clique em OK.

O SnapCenter desliga o disco.

Eliminar um disco

Vocé pode excluir um disco quando nao precisar mais dele. Depois de eliminar um disco, ndo pode anular a
sua eliminacao.

Passos

1. No painel de navegacgao esquerdo, clique em hosts.
2. Na pagina hosts, clique em Disks.

3. Selecione o host na lista suspensa Host.
Os discos sao listados.

4. Selecione o disco que deseja excluir e clique em Excluir.

5. Na caixa de didlogo Excluir disco, clique em OK.

O SnapCenter exclui o disco.

Crie e gerencie compartilhamentos SMB

Para configurar um compartilhamento SMB3 em uma maquina virtual de armazenamento
(SVM), vocé pode usar a interface de usuario do SnapCenter ou cmdlets do PowerShell.

Pratica recomendada: o uso dos cmdlets é recomendado porque permite que vocé aproveite os modelos
fornecidos com o SnapCenter para automatizar a configuragdo de compartilhamento.

Os modelos encapsulam as praticas recomendadas para configuragéo de volume e compartilhamento. Vocé
pode encontrar os modelos na pasta modelos na pasta de instalagédo do pacote de plug-ins do SnapCenter
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para Windows.

Se vocé se sentir confortavel fazendo isso, vocé pode criar seus préprios modelos seguindo os
modelos fornecidos. Vocé deve revisar os parametros na documentagédo do cmdlet antes de
criar um modelo personalizado.

Crie um compartilhamento SMB

Vocé pode usar a pagina compartilhamentos do SnapCenter para criar um compartilhamento SMB3 em uma
magquina virtual de storage (SVM).

N&ao é possivel usar o SnapCenter para fazer backup de bancos de dados em compartilhamentos SMB. O
suporte a SMB esta limitado apenas ao provisionamento.

Passos

1. No painel de navegacgao esquerdo, clique em hosts.
. Na péagina hosts, clique em shares.

. Selecione 0 SVM na lista suspensa Storage Virtual Machine.

A W DN

. Clique em novo.
Abre-se a caixa de dialogo New Share (Nova partilha).

5. Na caixa de dialogo novo compartilhamento, defina o compartilhamento:

Neste campo... Faca isso...

Descrigao Introduza texto descritivo para a partilha.

Nome da partilha Introduza o nome da partilha, por exemplo,
test_share.

O nome introduzido para a partilha também sera
utilizado como o nome do volume.

O nome da partilha:

* Deve ser uma string UTF-8.

* N&o deve incluir os seguintes carateres:
Controlar carateres de 0x00 a Ox1F (ambos
incluidos), 0X22 (aspas duplas) e os carateres

especiais\ / [ ] : (vertical bar) < >
+ =5 , 7

Compartilhar caminho  Cliqgue no campo para introduzir um novo
caminho do sistema de ficheiros, por exemplo,
/.

* Clique duas vezes no campo para selecionar a
partir de uma lista de caminhos de sistema de
arquivos existentes.
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6. Quando estiver satisfeito com suas entradas, clique em OK.

O SnapCenter cria o compartilhamento SMB na SVM.

Excluir um compartilhamento SMB

Vocé pode excluir um compartilhamento SMB quando n&o precisar mais dele.
Passos

1. No painel de navegacéo esquerdo, clique em hosts.
2. Na pagina hosts, clique em shares.

3. Na pagina compartilhamentos, clique no campo Storage Virtual Machine para exibir uma lista suspensa
com uma lista de maquinas virtuais de armazenamento disponiveis (SVMs) e selecione o SVM para o
compartilhamento que deseja excluir.

4. Na lista de compartilhamentos no SVM, selecione o compartilhamento que deseja excluir e clique em
Excluir.

5. Na caixa de didlogo Excluir compartilhamento, clique em OK.

O SnapCenter exclui o compartilhamento SMB do SVM.

Recupere espac¢o no sistema de storage

Embora o NTFS rastreie o espaco disponivel em um LUN quando os arquivos séo
excluidos ou modificados, ele ndo relata as novas informacgdes para o sistema de
armazenamento. Vocé pode executar o cmdlet PowerShell de recuperagao de espaco no
host Plug-in para Windows para garantir que os blocos recém-liberados sejam marcados
como disponiveis no storage.

Se vocé estiver executando o cmdlet em um host de plug-in remoto, sera necessario executar o cmdlet
SnapCenterOpen-SMConnection para abrir uma conexado com o servidor SnapCenter.

Antes de comecgar

* Vocé deve garantir que o processo de recuperagao de espacgo foi concluido antes de executar uma
operacao de restauracao.

* Se o LUN for compartilhado por hosts em um cluster de failover do Windows Server, vocé devera executar
a recuperacao de espaco no host que possui 0 grupo de cluster.

» Para um desempenho de armazenamento ideal, vocé deve executar a recuperagao de espago o mais
frequentemente possivel.

Vocé deve garantir que todo o sistema de arquivos NTFS foi digitalizado.

Sobre esta tarefa
* Arecuperacao de espaco € demorada e intensiva na CPU, por isso geralmente € melhor executar a
operagao quando o sistema de armazenamento e o uso de host do Windows s&o baixos.
» Arecuperagéo de espacgo recupera quase todo o espaco disponivel, mas nao 100%.

* Vocé nao deve executar a desfragmentagéo do disco ao mesmo tempo que esta executando a
recuperacao de espaco.
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Fazer isso pode retardar o processo de recuperacao.

Passo
No prompt de comando do PowerShell do servidor de aplicativos, digite o seguinte comando:
Invoke-SdHostVolumeSpaceReclaim -Path drive path

Drive_path é o caminho da unidade mapeado para o LUN.

Provisione o armazenamento usando cmdlets do PowerShell

Se nao quiser usar a GUI do SnapCenter para executar tarefas de provisionamento de
host e recuperacao de espaco, vocé pode usar os cmdlets do PowerShell. Vocé pode
usar cmdlets diretamente ou adiciona-los a scripts.

Se vocé estiver executando os cmdlets em um host de plug-in remoto, sera necessario executar o cmdlet
SnapCenter Open-SMConnection para abrir uma conexdo com o servidor SnapCenter.

As informacdes sobre os parametros que podem ser usados com o cmdlet e suas descrigdes podem ser
obtidas executando get-Help command_name. Em alternativa, pode também consultar o "Guia de referéncia
de cmdlet do software SnapCenter".

Se os cmdlets do SnapCenter PowerShell estiverem quebrados devido a remocéo do SnapDrive para
Windows do servidor, "Cmdlets SnapCenter quebrados quando o SnapDrive for Windows é desinstalado”
consulte .

Provisione storage em ambientes VMware

Vocé pode usar o plug-in do SnapCenter para Microsoft Windows em ambientes VMware
para criar e gerenciar LUNs e snapshots.
Plataformas VMware Guest os compativeis

* Versdes suportadas do Windows Server

» Configuragdes de cluster da Microsoft

Suporte para até um maximo de 16 ndés com suporte no VMware ao usar o iniciador de software iSCSI da
Microsoft ou até dois nés usando FC

* LUNs RDM
Suporte para um maximo de 56 LUNs RDM com quatro controladores LSI Logic SCSI para RDMS normais
ou 42 LUNs RDM com trés controladores LS| Logic SCSI em um plug-in box-to-box VMware VM MSCS

para configuragdo Windows

Suporta o controlador SCSI paravirtual VMware. Os discos 256 podem ser suportados em discos RDM.

Limitacoes relacionadas ao servidor VMware ESXi

* Alinstalagéo do plug-in para Windows em um cluster da Microsoft em maquinas virtuais usando
credenciais ESXi ndo é suportada.
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Vocé deve usar suas credenciais do vCenter ao instalar o plug-in para Windows em maquinas virtuais em
cluster.

» Todos 0s nds em cluster devem usar o mesmo ID de destino (no adaptador SCSI virtual) para o mesmo
disco em cluster.

* Quando vocé cria um LUN RDM fora do plug-in para Windows, vocé deve reiniciar o servigo de plug-in
para permitir que ele reconheca o disco recém-criado.

* Nao é possivel usar iniciadores iISCSI e FC ao mesmo tempo em um SO convidado VMware.

Minimo do vCenter Privileges necessario para operagées do SnapCenter RDM
Vocé deve ter o seguinte vCenter Privileges no host para executar operagbes RDM em um SO convidado:
» Datastore: Remover Arquivo

* Host: Configuragéo > Configuragéo da particdo de armazenamento

» Maquina virtual: Configuragao

Vocé deve atribuir esses Privileges a uma fungéo no nivel do servidor do Centro Virtual. A fungao a qual vocé
atribui esses Privileges ndo pode ser atribuida a nenhum usuario sem root Privileges.

Depois de atribuir esses Privileges, vocé pode instalar o plug-in para Windows no SO convidado.

Gerenciar LUNs FC RDM em um cluster da Microsoft

Vocé pode usar o Plug-in para Windows para gerenciar um cluster da Microsoft usando LUNs FC RDM, mas
primeiro vocé deve criar o quérum RDM compartilhado e o armazenamento compartilhado fora do plug-in e,
em seguida, adicionar os discos as maquinas virtuais no cluster.

A partir do ESXi 5,5, vocé também pode usar o hardware ESX iSCSI e FCoE para gerenciar um cluster
Microsoft. O plug-in para Windows inclui suporte pronto para uso para clusters da Microsoft.

Requisitos

O Plug-in para Windows oferece suporte a clusters da Microsoft usando LUNs FC RDM em duas maquinas
virtuais diferentes que pertencem a dois servidores ESX ou ESXi diferentes, também conhecidos como cluster
entre caixas, quando vocé atende a requisitos de configuragédo especificos.

* As maquinas virtuais (VMs) devem estar executando a mesma versao do Windows Server.

» As versoes de servidor ESX ou ESXi devem ser as mesmas para cada host pai VMware.

» Cada host pai deve ter pelo menos dois adaptadores de rede.

* Deve haver pelo menos um datastore do VMware Virtual Machine File System (VMFS) compartilhado
entre os dois servidores ESX ou ESXi.

* A VMware recomenda que o armazenamento de dados compartilhado seja criado em uma SAN FC.
Se necessario, o armazenamento de dados compartilhado também pode ser criado por iISCSI.

* O LUN RDM compartilhado deve estar no modo de compatibilidade fisica.

* O LUN RDM compartilhado deve ser criado manualmente fora do plug-in para Windows.

Nao é possivel usar discos virtuais para armazenamento compartilhado.
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Um controlador SCSI deve ser configurado em cada maquina virtual no cluster no modo de
compatibilidade fisica:

O Windows Server 2008 R2 requer que vocé configure o controlador SCSI SAS LSI Logic em cada
magquina virtual. Os LUNs compartilhados ndo podem usar o controlador SAS LSI Logic existente se
apenas um de seu tipo existir e ja estiver conetado a unidade C..

Controladores SCSI do tipo paravirtual ndo sao suportados em clusters VMware Microsoft.

Quando vocé adiciona um controlador SCSI a um LUN compartilhado em uma maquina
virtual no modo de compatibilidade fisica, vocé deve selecionar a opgado Raw Device
Mappings (RDM) e n&o a opgéo Create a new disk no VMware Infrastructure Client.

Os clusters de maquinas virtuais da Microsoft nao podem fazer parte de um cluster VMware.

Vocé deve usar as credenciais do vCenter e ndo as credenciais do ESX ou do ESXi ao instalar o plug-in
para Windows em maquinas virtuais que pertencem a um cluster da Microsoft.

O Plug-in para Windows n&o pode criar um unico grupo com iniciadores de varios hosts.

O grupo que contém os iniciadores de todos os hosts ESXi deve ser criado no controlador de
armazenamento antes de criar os LUNs RDM que serdo usados como discos de cluster compartilhados.

Certifique-se de criar um LUN RDM no ESXi 5,0 usando um iniciador FC.

Quando vocé cria um LUN RDM, um grupo de iniciadores é criado com ALUA.

Limitacoes

O plug-in para Windows oferece suporte a clusters da Microsoft usando LUNs FC/iSCSI RDM em diferentes
maquinas virtuais pertencentes a diferentes servidores ESX ou ESXi.

@ Esse recurso nao é suportado em versdes anteriores ao ESX 5,5i.

O plug-in para Windows nao oferece suporte a clusters em armazenamentos de dados ESX iSCSI e NFS.

O plug-in para Windows né&o suporta iniciadores mistos em um ambiente de cluster.
Os iniciadores devem ser FC ou Microsoft iISCSI, mas ndo ambos.

Iniciadores iISCSI ESX e HBAs ndo sao suportados em discos compartilhados em um cluster Microsoft.

O Plug-in para Windows nao suporta migragdo de maquina virtual com o vMotion se a maquina virtual fizer
parte de um cluster da Microsoft.

O plug-in para Windows né&o suporta MPIO em maquinas virtuais em um cluster da Microsoft.

Crie um LUN FC RDM compartilhado

Antes de usar LUNs FC RDM para compartilhar o storage entre ndés em um cluster da Microsoft, primeiro vocé
deve criar o disco de quorum compartilhado e o disco de storage compartilhado e adiciona-los a ambas as
maquinas virtuais no cluster.

O disco compartilhado n&o é criado usando o plug-in para Windows. Vocé deve criar e adicionar o LUN
compartilhado a cada maquina virtual no cluster. Para obter informagdes, "Cluster de maquinas virtuais em
hosts fisicos"consulte .
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Adicione licencas padrao baseadas em controladora
SnapCenter

Se vocé estiver usando controladores de storage FAS, AFF ou ASA, é necessaria uma
licenca baseada em controlador padréo da SnapCenter.

A licenga baseada no controlador tem as seguintes carateristicas:

* Direito padrao da SnapCenter incluido na compra de pacote Premium ou Flash (ndo com o pacote basico)
* Uso ilimitado de armazenamento

 Adicionado diretamente ao controlador de armazenamento FAS, AFF ou ASA usando o ONTAP System
Manager ou o ONTAP CLI.

@ N&o insira nenhuma informacéao de licenca na interface do usuario do SnapCenter para as
licencas baseadas no controlador SnapCenter .

* Blogueado no numero de série do controlador

Para obter informacdes sobre as licencas necessarias, "Licencas SnapCenter"consulte .

Etapa 1: Verifique se a licenga do SnapManager Suite esta instalada

Vocé pode usar a interface de usuario do SnapCenter para verificar se uma licenca do SnapManager Suite
esta instalada nos sistemas de armazenamento primario FAS, AFF ou ASA e identificar quais sistemas
precisam de licengas. As licengas do SnapManager Suite se aplicam somente a SVMs FAS, AFF e ASA ou
clusters em sistemas de armazenamento primario.

Se vocé ja tiver uma licenga do SnapManager Suite no seu controlador, o SnapCenter

@ fornecera automaticamente o direito a licenga baseada no controlador padrdo. Os nomes
licenga SnapManagerSuite e licenga baseada em controlador SnapCenter Standard s&o usados
de forma intercambiavel, mas se referem a mesma licenca.

Passos

1. No painel de navegacgao esquerdo, selecione Storage Systems.

2. Na pagina sistemas de armazenamento, na lista suspensa tipo, selecione se deseja exibir todos os SVMs
ou clusters que foram adicionados:

o Para visualizar todos os SVMs que foram adicionados, selecione SVMs ONTAP.

o Para visualizar todos os clusters que foram adicionados, selecione clusters ONTAP.

Quando vocé seleciona o nome do cluster, todos os SVMs que fazem parte do cluster séo exibidos na
secdo maquinas virtuais de armazenamento.

3. Na lista conexdes de armazenamento, localize a coluna Licenga do controlador.

A coluna Licenga do controlador exibe o seguinte status:

o

Indica que uma licenga do SnapManager Suite esta instalada em um sistema de storage
primario FAS, AFF ou ASA.
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o

@

primario FAS, AFF ou ASA.

Indica que uma licenga do SnapManager Suite ndo esta instalada em um sistema de storage

o N&o aplicavel indica que uma licengca do SnapManager Suite n&o € aplicavel porque o controlador de
armazenamento esta no Amazon FSX para NetApp ONTAP, Cloud Volumes ONTAP, ONTAP Select ou
plataformas de armazenamento secundario.

Passo 2: Identifique as licengas instaladas no controlador

Vocé pode usar a linha de comando ONTAP para visualizar todas as licencas instaladas no seu controlador.
Vocé deve ser um administrador de cluster no sistema FAS, AFF ou ASA.

@ O controlador exibe a licenga baseada no controlador SnapCenter Standard como a licenca

SnapManagerSuite.

Passos

1. Faca login no controlador NetApp usando a linha de comando ONTAP.

2. Digite o comando license show e visualize a saida para ver se a licenga do SnapManagerSuite esta

instalada.

Exemplo de saida

clusterl::> license show
(system license show)

Serial Number: 1-80-0000xx

Owner: clusterl

Package

Serial Number: 1-81-000000000000000000000000xx

Owner: clusterl-01

Package Type

NF'S license
CIFS license
iSCSI license
FCP license
SnapRestore license
SnapMirror license
FlexClone license
SnapVault license
SnapManagerSuite license

NFS License

CIFS License

iSCSI License

FCP License
SnapRestore License
SnapMirror License
FlexClone License
SnapVault License

SnapManagerSuite License

Expiration

Expiration

No exemplo, a licenga SnapManagerSuite € instalada, portanto, nenhuma agao adicional de licenciamento
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SnapCenter é necessaria.

Passo 3: Recupere o numero de série do controlador

Obtenha o numero de série do controlador usando a linha de comando ONTAP . Vocé deve ser um
administrador de cluster no sistema FAS, AFF ou ASA para obter seu niumero de série de licenca baseado em

controlador.

Passos
1. Faga login no controlador usando a linha de comando ONTAP.

2. Digite o comando system show -instance e, em seguida, revise a saida para localizar o niumero de série
do controlador.
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Exemplo de saida

clusterl::> system show -instance

Node: fasxxXXX—XX—XX—XX
Owner:

Location: RTP 1.5

Model: FAS8080

Serial Number: 123451234511
Asset Tag: -

Uptime: 143 days 23:46
NVRAM System ID: XXXXXXXXX
System ID: XXXXXXXXXX
Vendor: NetApp

Health: true

Eligibility: true
Differentiated Services: false
All-Flash Optimized: false

Node: fas8080-41-42-02
Owner:

Location: RTP 1.5

Model: FAS8080

Serial Number: 123451234512
Asset Tag: -

Uptime: 144 days 00:08
NVRAM System ID: XXXXXXXXX
System ID: XXXXXXXXXX
Vendor: NetApp

Health: true

Eligibility: true
Differentiated Services: false
All-Flash Optimized: false
2 entries were displayed.

3. Registe os numeros de série.

Passo 4: Recupere o numero de série da licenga baseada no controlador

Se estiver usando armazenamento FAS, ASA ou AFF , vocé podera recuperar a licenga baseada no
controlador SnapCenter no site de suporte da NetApp antes de instala-lo usando a linha de comando ONTAP .

Antes de comecar
* Vocé deve ter credenciais de login validas no site de suporte da NetApp.

Se vocé nao inserir credenciais validas, o sistema nao retornara nenhuma informacao para sua pesquisa.
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* Vocé deve ter o numero de série do controlador.

Passos
1. Inicie sess&o no "Site de suporte da NetApp".

2. Navegue até sistemas > licengas de software.

3. Na area critérios de selegao, certifique-se de que o numero de série (localizado na parte traseira da
unidade) esta selecionado, introduza o nimero de série do controlador e, em seguida, selecione Go!.

Software Licenses

Selection Criteria

Choose a method by which to search

» |Serial Number (located on back of unit) v| Enter Value: I:I Gol|

Enter the Cluster Serial Number value without dashes.

-0OR-
» Show Me All: | Serial Numbers with Licenses v| For Company: I:l Go'

E apresentada uma lista de licencas para o controlador especificado.

4. Localize e Registre a licenca padrdo ou SnapManagerSuite do SnapCenter.

Passo 5: Adicione licenga baseada no controlador

Vocé pode usar a linha de comando ONTAP para adicionar uma licenca baseada em controladora SnapCenter
quando estiver usando sistemas FAS, AFF ou ASA e tiver uma licenca padrao ou SnapManagerSuite do
SnapCenter.

Antes de comecar
» Vocé deve ser um administrador de cluster no sistema FAS, AFF ou ASA.

* Vocé deve ter a licenca padrdo ou SnapManagerSuite do SnapCenter.

Sobre esta tarefa

Se vocé quiser instalar o SnapCenter de avaliagdo com o storage FAS, AFF ou ASA, obtenha uma licenga de
avaliacao do pacote Premium para instalar no controlador.

Se vocé quiser instalar o SnapCenter em uma base de avaliagéo, entre em Contato com seu representante de
vendas para obter uma licenga de avaliagdo do pacote Premium para instalar em seu controlador.

Passos
1. Faga login no cluster NetApp usando a linha de comando ONTAP.

2. Adicione a chave de licenga SnapManagerSuite:
system license add -license-code license key
Este comando esta disponivel no nivel de privilégios de administrador.

3. Verifique se a licenga SnapManagerSuite esta instalada:
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license show

Passo 6: Remova a licenga de teste

Se vocé estiver usando uma licenga SnapCenter Standard baseada em controlador e precisar remover a
licenca de teste baseada em capacidade (numero de série terminando em “50”), use os comandos MySQL
para remover a licenca de teste manualmente. A licenca de teste ndo pode ser excluida usando a interface de
usuario do SnapCenter .

@ A remogado manual de uma licenga de teste so € necessaria se estiver a utilizar uma licenga
baseada em controlador padrdao da SnapCenter.

Passos
1. No servidor SnapCenter, abra uma janela do PowerShell para redefinir a senha do MySQL.

a. Execute o cmdlet Open-SmConnection para estabelecer conexao com o SnapCenter Server para uma
conta SnapCenterAdmin.

b. Execute o Set-SmRepositoryPassword para redefinir a senha do MySQL.

Para obter informagdes sobre os cmdlets, consulte "Guia de referéncia de cmdlet do software
SnapCenter" .

2. Abra o prompt de comando e execute mysql -u root -p para fazer login no MySQL.
O MySQL solicita a senha. Introduza as credenciais fornecidas durante a reposigéo da palavra-passe.
3. Remova a licenca de teste do banco de dados:

use nsm;DELETE FROM nsm License WHERE nsm License Serial Number='510000050";

Configurar alta disponibilidade

Configurar servidores SnapCenter para alta disponibilidade

Para oferecer suporte a alta disponibilidade (HA) no SnapCenter executado no Windows
ou no Linux, vocé pode instalar o balanceador de carga F5. O F5 permite que o servidor
SnapCenter suporte configuragdes ativo-passivo em até dois hosts que estdo no mesmo
local. Para usar o balanceador de carga F5 no SnapCenter, vocé deve configurar os
servidores SnapCenter e configurar o balanceador de carga F5.

Vocé também pode configurar o balanceamento de carga de rede (NLB) para configurar o SnapCenter High
Availability. Vocé deve configurar manualmente o NLB fora da instalagdo do SnapCenter para alta

disponibilidade.

Para ambientes de nuvem, vocé pode configurar a alta disponibilidade usando o Amazon Web Services
(AWS) Elastic Load Balancing (ELB) e o balanceador de carga do Azure.
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Configure a alta disponibilidade usando o F5

Para obter instrugdes sobre como configurar os servidores SnapCenter para alta disponibilidade usando
o balanceador de carga F5, consulte "Como configurar servidores SnapCenter para alta disponibilidade
usando o balanceador de carga F5" .

Vocé deve ser membro do grupo Administradores locais nos servidores SnapCenter (além de ser
atribuido a fungdo SnapCenterAdmin) para usar os seguintes cmdlets para adicionar e remover clusters
F5:

* Add-SmServerCluster
e Add-SmServer

* Remover-SmServerCluster

Para obter mais informacdes, "Guia de referéncia de cmdlet do software SnapCenter" consulte .

Informagdes adicionais

» Depois de instalar e configurar o SnapCenter para alta disponibilidade, edite o atalho da area de
trabalho do SnapCenter para apontar para o IP do cluster F5.

» Se ocorrer um failover entre servidores SnapCenter e houver também uma sessao do SnapCenter
existente, vocé devera fechar o navegador e fazer logon no SnapCenter novamente.

» Na configuragao do balanceador de carga (NLB ou F5), se vocé adicionar um host parcialmente
resolvido pelo NLB ou host F5 e se 0 host SnapCenter ndo conseguir entrar em Contato com esse
host, a pagina do host SnapCenter alternara entre hosts inativos e o estado em execugao com
frequéncia. Para resolver esse problema, vocé deve garantir que ambos os hosts do SnapCenter
sejam capazes de resolver o host no NLB ou no host F5.

* Os comandos SnapCenter para configuragdes de MFA devem ser executados em todos os hosts. A
configuragédo do grupo dependente deve ser feita no servidor AD FS (Servigos de Federagao do ative
Directory) usando os detalhes do cluster F5. O acesso a IU do SnapCenter no nivel do host sera
bloqueado apods a ativagao do MFA.

» Durante o failover, as configuragées do log de auditoria ndo seréo refletidas no segundo host.
Portanto, vocé deve repetir manualmente as configura¢des de log de auditoria no host passivo F5
quando ele se tornar ativo.

Configurar a alta disponibilidade usando o balanceamento de carga de rede (NLB)

Vocé pode configurar o balanceamento de carga de rede (NLB) para configurar o SnapCenter High
Availability. Vocé deve configurar manualmente o NLB fora da instalagdo do SnapCenter para alta
disponibilidade.

Para obter informacdes sobre como configurar o NLB (balanceamento de carga de rede) com o
SnapCenter, "Como configurar o NLB com o SnapCenter" consulte .

Configurar a alta disponibilidade usando o AWS Elastic Load Balancing (ELB)

Vocé pode configurar o ambiente de SnapCenter de alta disponibilidade no Amazon Web Services (AWS)
configurando dois servidores SnapCenter em zonas de disponibilidade (AZs) separadas e configurando-
os para failover automatico. A arquitetura inclui enderecos IP privados virtuais, tabelas de roteamento e
sincronizagao entre bancos de dados MySQL ativos e em espera.

Passos
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1. Configurar IP de sobreposic¢ao virtual privada na AWS. Para obter informacgdes, "Configurar IP de
sobreposicao virtual privada" consulte .

2. Prepare seu host Windows
a. Forga IPv4 a ser priorizada acima de IPv6:
= Localizacdo: HKLM/SYSTEM/CurrentControlSet/Services/Tcpip6/Parameters
= Chave: DisabledComponents
= Tipo: REG_DWORD
= Valor: 0x20

b. Certifique-se de que os nomes de dominio totalmente qualificados podem ser resolvidos via DNS
ou através da configuragéo de host local para os enderegos |IPv4.

c. Certifique-se de que nao tem um proxy do sistema configurado.

d. Certifique-se de que a palavra-passe de administrador seja a mesma no Windows Server quando
utilizar uma configuragdo sem um ative Directory e que os servidores ndo estejam num dominio.

e. Adicione IP virtual em ambos os servidores Windows.
3. Crie o cluster SnapCenter.

a. Inicie o PowerShell e conete-se ao SnapCenter. Open-SmConnection

b. Crie o cluster. Add-SmServerCluster -ClusterName <cluster name> -ClusterIP
<cluster ip> -PrimarySCServerIP <primary ip> -Verbose -Credential
administrator

C. Adicione o servidor secundario. Add-SmServer -ServerName <server name> -ServerIP
<server ip> -CleanUpSecondaryServer -Verbose -Credential administrator

d. Obtenha os detalhes de alta disponibilidade. Get-SmServerConfig

4. Crie a fungédo Lamda para ajustar a tabela de roteamento caso o endpoint IP privado virtual fique
indisponivel, monitorado pelo AWS CloudWatch. Para obter informagdes, "Crie uma func¢ao do
Lambda" consulte .

5. Crie um monitor no CloudWatch para monitorar a disponibilidade do endpoint do SnapCenter. Um
alarme é configurado para acionar uma fungdo do Lambda se o endpoint estiver inacessivel. A
fungdo do Lambda ajusta a tabela de roteamento para redirecionar o trafego para o servidor
SnapCenter ativo. Para obter informacdes, "Crie canarios sintéticos" consulte .

6. Implemente o fluxo de trabalho usando uma funcao de etapa como alternativa ao monitoramento do
CloudWatch, fornecendo tempos de failover menores. O fluxo de trabalho inclui uma funcédo de sonda
do Lambda para testar o URL do SnapCenter, uma tabela do DynamoDB para armazenar contagens
de falhas e a proépria fungéao Etapa.

a. Use uma fungéo lambda para verificar a URL do SnapCenter. Para obter informagdes, "Crie a
funcao Lambda" consulte .

b. Crie uma tabela do DynamoDB para armazenar a contagem de falhas entre duas iteragdes de
fungéo de passo. Para obter informagdes, "Comece a usar a tabela DynamoDB" consulte .

c. Crie a fungéo Step (passo). Para obter informagdes, "Documentacéo da fungéo de passos"
consulte .

d. Teste uma unica etapa.
e. Teste a fungao completa.

f. Crie a fungdo do IAM e ajuste as permissdes para poder executar a fungado do Lambda.
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g. Criar agendamento para acionar a fungao Step. Para obter informacgdes, "Usando o Amazon
EventBridge Scheduler para iniciar uma fungcéo de passo" consulte .

Configure a alta disponibilidade usando o balanceador de carga do Azure

Vocé pode configurar um ambiente SnapCenter de alta disponibilidade usando o balanceador de carga
do Azure.

Passos

1. Crie maquinas virtuais em um conjunto de escala usando o portal do Azure. O conjunto de escala de
maquina virtual do Azure permite criar e gerenciar um grupo de maquinas virtuais balanceadas de
carga. O numero de instancias de maquina virtual pode aumentar ou diminuir automaticamente em
resposta a demanda ou a um cronograma definido. Para obter informagdes, "Crie maquinas virtuais
em um conjunto de escala usando o portal do Azure" consulte .

2. Depois de configurar as maquinas virtuais, faga login em cada maquina virtual no VM Set e instale o
servidor SnapCenter em ambos os nos.

3. Crie o cluster no host 1. Add-SmServerCluster -ClusterName <cluster name>
-ClusterIP <specify the load balancer front end virtual ip>
-PrimarySCServerIP <ip address> -Verbose -Credential <credentials>

4. Adicione o servidor secundario. Add-SmServer -ServerName <name of node2> -ServerIP
<ip address of node2> -Verbose -Credential <credentials>

5. Obtenha os detalhes de alta disponibilidade. Get-SmServerConfig

6. Se necessario, reconstrua o host secundario. Set-SmRepositoryConfig -RebuildSlave
-Verbose

7. Failover para o segundo host. Set-SmRepositoryConfig ActiveMaster <name of node2>
-Verbose

Mude de NLB para F5 para alta disponibilidade

Vocé pode alterar sua configuragao do SnapCenter HA de balanceamento de carga de rede (NLB) para
usar o balanceador de carga F5.

Passos

1. Configurar servidores SnapCenter para alta disponibilidade usando o F5. "Saiba mais".
No host do servidor SnapCenter, inicie o PowerShell.

Inicie uma sessao usando o cmdlet Open-SmConnection e insira suas credenciais.

> 0N

Atualize o servidor SnapCenter para apontar para o endereco IP do cluster F5 usando o cmdlet
Update-SmServerCluster.

As informacdes sobre os parametros que podem ser usados com o cmdlet e suas descricbes podem

ser obtidas executando get-Help command_name. Em alternativa, pode também consultar o "Guia de
referéncia de cmdlet do software SnapCenter".

Alta disponibilidade para o repositério SnapCenter MySQL

Replicacdo MySQL é um recurso do MySQL Server que permite replicar dados de um
servidor de banco de dados MySQL (master) para outro servidor de banco de dados
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MySQL (slave). O SnapCenter oferece suporte a replicacdo MySQL para alta
disponibilidade somente em dois nds habilitados para balanceamento de carga de rede
(NLB-enabled).

O SnapCenter executa operagdes de leitura ou gravagao no repositério mestre e roteia sua conexao para o
repositorio escravo quando ha uma falha no repositorio mestre. O repositorio slave entédo se torna o
repositorio master. O SnapCenter também da suporte a replicagao reversa, que é ativada somente durante o
failover.

Para usar o recurso de alta disponibilidade (HA) do MySQL, vocé deve configurar o Network Load Balancer
(NLB) no primeiro no. O repositério MySQL é instalado neste né como parte da instalagéo. Ao instalar o
SnapCenter no segundo nd, vocé deve se juntar ao F5 do primeiro n6 e criar uma cépia do repositorio MySQL
no segundo no.

O SnapCenter fornece os cmdlets get-SmRepositoryConfig e set-SmRepositoryConfig do PowerShell para
gerenciar a replicagdo do MySQL.

As informacdes sobre os parametros que podem ser usados com o cmdlet e suas descricbes podem ser
obtidas executando get-Help command_name. Em alternativa, pode também consultar o "Guia de referéncia
de cmdlet do software SnapCenter".

Vocé deve estar ciente das limitagdes relacionadas ao recurso HA do MySQL.:

* NLB e MySQL HA nao séo suportados além de dois nds.

* Mudar de uma instalacéo autbnoma do SnapCenter para uma instalacao NLB ou vice-versa e mudar de
uma configuragdo autdnoma do MySQL para o MySQL HA n&o séo suportados.

+ O failover automatico ndo é suportado se os dados do repositério secundario nao forem sincronizados
com os dados do repositorio principal.

Vocé pode iniciar um failover forgado usando o cmdlet Set-SmRepositoryConfig.
* Quando o failover € iniciado, os trabalhos que estdo em execucgéo podem falhar.
Se o failover acontecer porque o servidor MySQL ou o servidor SnapCenter estdo inoperantes, os

trabalhos que estdo em execugao podem falhar. Apés o failover para o segundo né, todos os trabalhos
subsequentes sdo executados com éxito.

Para obter informagdes sobre como configurar a alta disponibilidade, "Como configurar o NLB e o ARR com o
SnapCenter" consulte .

Configurar controles de acesso baseados em fungao
(RBAC)
Crie uma fungao

Além de usar as funcdes existentes do SnapCenter, vocé pode criar suas proprias
funcdes e personalizar as permissoées.

Para criar suas proprias fungdes, € necessario efetuar login como a fung¢ao "SnapCenterAdmin".

Passos
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1. No painel de navegacao esquerdo, clique em Configuragoes.
Na pagina Configuragdes, clique em funcgoes.

Clique 4em.

> 0N

Especifique um nome e uma descrigdo para a nova fungao.

@ Somente os seguintes caracteres especiais podem ser usados em nomes de usuarios e
grupos: espaco ( ), hifen (-), sublinhado (_) e dois pontos (:).

5. Selecione todos os membros desta fungdo podem ver objetos de outros membros para permitir que
outros membros da fung¢@o vejam recursos como volumes e hosts depois que eles atualizarem a lista de
recursos.

Vocé deve desmarcar essa opgao se nao quiser que os membros dessa fungéo vejam objetos aos quais
outros membros sao atribuidos.

Quando essa opgao esta ativada, a atribuicdo de acesso aos usuarios a objetos ou
recursos nao é necessaria se os usuarios pertencerem a mesma fungdo que o usuario que
criou 0s objetos ou recursos.

6. Na pagina permissdes, selecione as permissdes que vocé deseja atribuir a fungdo ou clique em
Selecionar tudo para conceder todas as permissdes a fungao.

7. Clique em Enviar.

Adicione uma fung¢ao NetApp ONTAP RBAC usando comandos de login de
segurancga

Use os comandos de login de segurancga para adicionar uma funcdo RBAC do NetApp
ONTAP quando seus sistemas de storage estiverem executando o Clustered ONTAP.

Antes de comecgar

* Identifique a tarefa (ou tarefas) que vocé deseja executar e os privilégios necessarios para executa-las.

» Conceda Privileges aos comandos e/ou diretdrios de comando.
Existem dois niveis de acesso para cada diretério de comando/comando: All-Access e somente leitura.
Vocé deve sempre atribuir primeiro o All-Access Privileges.

* Atribua funcdes aos usuarios.

* Identifique sua configuragdo dependendo se seus plug-ins SnapCenter estdo conectados ao IP do
administrador do cluster para todo o cluster ou diretamente conectados a uma SVM dentro do cluster.

Sobre esta tarefa

Para simplificar a configuracdo dessas funcdes em sistemas de armazenamento, vocé pode usar a ferramenta
RBAC User Creator for NetApp ONTAP, publicada no Forum de Comunidades da NetApp.

Esta ferramenta lida automaticamente com a configuragéo correta do ONTAP Privileges. Por exemplo, a
ferramenta Criador de Usuario RBAC para NetApp ONTAP adiciona automaticamente o Privileges na ordem
correta para que o Privileges de Acesso total aparega primeiro. Se vocé adicionar primeiro o Privileges
somente leitura e depois adicionar o Privileges All-Access, o ONTAP marca o Privileges All-Access como
duplicatas e os ignora.
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Se vocé atualizar mais tarde o SnapCenter ou o ONTAP, execute novamente a ferramenta
Criador de usuarios do RBAC para NetApp ONTAP para atualizar as fungbes de usuario criadas

@ anteriormente. As fungdes de usuario criadas para uma versao anterior do SnapCenter ou do
ONTAP nao funcionam corretamente com versdes atualizadas. Quando vocé executa
novamente a ferramenta, ela manipula automaticamente a atualizagdo. Vocé ndo precisa recriar
0s papéis.

Para obter mais informagbes sobre como configurar fungbes RBAC do ONTAP, consulte "Guia de autenticacao
do administrador da ONTAP 9 e alimentacdo RBAC".

Passos
1. No sistema de armazenamento, crie uma nova fungao inserindo o seguinte comando:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm name\>
o SVM_name € o nome do SVM. Se vocé deixar isso em branco, o padrao sera administrador do cluster.
> role_name é o nome que vocé especifica para a funcao.

o Comando é a capacidade ONTAP.

@ Vocé deve repetir este comando para cada permissao. Lembre-se de que os comandos
All-Access devem ser listados antes dos comandos somente leitura.

Para obter informacgdes sobre a lista de permissoes, "Comandos CLI do ONTAP para criar fungdes e
atribuir permissdes"consulte .

2. Crie um nome de usuario digitando o seguinte comando:

security login create -username <user name\> -application ontapi -authmethod
<password\> -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"
o user_name é o nome do usuario que vocé esta criando.
o <password> é a sua palavra-passe. Se vocé nao especificar uma senha, o sistema solicitara uma.
> SVM_name é o nome do SVM.
3. Atribua a fungao ao utilizador introduzindo o seguinte comando:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod <password\>

o <user_name> € o nome do usuario que vocé criou na Etapa 2. Este comando permite modificar o
usuario para associa-lo a fungao.

o <svm_name> &€ o nome do SVM.

> <role_name> é o nome da fungéo que vocé criou na Etapa 1.

o <password> é a sua palavra-passe. Se vocé nao especificar uma senha, o sistema solicitara uma.

4. Verifique se o usuario foi criado corretamente digitando o seguinte comando:

security login show -vserver <svm name\> -user-or-group-name <user name\>
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User_name € o nome do usuario que vocé criou na Etapa 3.

Criar fungées do SVM com Privileges minimo

Ha varios comandos de CLI do ONTAP que vocé deve executar ao criar uma funcao para
um novo usuario do SVM no ONTAP. Essa fungao € necessaria se vocé configurar SVMs
no ONTAP para usar com o SnapCenter e ndo quiser usar a fungao vsadmin.

Passos
1. No sistema de storage, crie uma fungao e atribua todas as permissdes a fungao.

security login role create -vserver <svm name\>- role <SVM Role Name\>
-cmddirname <permission\>

@ Vocé deve repetir este comando para cada permissao.

2. Crie um usuario e atribua a fungao a esse usuario.

security login create -user <user name\> -vserver <svm name\> -application
ontapi -authmethod password -role <SVM Role Name\>

3. Desbloquear o utilizador.

security login unlock -user <user name\> -vserver <svm name\>

Comandos CLI do ONTAP para criar fungoes SVM e atribuir permissoes

Existem varios comandos de CLI do ONTAP que vocé deve executar para criar fungbes SVM e atribuir
permissoes.

° security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"snapmirror list-destinations" -access all

° security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"event generate-autosupport-log" -access all

® security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"job history show" -access all

* security login role create -vserver SVM name -role SVM Role Name -cmddirname
"job show" -access all

* security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"job stop" -access all

* security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"lun" -access all

®* security login role create -vserver SVM name -role SVM Role Name -cmddirname
"lun create" -access all

®* security login role create -vserver SVM name -role SVM Role Name -cmddirname
"lun delete" -access all
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security login role create -vserver SVM name
"lun igroup add" -access all

security login role create -vserver SVM name
"lun igroup create" -access all

security login role create -vserver SVM name
"lun igroup delete" -access all

security login role create -vserver SVM name
"lun igroup rename" -access all

security login role create -vserver SVM name
"lun igroup show" -access all

security login role create -vserver SVM name
"lun mapping add-reporting-nodes" -access all

security login role create -vserver SVM Name
"lun mapping create" -access all

security login role create -vserver SVM name
"lun mapping delete" -access all

security login role create -vserver SVM name
"lun mapping remove-reporting-nodes" -access

security login role create
"lun mapping show" -access

-vserver SVM name
all

security login role create
"lun modify" -access all

-vserver SVM name

security login role create -vserver SVM name

"lun move-in-volume" -access all

security login role create -vserver SVM name
"lun offline™ -access all

security login role create -vserver SVM name

"lun online" -access all

security login role create -vserver SVM name

"lun resize" -access all

security login role create -vserver SVM name

"lun serial" -access all

security login role create -vserver SVM name

"lun show" -access all

security login role create -vserver SVM Name

"network interface" -access readonly

security login role create -vserver SVM name
"snapmirror policy add-rule" -access all

security login role create -vserver SVM name
"snapmirror policy modify-rule" -access all

security login role create -vserver SVM name
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SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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"snapmirror policy remove-rule" -access all

security login role create -vserver SVM name
"snapmirror policy show" -access all

security login role create -vserver SVM name
"snapmirror restore" -access all

security login role create -vserver SVM name
"snapmirror show" -access all

security login role create -vserver SVM Name
"snapmirror show-history" -access all

security login role create -vserver SVM name
"snapmirror update" -access all

security login role create -vserver SVM name
"snapmirror update-ls-set" -access all

security login role create -vserver SVM name

"version" -access all

security login role create -vserver SVM name

"volume clone create" -access all

security login role create -vserver SVM name

"volume clone show" -access all

security login role create -vserver SVM name

"volume clone split start" -access all

security login role create -vserver SVM name

"volume clone split stop" -access all

security login role
"volume create" -access all

create -vserver SVM name

security login role create -vserver SVM name
"volume destroy" -access all

security login role create -vserver SVM name
"volume file clone create" -access all

security login role create -vserver SVM name
"volume file show-disk-usage" -access all

security login role create -vserver SVM name
"volume modify" -access all

security login role create -vserver SVM name
"volume offline" -access all

security login role create -vserver SVM name
"volume online" -access all

security login role create -vserver SVM name
"volume gtree create" -access all

security login role create -vserver SVM name

"volume gtree delete" -access all
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security login role create -vserver SVM name
"volume gtree modify" -access all

security login role create -vserver SVM name
"volume gtree show" -access all

security login role create -vserver SVM name
"volume restrict" -access all

security login role create -vserver SVM name

"volume show" -access all

security login role create -vserver SVM name

"volume snapshot create" -access all

security login role create -vserver SVM name

"volume snapshot delete" -access all

security login role create -vserver SVM name
"volume snapshot modify" -access all

security login role create -vserver SVM Name
"volume snapshot modify-snaplock-expiry-time

security login role create -vserver SVM name
"volume snapshot rename" -access all

security login role create -vserver SVM name
"volume snapshot restore" -access all

security login role create -vserver SVM name
"volume snapshot restore-file" -access all

security login role create -vserver SVM name
"volume snapshot show" -access all

security login role create -vserver SVM name
"volume snapshot show-delta" -access all

security login role create -vserver SVM name

"volume unmount" -access all

security login role create -vserver SVM name
"vserver cifs share create" -access all
security login role create -vserver SVM name
"vserver cifs share delete" -access all
security login role create -vserver SVM name
"vserver cifs share show" -access all
security login role create -vserver SVM name
"vserver cifs show" -access all

security login role create -vserver SVM name
"vserver export-policy create" -access all
security login role create -vserver SVM name
"vserver export-policy delete" -access all
security login role create -vserver SVM name
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SVM Name

—-access all

SVM name

SVM name

SVM name

SVM Name
all

export-policy rule create" -access all

-role

-role

-role

-role

-role

"vserver

security login role create -vserver SVM name -role
"vserver export-policy rule show" -access all
security login role create -vserver SVM name -role
"vserver export-policy show" -access all

security login role create -vserver

"vserver iscsi connection show"

security login role create -vserver

"vserver" -access readonly

security login role create -vserver

"vserver export-policy" -access all

security login role create -vserver

"vserver iscsi" -access all

security login role create -vserver

"volume clone split status" -access

security login role create -vserver
"volume managed-feature"

security login role create -vserver

"nvme subsystem map" -access all

security login role create -vserver

"nvme subsystem create" -access all

security login role create -vserver

"nvme subsystem delete" -access all

security login role create -vserver
"nvme subsystem modify" -access all

security login role create -vserver
"nvme subsystem host" -access all

security login role create -vserver
"nvme subsystem controller" -access

security login role create -vserver
"nvme subsystem show" -access all

security login role create -vserver

"nvme namespace create" -access all

security login role create -vserver
"nvme namespace delete" -access all

security login role create -vserver
"nvme namespace modify" -access all

security login role create -vserver

"nvme namespace show" -access all

—-access all
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Criar fungoes do SVM para sistemas ASA R2

Ha varios comandos ONTAP CLI que vocé deve executar para criar uma fungdo para um
novo usuario SVM em sistemas ASA r2. Essa fungao é necessaria se vocé configurar
SVMs em sistemas ASA r2 para usar com o SnapCenter e ndo quiser usar a funcéo
vsadmin.

Passos
1. No sistema de storage, crie uma fungao e atribua todas as permissdes a fungao.

security login role create -vserver <svm name\>- role <SVM Role Name\>
-cmddirname <permission\>

(D Vocé deve repetir este comando para cada permissao.

2. Crie um usuario e atribua a funcéo a esse usuario.

security login create -user <user name\> -vserver <svm name\> -application
http -authmethod password -role <SVM Role Name\>

3. Desbloquear o utilizador.

security login unlock -user <user name\> -vserver <svm name\>

Comandos CLI do ONTAP para criar fungdoes SVM e atribuir permissoes

Existem varios comandos de CLI do ONTAP que vocé deve executar para criar fungcbes SVM e atribuir
permissoes.

®* security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"snapmirror list-destinations" -access all

®* security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"event generate-autosupport-log" -access all

®* security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"job history show" -access all

®* security login role create -vserver SVM name -role SVM Role Name -cmddirname
"job show" -access all

®* security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"job stop" -access all

® security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"lun" -access all

° security login role create -vserver SVM name -role SVM Role Name -cmddirname
"lun create" -access all

° security login role create -vserver SVM name -role SVM Role Name -cmddirname
"lun delete" -access all

° security login role create -vserver SVM name -role SVM Role Name -cmddirname
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"lun igroup add" -access all

security login role create -vserver SVM name
"lun igroup create" -access all

security login role create -vserver SVM name
"lun igroup delete" -access all

security login role create -vserver SVM name
"lun igroup rename" -access all

security login role create -vserver SVM name
"lun igroup show" -access all

security login role create -vserver SVM name
"lun mapping add-reporting-nodes" -access all

security login role create -vserver SVM Name
"lun mapping create" -access all

security login role create -vserver SVM name
"lun mapping delete" -access all

security login role create -vserver SVM name
"lun mapping remove-reporting-nodes" -access

security login role create -vserver SVM name

"lun mapping show" -access all

security login role create -vserver SVM name

"lun modify" -access all

security login role create -vserver SVM name

"lun move-in-volume" -access all

security login role create -vserver SVM name
"lun offline"™ -access all

security login role create
"lun online" -access all

-vserver SVM name

security login role create
-access all

-vserver SVM name
"lun resize"

security login role create
"lun serial" -access all

-vserver SVM name

security login role create
"lun show" -access all

-vserver SVM name

security login role create -vserver SVM Name
"network interface" -access readonly

security login role create -vserver SVM name
"snapmirror policy add-rule" -access all

security login role create -vserver SVM name
"snapmirror policy modify-rule" -access all

security login role create -vserver SVM name
"snapmirror policy remove-rule" -access all
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security login role create -vserver SVM name
"snapmirror policy show" -access all

security login role create -vserver SVM name
"snapmirror restore" -access all

security login role create -vserver SVM name
"snapmirror show" -access all

security login role create -vserver SVM Name
"snapmirror show-history" -access all

security login role create -vserver SVM name
"snapmirror update" -access all

security login role create -vserver SVM name
"snapmirror update-ls-set" -access all

security login role create -vserver SVM name

"version" -access all

security login role create -vserver SVM name
"volume clone create" -access all

security login role
"volume clone show"

create -vserver SVM name
—access all

security login role
"volume clone split

create -vserver SVM name
start"™ -access all

security login role
"volume clone split

create -vserver SVM name
stop" -access all

security login role
"volume create"

create -vserver SVM name
—access all

security login role create -vserver SVM name
"volume destroy" -access all

security login role create -vserver SVM name

"volume file clone create" -access all

security login role create -vserver SVM name
"volume file show-disk-usage" -access all

security login role create -vserver SVM name
"volume modify" -access all

security login role create -vserver SVM name
"volume offline" -access all

security login role create -vserver SVM name
"volume online" -access all

security login role create -vserver SVM name
"volume gtree create" -access all

security login role create -vserver SVM name
"volume gtree delete" -access all

security login role create -vserver SVM name
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"volume gtree modify" -access all

security

"volume gtree show"

security

"volume restrict"

security

"volume show"

security

"volume snapshot create"

security

"volume snapshot delete"

security

login role create -vserver SVM name -role
—access all

login role create -vserver SVM name -role
-access all

login role create -vserver SVM name -role
-access all

login role create -vserver SVM name -role
-access all

login role create -vserver SVM name -role
-access all

login role create -vserver SVM name -role

"volume snapshot modify" -access all

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

SVM Role Name

security login role create -vserver SVM Name -role SVM Role Name

"volume snapshot modify-snaplock-expiry-time" -access all

security login role create -vserver SVM name -role SVM Role Name

"volume snapshot rename"

security

"volume snapshot restore"

security

—-access all

login role create -vserver SVM name -role
-access all

login role create -vserver SVM name -role

"volume snapshot restore-file" -access all

security

"volume snapshot show"

login role create -vserver SVM name -role
—access all

security login role create -vserver SVM name -role
"volume snapshot show-delta" -access all
security login role create -vserver SVM name -role

"volume unmount"

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

—-access all

login role create -vserver SVM name -role
cifs share create" -access all

login role create -vserver SVM name -role
cifs share delete" -access all

login role create -vserver SVM name -role
cifs share show" -access all

login role
cifs show"

create -vserver SVM name -role
—access all

login role create -vserver SVM name -role
export-policy create" -access all

login role create -vserver SVM name -role
export-policy delete" -access all

login role create -vserver SVM name -role
export-policy rule create" -access all
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security login role create -vserver SVM name -role

"vserver export-policy rule show" -access all

security login role create -vserver SVM name -role

"vserver export-policy show" -access all

security login role create -vserver

"vserver iscsi connection show"

security login role create -vserver
"vserver" -access readonly

security login role create -vserver
"vserver export-policy" -access all
security login role create -vserver
"vserver iscsi" -access all
security login role create -vserver
"volume clone split status" -access
security login role create -vserver
"volume managed-feature" -access all
security login role create -vserver
"nvme subsystem map" -access all
security login role create -vserver
"nvme subsystem create" -access all
security login role create -vserver
"nvme subsystem delete" -access all
security login role create -vserver
"nvme subsystem modify" -access all
security login role create -vserver
"nvme subsystem host" -access all
security login role create -vserver
"nvme subsystem controller" -access
security login role create -vserver
"nvme subsystem show" -access all
security login role create -vserver
"nvme namespace create" -access all
security login role create -vserver
"nvme namespace delete" -access all
security login role create -vserver
"nvme namespace modify" -access all
security login role create -vserver
"nvme namespace show" -access all
security login role create -vserver
"storage-unit show" -access all
security login role create -vserver
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"consistency-group" -access all

security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"snapmirror protect" -access all

security login role create -vserver SVM Name -role SVM Role Name -cmddirname
"volume delete" -access all

security login create -user-or-group-name user name -application http
—authentication-method password -role SVM Role Name -vserver SVM Name

security login create -user-or-group-name user name -application ssh
—authentication-method password -role SVM Role Name -vserver SVM Name

Criar fungoes de cluster do ONTAP com Privileges minimo

Vocé deve criar uma fungéo de cluster do ONTAP com Privileges minimo para que vocé
nao precise usar a fungao de administrador do ONTAP para executar operagdes no
SnapCenter. Vocé pode executar varios comandos de CLI do ONTAP para criar a funcéo
de cluster do ONTAP e atribuir Privileges minimo.

Passos

1.

No sistema de storage, crie uma fungéo e atribua todas as permissées a fungao.

security login role create -vserver <cluster name\>- role <role name\>
-cmddirname <permission\>

(D Vocé deve repetir este comando para cada permissao.

. Crie um usuario e atribua a funcao a esse usuario.

security login create -user <user name\> -vserver <cluster name\> -application
ontapi http -authmethod password -role <role name\>

Desbloquear o utilizador.

security login unlock -user <user name\> -vserver <cluster name\>

Comandos de CLI do ONTAP para criar fungoes de cluster e atribuir permissées

Ha varios comandos de CLI do ONTAP que vocé deve executar para criar fungdes de cluster e atribuir
permissoes.
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security login role create -vserver Cluster name or cluster name -role
Role Name -cmddirname "metrocluster show" -access readonly

security login role create -vserver Cluster name or cluster name -role
Role Name -cmddirname "cluster identity modify" -access all

security login role create -vserver Cluster name -role Role Name -cmddirname
"cluster identity show" -access all

security login role create -vserver Cluster name -role Role Name -cmddirname



"cluster

security

"cluster peer show"
security

"cluster show" -access all
security

modify" -access all

login role create -vserver Cluster name
—access all

login role create -vserver Cluster name

login role create -vserver Cluster name

"event generate-autosupport-log" -access all

security login role create -vserver Cluster name

"job history show" -access

security login role create

"job show" -access all

security login role create

"job stop" -access all

security login role create

"lun" -access all

security login role create

"lun create" -access all

security login role create

"lun delete" -access all

security login role create

all

—vsServer

—-vserver

—-vserver

—vserver

—-vserver

—vserver

"lun igroup add" -access all

security login role create

"lun igroup create"

security login role create

"lun igroup delete"

security login role create

"lun igroup modify"

security login role create

"lun igroup rename"

security login role create

—vserver

—-access all

—vserver

—-access all

—vserver

—-access all

—vserver

—-access all

—vserver

"lun igroup show" -access all

security login role create

—vVsServer

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

"lun mapping add-reporting-nodes" -access all

security login role create -vserver Cluster name
"lun mapping create" -access all

security login role create -vserver Cluster name
"lun mapping delete" -access all

security login role create -vserver Cluster name

"lun mapping remove-reporting-nodes" -access all

security login role create -vserver Cluster name

"lun mapping show" -access

all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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security login role create -vserver Cluster name
"lun modify" -access all

security login role create -vserver Cluster name

"lun move-in-volume" -access all

security login role create -vserver Cluster name

"lun offline" -access all

security login role create -vserver Cluster name

"lun online" -access all

security login role create -vserver Cluster name
"lun persistent-reservation clear" -access all

security login role create -vserver Cluster name

"lun resize" -access all

security login role create -vserver Cluster name
"lun serial"™ -access all

security login role create -vserver Cluster name
"lun show" -access all

security login role create -vserver Cluster name
"network interface create" -access readonly
security login role create -vserver Cluster name
"network interface delete" -access readonly
security login role create -vserver Cluster name
"network interface modify" -access readonly
security login role create -vserver Cluster name
"network interface show" -access readonly
security login role create -vserver Cluster name

"nvme subsystem map" -access all

security login role create -vserver Cluster name

"nvme subsystem create" -access all

security login role create -vserver Cluster name

"nvme subsystem delete" -access all

security login role create -vserver Cluster name

"nvme subsystem modify" -access all

security login role create -vserver Cluster name

"nvme subsystem host" -access all

security login role create -vserver Cluster name

"nvme subsystem controller" -access all

security login role create -vserver Cluster name

"nvme subsystem show" -access all

security login role create -vserver Cluster name

"nvme namespace create" -access all

security login role create -vserver Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname



"nvme namespace delete" -access all

security login role create -vserver
"nvme namespace modify" -access all

Cluster name

security login role create -vserver
—access all

Cluster name
"nvme namespace show"

security login role create -vserver Cluster name

"security login" -access readonly

-role

-role

-role

security login role create -role Role Name -cmddirname

-vserver Cluster name -access all

security login role create -role Role Name -cmddirname

destinations" -vserver Cluster name -access all

security login role create -vserver Cluster name
"snapmirror policy add-rule" -access all

security login role create -vserver Cluster name

"snapmirror policy create" -access all

security login role create -vserver Cluster name

"snapmirror policy delete" -access all

security login role create -vserver Cluster name

"snapmirror policy modify" -access all

security login role create -vserver Cluster name
"snapmirror policy modify-rule" -access all

security login role create -vserver Cluster name
"snapmirror policy remove-rule" -access all

security login role create -vserver Cluster name
"snapmirror policy show" -access all

security login role create -vserver Cluster name
"snapmirror restore" -access all

security login role create -vserver Cluster name
"snapmirror show" -access all

security login role create -vserver Cluster name
"snapmirror show-history" -access all

security login role create -vserver Cluster name
"snapmirror update" -access all

security login role create -vserver Cluster name
"snapmirror update-ls-set" -access all

security login role create -vserver Cluster name
"system license add" -access all

security login role create -vserver Cluster name
"system license clean-up" -access all

security login role create -vserver Cluster name
"system license delete" -access all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

"snapmirror create"

"snapmirror list-

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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security login role create -vserver
"system license show" -access all

security login role create -vserver

Cluster name

Cluster name

"system license status show" -access all

security login role create -vserver
"system node modify" -access all

security login role create -vserver

"system node show" -access all

security login role create -vserver

"system status show" -access all

security login role create -vserver

"version" -access all

security login role create -vserver
"volume clone create" -access all

security login role create

"volume clone show"

-vserver
—-access all

create -vserver
start"

security login role
"volume clone split

create -vserver
stop"

security login role
"volume clone split

security login role create -vserver

"volume create" -access all

security login role create -vserver
"volume destroy" -access all

security login role create -vserver
"volume file clone create"

security login role create -vserver

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

—-access all

Cluster name

—-access all

Cluster name

Cluster name

Cluster name

—-access all

Cluster name

"volume file show-disk-usage" -access all

security login role create -vserver
"volume modify" -access all

Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

security login role create -vserver Cluster name -role Role Name

"volume snapshot modify-snaplock-expiry-time" -access all

security login role create -vserver Cluster name -role Role Name

"volume offline" -access all

security login role create -vserver

"volume online" -access all

security login role create -vserver

"volume gtree create" -access all

security login role create -vserver
"volume gtree delete" -access all

security login role create -vserver

Cluster name

Cluster name

Cluster name

Cluster name

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname



"volume gtree modify" -access all

security login role create -vserver Cluster name
"volume gtree show" -access all

security login role create -vserver Cluster name

"volume restrict" -access all

security login role create -vserver Cluster name
"volume show" -access all

security login role create -vserver Cluster name
"volume snapshot create" -access all

security login role create -vserver Cluster name

"volume snapshot delete" -access all

security login role create -vserver Cluster name
"volume snapshot modify" -access all

security login role create -vserver Cluster name

"volume snapshot promote" -access all

security login role create -vserver Cluster name

"volume snapshot rename" -access all

security login role create -vserver Cluster name

"volume snapshot restore" -access all

security login role create -vserver Cluster name
"volume snapshot restore-file" -access all

security login role create -vserver Cluster name

"volume snapshot show" -access all

security login role create -vserver Cluster name
"volume snapshot show-delta" -access all

security login role create -vserver Cluster name

"volume unmount" -access all

security login role create -vserver Cluster name

"vserver" -access all

security login role create -vserver Cluster name
"vserver cifs create" -access all

security login role create -vserver Cluster name
"vserver cifs delete" -access all

security login role create -vserver Cluster name
"vserver cifs modify" -access all

security login role create -vserver Cluster name
"vserver cifs share modify" -access all

security login role create -vserver Cluster name
"vserver cifs share create" -access all

security login role create -vserver Cluster name
"vserver cifs share delete" -access all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share modify" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs share show" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver cifs show" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver create" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy create" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy delete" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule create" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule delete" -access all

® security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule modify" -access all

® security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy rule show" -access all

®* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver export-policy show" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver iscsi connection show" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver modify" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver show" -access all

Criar funcoes de cluster do ONTAP para sistemas ASA R2

Vocé deve criar uma fungéo de cluster do ONTAP com Privileges minimo para que vocé
nao precise usar a fungao de administrador do ONTAP para executar operagdes no
SnapCenter. Vocé pode executar varios comandos de CLI do ONTAP para criar a funcéo
de cluster do ONTAP e atribuir Privileges minimo.

Passos
1. No sistema de storage, crie uma fungao e atribua todas as permissdes a fungao.

security login role create -vserver <cluster name\>- role <role name\>
-cmddirname <permission\>

@ Vocé deve repetir este comando para cada permissao.
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2. Crie um usuario e atribua a funcéo a esse usuario.

security login create -user <user name\> -vserver <cluster name\> -application
http -authmethod password -role <role name\>

3. Desbloquear o utilizador.

security login unlock -user <user name\> -vserver <cluster name\>

Comandos de CLI do ONTAP para criar fungoes de cluster e atribuir permissées

Ha varios comandos de CLI do ONTAP que vocé deve executar para criar fungées de cluster e atribuir

permissoes.

security login role create -vserver Cluster name or cluster name

Role Name -cmddirname "metrocluster show" -access readonly

security login role create -vserver Cluster name or cluster name

Role Name -cmddirname "cluster identity modify" -access all

security
"cluster

security
"cluster

security
"cluster

security
"cluster

security

"event generate-autosupport-log"

login role create -vserver
identity show" -access all

login role create -vserver
modify" -access all

login role create -vserver
peer show" -access all

login role create -vserver
show" -access all

login role create -vserver

Cluster name -role Role Name

Cluster name

Cluster name

Cluster name

Cluster name

—-access all

security login role create -vserver Cluster name
"job history show" -access all

security login role create -vserver
"job show" -access all

security login role create -vserver
"job stop" -access all

security login role create -vserver
"lun" -access all

security login role create -vserver
"lun create" -access all

security login role create -vserver

"lun delete"

security

—-access all

login role create -vserver

"lun igroup add" -access all

security

login role create -vserver

"lun igroup create" -access all

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-role

-role

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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security login role create -vserver Cluster name

"lun igroup delete" -access all

security login role create -vserver Cluster name

"lun igroup modify" -access all

security login role create -vserver Cluster name

"lun igroup rename" -access all

security login role create -vserver Cluster name

"lun igroup show" -access all

security login role create -vserver Cluster name
"lun mapping add-reporting-nodes" -access all

security login role create -vserver Cluster name
"lun mapping create" -access all

security login role create -vserver Cluster name
"lun mapping delete" -access all

security login role create -vserver Cluster name
"lun mapping remove-reporting-nodes" -access all

security login role create
"lun mapping show" -access

-vserver Cluster name
all

security login role create
"lun modify" -access all

-vserver Cluster name

security login role create -vserver Cluster name

"lun move-in-volume" -access all

security login role create -vserver Cluster name
"lun offline"™ -access all

security login role create -vserver Cluster name
"lun online" -access all

security login role create -vserver Cluster name
"lun persistent-reservation clear" -access all

security login role create -vserver Cluster name

"lun resize" -access all

security login role create -vserver Cluster name

"lun serial" -access all

security login role create -vserver Cluster name

"lun show" -access all

security login role create -vserver Cluster name
"network interface create" -access readonly
security login role create -vserver Cluster name
"network interface delete" -access readonly
security login role create -vserver Cluster name
"network interface modify" -access readonly
security login role create -vserver Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname



"network interface show" -access readonly

security login role create -vserver Cluster name

"nvme subsystem map" -access all

security login role create -vserver
"nvme subsystem create" -access all

Cluster name

security login role create -vserver
"nvme subsystem delete" -access all

Cluster name

security login role create -vserver
"nvme subsystem modify" -access all

Cluster name

security login role create -vserver Cluster name

"nvme subsystem host" -access all

security login role create -vserver Cluster name

"nvme subsystem controller" -access all

security login role create -vserver Cluster name

"nvme subsystem show" -access all

security login role create -vserver Cluster name

"nvme namespace create" -access all

security login role create -vserver Cluster name

"nvme namespace delete" -access all

security login role create -vserver Cluster name

"nvme namespace modify" -access all

security login role create -vserver Cluster name

"nvme namespace show" -access all

security login role create -vserver
"security login" -access readonly

Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

security login role create -role Role Name -cmddirname

-vserver Cluster name -access all

security login role create -role Role Name -cmddirname

destinations" -vserver Cluster name -access all

security login role create -vserver Cluster name
"snapmirror policy add-rule" -access all

security login role create -vserver Cluster name

"snapmirror policy create" -access all

security login role create -vserver Cluster name
"snapmirror policy delete" -access all

security login role create -vserver Cluster name

"snapmirror policy modify" -access all

security login role create -vserver Cluster name
"snapmirror policy modify-rule" -access all

security login role create -vserver Cluster name
"snapmirror policy remove-rule" -access all

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

"snapmirror create"

"snapmirror list-

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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security login role create -vserver Cluster name
"snapmirror policy show" -access all

security login role create -vserver Cluster name
"snapmirror restore" -access all

security login role create -vserver Cluster name
"snapmirror show" -access all

security login role create -vserver Cluster name
"snapmirror show-history" -access all

security login role create -vserver Cluster name
"snapmirror update" -access all

security login role create -vserver Cluster name
"snapmirror update-ls-set" -access all

security login role create -vserver Cluster name
"system license add" -access all

security login role create -vserver Cluster name
"system license clean-up" -access all

security login role create -vserver Cluster name
"system license delete" -access all

security login role create -vserver Cluster name
"system license show" -access all

security login role create -vserver Cluster name
"system license status show" -access all

security login role create -vserver Cluster name
"system node modify" -access all

security login role create -vserver
"system node show" -access all

Cluster name

security login role create -vserver Cluster name

"system status show" -access all

security login role create -vserver Cluster name

"version" -access all

security login role create -vserver Cluster name

"volume clone create" -access all

security login role create -vserver Cluster name

"volume clone show" -access all

security login role create -vserver Cluster name

"volume clone split start" -access all

security login role create -vserver Cluster name

"volume clone split stop" -access all

security login role create -vserver Cluster name

"volume create" -access all

security login role create -vserver Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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"volume destroy" -access all

security login role create -vserver Cluster name -role Role Name

"volume file clone create" -access all

security login role create -vserver Cluster name -role Role Name

"volume file show-disk-usage" -access all

security login role create -vserver Cluster name -role Role Name

"volume modify" -access all

security login role create -vserver Cluster name -role Role Name
"volume snapshot modify-snaplock-expiry-time" -access all

security login role create -vserver Cluster name -role Role Name

"volume offline" -access all

security login role create -vserver Cluster name

"volume online" -access all

security login role create -vserver Cluster name

"volume gtree create" -access all

security login role create -vserver Cluster name

"volume gtree delete" -access all

security login role create -vserver Cluster name

"volume gtree modify" -access all

security login role create -vserver Cluster name

"volume gtree show" -access all

security login role create -vserver Cluster name

"volume restrict" -access all

security login role create -vserver Cluster name

"volume show" -access all

security login role create -vserver Cluster name

"volume snapshot create" -access all

security login role create -vserver Cluster name

"volume snapshot delete" -access all

security login role create -vserver Cluster name

"volume snapshot modify" -access all

security login role create -vserver Cluster name

"volume snapshot promote" -access all

security login role create -vserver Cluster name

"volume snapshot rename" -access all

security login role create -vserver Cluster name

"volume snapshot restore" -access all

security login role create -vserver Cluster name

"volume snapshot restore-file" -access all

security login role create -vserver Cluster name

"volume snapshot show" -access all

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname
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security

"volume snapshot show-delta"

security

"volume unmount"

security

"vserver"

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security
"vserver

security

login role create -vserver Cluster name
—access all

login role create -vserver Cluster name
—access all

login role create -vserver Cluster name

—-access all

login role create -vserver Cluster name

cifs create" -access all

login role create -vserver
cifs delete"

Cluster name
—access all

login role create -vserver Cluster name

cifs modify" -access all

login role create

cifs share

-vserver Cluster name

modify" -access all

login role create -vserver Cluster name
cifs share create" -access all
login role create -vserver Cluster name
cifs share delete" -access all
login role create -vserver Cluster name

cifs share modify" -access all

login role create

cifs share

—vVsServer Cluster_name

show" -access all

login role
cifs show"

create -vserver Cluster name
—access all

login role create -vserver Cluster name
create" -access all

login role create -vserver Cluster name
export-policy create" -access all

login role create -vserver Cluster name
export-policy delete" -access all

login role create -vserver Cluster name

export-policy rule create" -access all

login role create -vserver Cluster name

export-policy rule delete" -access all

login role create -vserver Cluster name

export-policy rule modify" -access all

login role create -vserver Cluster name

export-policy rule show" -access all

login role create -vserver Cluster name
export-policy show" -access all

login role create -vserver Cluster name

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

-role

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

Role Name

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname

-cmddirname



"vserver iscsi connection show" -access all

® security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver modify" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"vserver show" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"storage-unit show" -access all

* security login role create -vserver Cluster name -role Role Name -cmddirname
"consistency-group" show" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"snapmirror protect" show" -access all

° security login role create -vserver Cluster name -role Role Name -cmddirname
"volume delete" show" -access all

Adicione um usuario ou grupo e atribua fungodes e ativos

Para configurar o controle de acesso baseado em fungdo para usuarios do SnapCenter,
vocé pode adicionar usuarios ou grupos e atribuir funcao. A funcdo determina as opgodes
que os usuarios do SnapCenter podem acessar.

Antes de comecgar
* Vocé deve ter feito login como a fungéo "SnapCenterAdmin".

* Vocé deve ter criado as contas de usuario ou grupo no ative Directory no sistema operacional ou banco de
dados. Vocé nao pode usar o SnapCenter para criar essas contas.

@ Vocé pode incluir apenas os seguintes carateres especiais em nomes de usuario e nomes
de grupo: Espaco (), hifen (-), sublinhado (_) e dois pontos (:).

* O SnapCenter inclui varias fungdes predefinidas.
Vocé pode atribuir essas fungdes ao usuario ou criar novas fungdes.

+ Os usuarios DE ANUNCIOS e grupos de AD adicionados ao RBAC do SnapCenter devem ter a permisséo
DE LEITURA no contentor usuarios e no contentor computadores no ative Directory.

* Depois de atribuir uma fungéo a um usuario ou grupo que contenha as permissdes apropriadas, vocé deve

atribuir o acesso do usuario aos ativos do SnapCenter, como hosts e conexdes de armazenamento.

Isso permite que os usuarios executem as ag¢des para as quais eles tém permissdes nos ativos que séo
atribuidos a eles.

» Vocé deve atribuir uma fungéo ao usuario ou grupo em algum momento para aproveitar as permissoes e
eficiéncias do RBAC.

* Vocé pode atribuir ativos como host, grupos de recursos, politica, conexao de armazenamento, plug-in e
credencial ao usuario ao criar o usuario ou grupo.

» Os ativos minimos que vocé deve atribuir a um usuario para executar determinadas operagdes séo 0s
seguintes:
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Operagao

Proteger recursos

Backup

Restaurar

Clone

Ciclo de vida do clone

Crie um Grupo de recursos

Atribuicao de ativos

host, politica

host, grupo de recursos, politica

host, grupo de recursos

host, grupo de recursos, politica

host

host

* Quando um novo no é adicionado a um cluster do Windows ou a um ativo DAG (Exchange Server
Database Availability Group) e se esse novo n6 for atribuido a um usuario, vocé deve reatribuir o ativo ao
usuario ou grupo para incluir o novo né ao usuario ou grupo.

Vocé deve reatribuir o usuario ou grupo RBAC ao cluster ou DAG para incluir o novo n6é ao usuario ou
grupo RBAC. Por exemplo, vocé tem um cluster de dois nos e atribuiu um usuario ou grupo RBAC ao
cluster. Ao adicionar outro n6 ao cluster, vocé deve reatribuir o usuario ou grupo RBAC ao cluster para

incluir o novo no para o usuario ou grupo RBAC.

» Se voceé estiver planejando replicar snapshots, atribua a conexao de armazenamento para o volume de

origem e destino ao usuario que executa a operagao.

Vocé deve adicionar ativos antes de atribuir acesso aos usuarios.

Se vocé estiver usando o plug-in do SnapCenter para fungdes do VMware vSphere para
proteger VMs, VMDKSs ou datastores, use a GUI do VMware vSphere para adicionar um usuario

@ do vCenter a uma fungéo do SnapCenter Plug-in para VMware vSphere. Para obter
informagdes sobre as fungdes do VMware vSphere, "Funcoes predefinidas empacotadas com o
plug-in SnapCenter para VMware vSphere" consulte .

Passos

1. No painel de navegacgao esquerdo, clique em Configuragoes.

2. Na pagina Configuragoes, clique em usuarios e acesse >4 * *,

3. Na pagina Adicionar usuarios/grupos do ative Directory ou grupo de trabalho:

58


https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_predefined_roles_packaged_with_snapcenter.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_predefined_roles_packaged_with_snapcenter.html

Para este campo... Faca isso...

Tipo de acesso Selecione dominio ou grupo de trabalho

Para o tipo de autenticagdo de dominio, vocé deve
especificar o nome de dominio do usuario ou grupo

ao qual deseja adicionar o usuario a uma fungao.

Por padrao, ele é pré-preenchido com o nome de
dominio conetado.

Tem de registar o dominio nao

@ fidedigno na na pagina Definigdes >
Definigcoes globais > Definicoes de
dominio.

Tipo Selecione Usuario ou Grupo

O SnapCenter suporta apenas o

@ grupo de seguranga e nao o grupo
de distribuicao.

Nome de utilizador a. Digite o nome de usuario parcial e clique em
Add.

@ O nome de usuario diferencia
maiusculas de minusculas.

b. Selecione o nome de utilizador na lista de
pesquisa.

Quando vocé adiciona usuarios de
um dominio diferente ou de um

@ dominio n&o confiavel, vocé deve
digitar o nome de usuario totalmente
porque nao ha lista de pesquisa para
usuarios de varios dominios.

Repita esta etapa para adicionar usuarios ou
grupos adicionais a funcao selecionada.

Funcdes Selecione a funcao a qual deseja adicionar o
usuario.

4. Clique em Assign e, em seguida, na pagina Assign Assets (atribuir ativos):
a. Selecione o tipo de ativo na lista suspensa Ativo.

b. Na tabela Ativo, selecione o ativo.

Os ativos sao listados somente se o usuario tiver adicionado os ativos ao SnapCenter.
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c. Repita este procedimento para todos os ativos necessarios.

d. Cligue em Salvar.

5. Clique em Enviar.

Depois de adicionar usuarios ou grupos e atribuir fungdes, atualize a lista recursos.

Configurar as definicoes do registo de auditoria

Os logs de auditoria s&o gerados para cada atividade do servidor SnapCenter. Por
padrao, os logs de auditoria sdo protegidos no local instalado padrao C: Arquivos de
programas/NetApp/SnapCenter WebApp/audit.

Os logs de auditoria séo protegidos por meio da geragao de resumos assinados digitalmente para cada
evento de auditoria para protegé-lo da modificagdo nao autorizada. Os resumos gerados sdo mantidos no
arquivo de checksum de auditoria separado e em seguida sao verificagdes periddicas de integridade para
garantir a integridade do conteudo.

Vocé deve ter feito login como a fungao "SnapCenterAdmin".

Sobre esta tarefa

* Os alertas sdo enviados nos seguintes cenarios:

> O agendamento de verificagdo da integridade do log de auditoria ou o servidor Syslog esta ativado ou
desativado

o Verificagao de integridade do log de auditoria, log de auditoria ou falha de log do servidor Syslog

o Baixo espaco em disco

* O e-mail é enviado somente quando a verificagdo de integridade falhar.

* Vocé deve modificar os caminhos do diretério de log de auditoria e do diretério de log de checksum de

auditoria juntos. Vocé ndo pode modificar apenas um deles.

Quando os caminhos do diretério de log de auditoria e do diretério de log de checksum de auditoria séo
modificados, a verificagao de integridade ndo pode ser realizada em logs de auditoria presentes no local
anterior.

Os caminhos do diretério de log de auditoria e do diretorio de log de verificagado de auditoria devem estar
na unidade local do servidor SnapCenter.

Unidades compartilhadas ou montadas em rede nao séo suportadas.

Se o protocolo UDP for usado nas configuragdes do servidor Syslog, os erros devido a porta estao inativos
ou nao podem ser capturados como um erro ou um alerta no SnapCenter.

Vocé pode usar os comandos Set-SmAuditSettings e Get-SmAuditSettings para configurar os logs de

auditoria.

As informacdes sobre os parametros que podem ser usados com o cmdlet e suas descricbes podem ser
obtidas executando Get-Help command_name. Alternativamente, vocé também pode consultar o "Guia de
referéncia de cmdlet do software SnapCenter".

Passos

1.
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log de auditoria.

2. Na secgao Registo de auditoria, introduza os detalhes.
3. Digite o diretério Audit log e o diretdrio de log de checksum* de auditoria

a. Introduza o tamanho maximo do ficheiro

b. Introduza o maximo de ficheiros de registo

c. Insira a porcentagem de uso do espago em disco para enviar um alerta
4. (Opcional) Ativar Log UTC Time.
5. (Opcional) ative Audit Log Integrity Check Schedule e cligue em Start Integrity Check para verificagao

de integridade sob demanda.

Vocé também pode executar o comando Start-SmAuditintegrityCheck para iniciar a verificagdo de
integridade sob demanda.

6. (Opcional) ative os logs de auditoria encaminhados para o servidor syslog remoto e insira os detalhes do
servidor Syslog.

Vocé deve importar o certificado do servidor Syslog para o protocolo 'Trusted Root' para TLS 1,2.

a. Introduza o sistema anfitridao do servidor Syslog
b. Introduza a porta do servidor Syslog
c. Introduza o protocolo Syslog Server
d. Introduza o formato RFC
7. Cliqgue em Salvar.

8. Vocé pode ver verificagdes de integridade de auditoria e verificagbes de espago em disco clicando em
Monitor > jobs.

Configure conexdes MySQL seguras com o servidor
SnapCenter

Vocé pode gerar certificados SSL (Secure Sockets Layer) e arquivos de chave se quiser
proteger a comunicagao entre o servidor SnapCenter e o servidor MySQL em
configuragdes autbnomas ou configuracdes NLB (Network Load Balancing).

Configurar conexdes MySQL seguras para configuragées autdbnomas do servidor
SnapCenter

Vocé pode gerar certificados SSL (Secure Sockets Layer) e arquivos-chave, se quiser proteger a comunicagao
entre o servidor SnapCenter e o servidor MySQL. Vocé deve configurar os certificados e arquivos de chave no
servidor MySQL e no servidor SnapCenter.

Os seguintes certificados sao gerados:

* Certificado CA
* Certificado publico do servidor e arquivo de chave privada

« Certificado publico do cliente e arquivo de chave privada
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Passos

1. Configure os certificados SSL e arquivos de chave para servidores e clientes MySQL no Windows usando
0 comando openssil.

Para obter informacgdes, consulte "MySQL versao 5,7: Criando certificados SSL e chaves usando openssl|"

O valor de nome comum usado para o certificado do servidor, certificado do cliente e

@ arquivos de chave deve ser diferente do valor de nome comum usado para o certificado da
CA. Se os valores de nome comuns forem os mesmos, os arquivos de certificado e chave
falharao para servidores compilados usando OpenSSL.

Pratica recomendada: vocé deve usar o nome de dominio totalmente qualificado do servidor (FQDN)
como 0 nome comum para o certificado do servidor.

2. Copie os certificados SSL e arquivos de chave para a pasta dados MySQL.

O caminho padrao da pasta dados MySQL é C:\ProgramData\NetApp\SnapCenter\MySQL
Data\Data\.

3. Atualize o certificado CA, o certificado publico do servidor, o certificado publico do cliente, a chave privada
do servidor e os caminhos de chave privada do cliente no ficheiro de configuragéo do servidor MySQL

(my.ini).

O caminho padrao do arquivo de configuragao do servidor MySQL (my.ini) é
C:\ProgramData\NetApp\SnapCenter\MySQL Data\my.ini.

Vocé deve especificar o certificado CA, o certificado publico do servidor e os caminhos de
@ chave privada do servidor na segcao [mysqld] do arquivo de configuragédo do servidor
MySQL (my.ini).

Vocé deve especificar o certificado CA, o certificado publico do cliente e os caminhos de chave privada do
cliente na segao [cliente] do arquivo de configuragao do servidor MySQL (my.ini).

O exemplo a seguir mostra os certificados e arquivos de chave copiados para a segéo [mysqld] do arquivo

my.ini na pasta padréo C: /ProgramData/NetApp/SnapCenter/MySQL Data/Data .

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"

O exemplo a seguir mostra os caminhos atualizados na sec¢ao [cliente] do arquivo my.ini.
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ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgrambData/NetApp/SnapCenter/MySQL Data/Data/client-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/client-
key.pem"

4. Pare o aplicativo da Web do servidor SnapCenter no servidor de informagdes da Internet (IIS).
5. Reinicie o servigo MySQL.
6. Atualize o valor da chave MySQLProtocol no arquivo SnapManager.Web.Ul.dll.config.

O exemplo a seguir mostra o valor da chave MySQLProtocol atualizada no arquivo
SnapManager.Web.UI.dll.config.

<add key="MySQLProtocol" value="SSL" />

7. Atualize o arquivo SnapManager.Web.UIl.dll.config com os caminhos fornecidos na segao [cliente] do
arquivo my.ini.

O exemplo a seguir mostra os caminhos atualizados na segéo [cliente] do arquivo my.ini.

<add key="ssl-client-cert" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-cert.pem" />

<add key="ssl-client-key" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-key.pem" />

<add key="ssl-ca" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/ca.pem" />

8. Inicie o aplicativo da Web do servidor SnapCenter no IIS.

Configurar conexdes MySQL seguras para configuragées HA

Vocé pode gerar certificados SSL (Secure Sockets Layer) e arquivos-chave para ambos os ndés de alta

disponibilidade (HA) se quiser proteger a comunicacao entre o servidor SnapCenter e os servidores MySQL.

Vocé deve configurar os certificados e arquivos de chave nos servidores MySQL e nos nés de HA.

Os seguintes certificados sao gerados:
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 Certificado CA

Um certificado de CA é gerado em um dos nés de HA e esse certificado de CA é copiado para o outro né
de HA.

* Arquivos de certificado publico do servidor e chave privada do servidor para ambos os nos de HA

* Arquivos de certificado publico do cliente e chave privada do cliente para ambos os nés de HA
Passos

1. Para o primeiro nd HA, configure os certificados SSL e arquivos de chave para servidores MySQL e
clientes no Windows usando o comando openssl.

Para obter informagdes, consulte "MySQL versao 5,7: Criando certificados SSL e chaves usando openssl|"

O valor de nome comum usado para o certificado do servidor, certificado do cliente e

@ arquivos de chave deve ser diferente do valor de nome comum usado para o certificado da
CA. Se os valores de nome comuns forem os mesmos, os arquivos de certificado e chave
falharao para servidores compilados usando OpenSSL.

Pratica recomendada: vocé deve usar o nome de dominio totalmente qualificado do servidor (FQDN)
como o0 nome comum para o certificado do servidor.

2. Copie os certificados SSL e arquivos de chave para a pasta dados MySQL.
O caminho padréo da pasta de dados MySQL é C:/// NetApp/ SnapCenter/ dados MySQL.

3. Atualize o certificado CA, o certificado publico do servidor, o certificado publico do cliente, a chave privada
do servidor e os caminhos de chave privada do cliente no ficheiro de configuragéo do servidor MySQL

(my.ini).

O caminho padréo do arquivo de configuragéo do servidor MySQL (my.ini) é
C:/ProgramData/NetApp/SnapCenter/MySQL Data/my.ini.

Vocé deve especificar o certificado CA, o certificado publico do servidor e os caminhos de
@ chave privada do servidor na se¢éo [mysqld] do arquivo de configuragéo do servidor
MySQL (my.ini).

Vocé deve especificar o certificado CA, o certificado publico do cliente e os caminhos de chave privada do
cliente na segéo [cliente] do arquivo de configuragdo do servidor MySQL (my.ini).

O exemplo a seguir mostra os certificados e arquivos de chave copiados para a segado [mysqld] do arquivo

my.ini na pasta padrao C:/ProgramData/NetApp/SnapCenter/MySQL dados/dados.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"
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ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"

O exemplo a seguir mostra os caminhos atualizados na segéo [cliente] do arquivo my.ini.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgrambData/NetApp/SnapCenter/MySQL Data/Data/client-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/client-
key.pem"

4. Para o segundo n6 HA, copie o certificado da CA e gere o certificado publico do servidor, os arquivos de
chave privada do servidor, o certificado publico do cliente e os arquivos de chave privada do cliente.

a. Copie o certificado CA gerado no primeiro né HA para a pasta dados MySQL do segundo né NLB.

O caminho padrao da pasta de dados MySQL é C:/// NetApp/ SnapCenter/ dados MySQL.

Vocé nao deve criar um certificado de CA novamente. Vocé deve criar apenas o
certificado publico do servidor, o certificado publico do cliente, o arquivo de chave
privada do servidor e o arquivo de chave privada do cliente.

b. Para o primeiro né HA, configure os certificados SSL e arquivos de chave para servidores MySQL e
clientes no Windows usando o comando openssl.

"MySQL versao 5,7: Criando certificados SSL e chaves usando openss|"

O valor de nome comum usado para o certificado do servidor, certificado do cliente e

@ arquivos de chave deve ser diferente do valor de nome comum usado para o certificado
da CA. Se os valores de nome comuns forem os mesmos, os arquivos de certificado e
chave falharéo para servidores compilados usando OpenSSL.

Recomenda-se usar o FQDN do servidor como o nome comum para o certificado do servidor.

c. Copie os certificados SSL e arquivos de chave para a pasta dados MySQL.

d. Atualize o certificado CA, o certificado publico do servidor, o certificado publico do cliente, a chave
privada do servidor e os caminhos de chave privada do cliente no ficheiro de configuragdo do servidor
MySQL (my.ini).

Vocé deve especificar o certificado CA, o certificado publico do servidor e os caminhos
@ de chave privada do servidor na segao [mysqld] do arquivo de configuragéo do servidor
MySQL (mye.ini).
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Vocé deve especificar o certificado CA, o certificado publico do cliente e os caminhos de chave privada
do cliente na segéo [cliente] do arquivo de configuragédo do servidor MySQL (my.ini).

O exemplo a seguir mostra os certificados e arquivos de chave copiados para a segao [mysqld] do

arquivo my.ini na pasta padrao C:/ProgramData/NetApp/SnapCenter/MySQL dados/dados.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"

O exemplo a seguir mostra os caminhos atualizados na segéo [cliente] do arquivo my.ini.

ssl-ca="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/ca.pem"

ssl-cert="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
cert.pem"

ssl-key="C:/ProgramData/NetApp/SnapCenter/MySQL Data/Data/server-
key.pem"

Pare o aplicativo da Web do servidor SnapCenter no servidor de informagdes da Internet (IIS) em ambos
0s nos de HA.

Reinicie o servico MySQL em ambos os nos de HA.
Atualize o valor da chave MySQLProtocol no arquivo SnapManager.Web.Ul.dll.config para ambos os nés
de HA.

O exemplo a seguir mostra o valor da chave MySQLProtocol atualizada no arquivo
SnapManager.Web.Ul.dll.config.

<add key="MySQLProtocol" value="SSL" />

Atualize o arquivo SnapManager.Web.Ul.dll.config com os caminhos especificados na segao [cliente] do
arquivo my.ini para ambos os nos de HA.



O exemplo a seguir mostra os caminhos atualizados na secéo [cliente] dos arquivos my.ini.

<add key="ssl-client-cert" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-cert.pem" />

<add key="ssl-client-key" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/client-key.pem" />

<add key="ssl-ca" value="C:/ProgramData/NetApp/SnapCenter/MySQL
Data/Data/ca.pem" />

9. Inicie o aplicativo da Web do servidor SnapCenter no [IS em ambos os nés de HA.

10. Use o cmdlet Set-SmRepositoryConfig -RebuildSlave -Force PowerShell com a opgéo -Force em um dos
nos de HA para estabelecer replicagdo MySQL segura em ambos os nos de HA.

Mesmo que o status da replicagao esteja saudavel, a opgao -Force permite reconstruir o repositério
escravo.
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