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Comece a usar o SolidFire Active IQ

Comece a usar o SolidFire Active 1Q

A ferramenta SolidFire Active IQ torna o monitoramento da capacidade e da
performance, além de ser informada sobre a integridade do cluster facil e acessivel de
qualquer lugar. Nao importa como vocé usa o SolidFire Active 1Q, ha varias coisas para
saber antes de comecar a usa-lo:

» "Saiba mais sobre o SolidFire Active 1Q": Vocé deve estar ciente de como o SolidFire Active I1Q funciona e
quais informagdes ele coleta.

» "Ativar relatorios SolidFire Active 1Q": Vocé deve habilitar o recurso de relatorio SolidFire Active 1Q no né
de gerenciamento antes que o servidor Active IQ possa se conetar a um cluster e receber informacgdes de
cluster.

» "Use a IU do SolidFire Active 1Q": Saiba mais sobre os recursos novos ou aprimorados, como filtragem,
classificagdo, exportagdo de dados e selegado de cluster.

Encontre mais informacgoes

"Documentac&o do produto NetApp"

Saiba mais sobre o SolidFire Active IQ

Antes de comecar a usar o SolidFire Active 1Q, vocé deve estar ciente de como o
SolidFire Active 1Q funciona e quais informacgdes ele coleta.

Como o SolidFire Active 1Q funciona

Servigos como coletor e telemetria sdo executados em um noé de gerenciamento. Esses servigos sédo
configurados com acesso somente leitura a um cluster e fazem chamadas de API para um cluster de forma
programada para reunir as principais métricas de desempenho, capacidade e integridade. Essas informagdes
sao carregadas para o banco de dados da nuvem do SolidFire Active 1Q usando HTTPS, onde séo
processadas e disponibilizadas a vocé e ao suporte da NetApp por meio da interface do SolidFire Active 1Q.
Vocé pode visualizar as cargas uteis de APl mais recentes e os intervalos de coleta recebidos para um cluster
na IU do SolidFire Active IQ fazendo login usando suas credenciais SSO e selecionando colegao de API no
menu suspenso relatoérios.

"Access SolidFire Active 1Q (login necessario)"

Informacgoes coletadas pela SolidFire Active IQ
O SolidFire Active 1Q coleta informagdes sobre volumes, clusters, nds, performance e configuragoes:

* IDs de recursos, como volume, snapshots e IDs de n6 de conta
» Dados de performance e capacidade para clusters e volumes
* Historico de erros e eventos

* Versodes de software NetApp HCI e Element


https://www.netapp.com/support-and-training/documentation/
https://activeiq.solidfire.com/

» Configuragdes de qualidade do servigo (QoS)
* Detalhes do volume, como tamanho, data de criagcéo, e assim por diante
» Configuragbes de grupo e sessao de acesso ao volume

» Configuragdes de rede de nos e cluster
A SolidFire Active 1Q nao coleta as seguintes informagdes confidenciais do cliente:

» Dados reais do utilizador final
* Palavras-passe
» Segredos do CHAP (Challenge-Handshake Authentication Protocol)

* Informacdes de usuario administrativo do cluster

Encontre mais informacgoes

"Documentagao do produto NetApp"

Ativar relatorios SolidFire Active IQ

Vocé deve habilitar a funcionalidade de relatério do SolidFire Active IQ no n6 de
gerenciamento, se ainda nao o fez durante a instalagao ou atualizagdo, antes que o
servidor SolidFire Active 1Q possa receber cargas uteis de dados para um cluster a partir
do n6 de gerenciamento. Quando a conexao tiver sido configurada com éxito, o cluster
envia informagdes para o servidor SolidFire Active 1Q. Em seguida, vocé pode exibir o
cluster na IU do SolidFire Active 1Q, que exibe informagdes do cluster.

@ Os navegadores Google Chrome e Firefox sdo compativeis para serem executados com o
SolidFire Active 1Q.

Antes de comecar

» Algumas fung¢des no Active 1Q, por exemplo, qualidade de servigo (QoS), exigem que o elemento 11,3 ou
posterior funcione corretamente. Para confirmar que vocé tem a capacidade de usar todas as fungbes do
Active 1Q, o NetApp recomenda o seguinte:

o O cluster de storage esta executando o software NetApp Element 11,3 ou posterior.
> Vocé implantou um né de gerenciamento executando a versao 11,3 ou posterior.

* Vocé tem acesso a Internet. O servico coletor Active IQ n&o pode ser usado de sites escuros que néo tém
conetividade externa.

Passos
1. Obtenha o ID do ativo base para a instalagéo:
a. Abra a IU da APl REST do servigo de inventario no né de gerenciamento:

https://<ManagementNodeIP>/inventory/1/

b. Selecione autorizar e preencha o seguinte:


https://www.netapp.com/support-and-training/documentation/

i. Introduza o nome de utilizador e a palavra-passe do cluster.
ii. Introduza a ID do cliente como mnode-client.
iii. Selecione autorizar para iniciar uma sessao.
iv. Feche a janela.
c. Na IU da API REST, selecione GET /installations.
d. Selecione Experimente.
e. Selecione Executar.

f. A partir do corpo de resposta do cédigo 200, copie o id para a instalagao.

"installations": [

{
" links": {
"collection™":
"https://10.111.211.111/inventory/1/installations",
"self'":
"https://10.111.217.111/inventory/1/installations/abcd0le2-ab00-1xxx-
9lee-12f111xxc7x0x"

b
"id": "abcdO0le2-ab00-1xxx-9lee-12£f111xxc7x0x",

(D Sua instalagédo tem uma configuragao de ativo base que foi criada durante a instalagéo
ou atualizacgéo.

2. Ativar telemetria:

a. Acesse a IU da API de servigo mnode no n6 de gerenciamento inserindo o enderecgo IP do n6 de
gerenciamento seguido de /mnode:

https://<ManagementNodeIP>/mnode

b. Selecione autorizar ou qualquer icone de cadeado e complete o seguinte:
i. Introduza o nome de utilizador e a palavra-passe do cluster.
ii. Introduza a ID do cliente como mnode-client.
ii. Selecione autorizar para iniciar uma sessao.
iv. Feche a janela.
c. Configurar o ativo base:
i. Selecione PUT /assets/(Asset_id).
i. Selecione Experimente.

iii. Digite o seguinte na carga JSON:



3.

{
"telemetry active": true
"config": {}

}

iv. Insira o ID base da etapa anterior em ASSET_ID.

v. Selecione Executar.

O servico Active IQ é reiniciado automaticamente sempre que os ativos séo alterados. Modificar
ativos resulta em um curto atraso antes que as configuragdes sejam aplicadas.

Faca login "SolidFire Active 1Q"e confirme se vocé pode visualizar os clusters.

Encontre mais informacgoes

"Documentacao do produto NetApp"

Use a IU do SolidFire Active IQ

Saiba mais sobre os recursos e a funcionalidade da interface do usuario "SolidFire Active
IQ (login necessario)"no :

Use filtros

Ordenar listas

Visualize graficos e selecione intervalos de datas
Exportar exibicdes de lista e dados de relatério
Selecione um cluster

Referéncia do icone

Fornecer feedback

Use filtros

Vocé pode classificar e filtrar informagdes de lista em paginas no SolidFire Active 1Q. Ao visualizar listas (como
nos, unidades, volumes, etc.), vocé pode usar a funcionalidade de filtro para focar as informagdes e torna-las
mais facilmente encaixadas na tela.

Passos

1.

2
3
4.
5

Ao visualizar informacdes da lista, selecione filtro.

. Escolha um nome de coluna para filtrar no menu suspenso.

. Selecione uma restrigao para a coluna.

Introduza o texto para filtrar por.

. Selecione Adicionar filtro.

O sistema executa o novo filtro nas informacgdes da lista e armazena temporariamente o novo filtro. O filtro
selecionado é mostrado na parte inferior da caixa de dialogo filtro.


https://activeiq.solidfire.com/
https://www.netapp.com/support-and-training/documentation/
https://activeiq.solidfire.com/
https://activeiq.solidfire.com/

6. (Opcional) vocé pode adicionar outro filtro executando as seguintes etapas:
a. Selecione outro titulo e restricdo de coluna.
b. Selecione Adicionar filtro.

7. (Opcional) Selecione (x) para remover os filtros e exibir as informagdes da lista nao filtrada.

Algumas tabelas incluem a opgao de excluir colunas da vista. Para obter melhores resultados,
@ selecione colunas para confirmar que todas as colunas necessarias estdo sendo exibidas ao
definir filtros.

Ordenar listas

Vocé pode classificar as informagdes da lista por uma ou mais colunas em determinadas paginas na IU do
SolidFire Active 1Q. Isto ajuda-o a organizar as informagdes de que necessita no ecra.

Passos

1. Para classificar em uma unica coluna, selecione o titulo da coluna até que as informagbes sejam
classificadas na ordem desejada.

2. Para classificar em varias colunas, execute as seguintes etapas:

a. Selecione o titulo da coluna da primeira coluna que deseja classificar até que as informagbes sejam
classificadas na ordem desejada.

b. Para adicionar uma coluna, mantenha pressionada a tecla de comando e selecione o titulo da coluna
até que as informacdes sejam classificadas na ordem desejada. Vocé pode adicionar mais de uma
coluna.

Esta funcionalidade nao esta disponivel em todas as paginas.

Visualize graficos e selecione intervalos de datas

Os graficos e intervalos de datas no SolidFire Active I1Q sao perfeitamente integrados entre si. Ao selecionar
um intervalo de datas, todos os graficos nessa pagina ajustam-se ao intervalo selecionado. O intervalo de
datas padrao exibido para cada grafico é de sete dias.

Pode selecionar um intervalo de datas na caixa pendente Calendario ou num conjunto de intervalos
predefinidos. Os intervalos de datas sao calculados usando a hora atual do navegador (no momento da
selegao) e a quantidade de tempo configurada. Além disso, vocé pode selecionar um intervalo desejado
escovando diretamente sobre o grafico de barras na parte inferior. Se disponivel, alterne entre graficos
selecionando os layouts de miniaturas a esquerda. Esses layouts também podem ser ocultados.

Posicione o ponteiro do rato sobre uma linha de grafico para ver detalhes pontuais.
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Exportar exibigoes de lista e dados de relatério

Vocé pode exportar uma exibigdo de lista inteira ou dados de grafico para um formato CSV (valores separados
por virgulas). Para algumas listas, por exemplo, cluster ou nés, vocé pode selecionar quais colunas sao
exportadas; por padrao, as colunas exibidas sédo selecionadas. Se houver uma determinada ordem de
classificacao ou se um filtro for usado para limitar as entradas exibidas, essa ordem de classificacao e o filtro
serdo preservados no arquivo exportado.

Passos

1.
Numa vista de lista ou grafico, selecione o & icone.

Selecione um cluster

No SolidFire Active 1Q, vocé pode exibir informagdes sobre um cluster individual em seu ambiente.

Passos
1. No painel do SolidFire Active |1Q, selecione Selecione um cluster.
2. O menu suspenso lista todos os clusters disponiveis para vocé.

3. Use o campo de pesquisa para localizar o cluster desejado ou os clusters exibidos recentemente.

4. Selecione o nome para selecionar o cluster.

Referéncia do icone

Vocé pode ver os seguintes icones ao exibir a IU do SolidFire Active 1Q.



icone Descrigdo

Atualizar

Filtro

- <« Q

Exportacao

Menu para configuragdes de conta, documentagao, feedback, suporte e logout.

Selecione uma vez para copiar para a area de transferéncia.

.

Z Alterne o botédo para embrulhar e desembrulhar texto.

M
t

Ll

Mais informacdes. Selecione para outras opgdes.

? (7}

Selecione para obter mais detalhes.

Fornecer feedback

Vocé pode ajudar a melhorar a IU do SolidFire Active 1Q e resolver quaisquer problemas de IU usando a
opgéao de feedback de e-mail acessivel em toda a IU.

Passos

" Em qualquer pagina da IU, selecione o == icone e selecione Feedback.
2. Insira as informacgdes relevantes no corpo da mensagem do e-mail.
3. Anexe quaisquer capturas de tela uteis.

4. Selecione Enviar.

Encontre mais informagoes

"Documentacéo do produto NetApp"


https://www.netapp.com/support-and-training/documentation/

Gerenciar o SolidFire Active IQ

Gerenciar o SolidFire Active IQ

Saiba mais sobre como usar "SolidFire Active |Q (login necessario)" para monitorar a
capacidade e o desempenho do cluster:

» "Vista todos os clusters"

+ "Selecione um cluster"

* "Nos"

» "Unidades"

* "Volumes"

* "Replicagao”

* "Volumes virtuais"

 "Gerenciamento de QoS"

* "Maquinas virtuais (somente clusters NetApp HCI)"
« "Alarmes VMware (somente clusters NetApp HCI)"

* "Visualizacdo de todos os nés"

Encontre mais informacgoes

"Documentac&o do produto NetApp"

Vista todos os clusters

Vista todos os clusters
A visualizacao todos os clusters é a pagina inicial do SolidFire Active 1Q.
Saiba mais sobre o que vocé pode acessar a partir do All clusters View:

» "Todos os clusters View dashboard"
e "Alertas"
 "Licenciamento de capacidade"

» "Capacidade a termo"

Encontre mais informagoes

"Documentacéo do produto NetApp"

Painel de visualizagao de todos os clusters


https://activeiq.solidfire.com/
https://docs.netapp.com/pt-br/solidfire-active-iq/task-active-iq-select-cluster-overview.html
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https://www.netapp.com/support-and-training/documentation/

Todos os clusters View dashboard

Na pagina Dashboard do All clusters View, vocé pode exibir detalhes de desempenho,
capacidade e estatisticas de cluster sobre os clusters associados a sua conta.

Rumo

Empresa

Cluster

ID do cluster

Verséo

Noés

Volumes

Eficiéncia
Capacidade de bloco
usada

Avarias

SVIP
MVIP
Ultima atualizagao

Acdes

Descrigcao

Nome da empresa atribuido ao cluster.

Nome atribuido ao cluster.

Numero de cluster atribuido quando o cluster é criado.
Versdo do master do cluster em execugdo em cada no.
Numero de nés no cluster.

Numero de volumes no cluster.

A quantidade de eficiéncia observada pelo sistema devido a compactagéo,
deduplicagao e thin Provisioning.

Capacidade utilizada atual do bloco de cluster.

Numero de avarias atualmente ndo resolvidas detetadas no grupo de
instrumentos.

Endereco IP virtual de armazenamento atribuido ao cluster.
Endereco IP virtual de gerenciamento atribuido ao cluster.
Hora e data em que o cluster mais recente € atualizado.

Opcodes para solicitar suporte de atualizacdo para um cluster, arquivar um cluster
€ suprimir um cluster

Se o cluster que vocé esta procurando nao estiver disponivel, esteja ciente de que os clusters
@ que estiverem inativos por 180 dias ou mais serao arquivados automaticamente. Entre em
contato com o suporte para obter mais assisténcia.

Encontre mais informagoes

"Documentacao do produto NetApp"

Acoes de Cluster

Na pagina Painel da Visualizacao de todos os clusters, vocé pode visualizar as
opcgoes de suporte de cluster sobre os clusters associados a sua conta.

Passos

1. Selecione Visualizagao de todos os clusters > Visao geral.

2. Na coluna Agoes, selecione o# icone para o cluster que vocé deseja.

3. Selecione uma das seguintes opgdes:

a. Solicitar suporte de atualizagao envia uma solicitagdo de atualizagdo do software do cluster. Vocé
pode selecionar software de elemento, firmware de armazenamento, firmware de computacao ou

10


https://www.netapp.com/support-and-training/documentation/

servigos de gerenciamento de né de gerenciamento. Vocé insere suas informagdes de contato,
quaisquer comentarios e um horario de retorno.

Request Support Upgrade Assistance for Cluster

Current Cluster Version: 12.7.0.380

Element Storage Compute miode
Software Firmware Firmware Management
Services

Contact Name ®

Contact Email *

Contact Phone

Comments

Reguested

: 2025-09-18 14:15:00 W
Callback Time *

Cancel

b. Archive Cluster arquiva o cluster. Uma janela é aberta fornecendo avisos sobre problemas
relacionados ao arquivamento de um cluster que pode precisar ser desarquivado posteriormente.
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Archive Cluster X

Are you sure you want to archive cluster SF-Clusterl 7

Notice:
« Cluster Archivalis notto be used to temporarially silence a noisy cluster.
« Restoring an archived cluster will have undefined ramifications.
o Future payloads from SF_Clusterl il be ignored. Data will stop being ingested into Active IQ.
o Access to pages for SF-Custerd wij|| be denied, and it will be removed from the All Cluster Dashboard View.
* Every effort will be made to stop and clear alerts for SF_Custerl  However, alerts may trigger while archival is being processed.
The Active IQ development team reserves the right to delete data associated with archived clusters, at any time, and with no notice.

Are you sure you want to continue?

Archive Cluster Cancel

c. Suprimir Cluster interrompe alertas repetidos. Vocé escolhe o tipo de alerta, hora de inicio e duracéo.
Vocé também pode ver as regras de supressao de alertas em execucgéo nesta janela.




Suppress Alerts for Cluster

Type Full v

Start Time | 2025-09-1513:57:00 | ¥

Duration 6 hours “

Overlap Existing Suppressions @

Existing Suppressions

([ S Type > Start Time » End Time >

No results found

Ver "Suprimir notificacdes de cluster" para maiores informacgdes.

Se o cluster que vocé esta procurando néo estiver disponivel, esteja ciente de que os clusters
que estiverem inativos por 180 dias ou mais serao arquivados automaticamente. Entre em
contato com o suporte para obter mais assisténcia.

Encontre mais informagoes

"Documentacao do produto NetApp"

Alertas

No menu suspenso Alertas em todos os clusters View, vocé pode visualizar o historico
de alertas, criar e gerenciar politicas de alerta e exibir e suprimir notificagdes de cluster.

Saiba mais sobre ou execute tarefas relacionadas a alertas:

13
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* Ver histodrico de alertas

* Detalhes do histérico de alertas

* Ver politicas de alerta

 Crie uma politica de alerta

* Tipos de politica de alerta

 Editar uma politica de alerta

+ Eliminar uma politica de alerta

* Visualizar clusters suprimidos

» Suprimir notificagdes de cluster

* Terminar a supressao do cluster a partir de um cluster

» E-mail de notificacao de alerta

Ver histérico de alertas

Vocé pode exibir o histérico de alertas nao resolvidos ou resolvidos.

Passos
1. Selecione Alertas > Historico.

2. Selecione a guia nao resolvido ou resolvido para exibir o histérico de alertas para o cluster.
(Opcional) Selecione o & icone para exportar os dados para um arquivo CSV.

Detalhes do histérico de alertas

A pagina Historico no menu suspenso Alertas na Exibicao de todos os clusters mostra até 10000 entradas do
histérico de alertas, incluindo todos os alertas nao resolvidos e alertas resolvidos nos ultimos 30 dias.

Alista a seguir descreve os detalhes que estédo disponiveis para vocé:

Rumo Descrigcao

ID de alerta ID exclusiva para cada alerta.

Acionado A hora em que o alerta foi acionado no SolidFire Active 1Q, ndo no préprio cluster.
Ultimo notificado A hora em que o e-mail de alerta mais recente foi enviado.

Resolvido Mostra se a causa do alerta foi resolvida.

Tempo de resolugao A hora em que um problema foi resolvido.

Politica Este € o nome da politica de alerta definido pelo usuario.

Gravidade Gravidade atribuida no momento em que a politica de alerta foi criada.

Destino O enderecgo de e-mail ou enderecos selecionados para receber o e-mail de alerta.
Empresa Nome do cliente associado ao alerta.

Cluster Exibe o nome do cluster para o qual a politica de alerta foi adicionada.

Gatilho A configuracao definida pelo usuario que acionou o alerta.

14



Ver politicas de alerta

A pagina Policies no menu suspenso Alertas na Exibicdo de todos os clusters mostra as seguintes
informacgdes de politica para todos os clusters.

Alista a seguir descreve os detalhes que estédo disponiveis para vocé:

Rumo Descrigdo

Nome da politica Nome da politica de alerta definido pelo usuario.

Destino Endereco de e-mail definido na politica de alerta.

Gravidade Gravidade atribuida na politica de alerta.

Clusters Numero e nome de cada cluster definido na politica de alerta. Selecione o icone
de informacgdes para revelar os clusters associados.

Condicao Definicdo do utilizador para quando um alerta deve ser acionado.

Tipos de supresséao Determina quais alertas e eventos sdo suprimidos. Os seguintes tipos séo
possiveis:

* Full: Todos os alertas para o cluster sdo suprimidos pela duracéo
especificada. Nao sdo gerados casos de suporte ou alertas de e-mail.

» Upgrades: Alertas de cluster ndo criticos sdo suprimidos durante a duragéo
especificada. Alertas criticos ainda geram casos de suporte e e-mails.

» Compute: Os alertas que sao acionados pelo VMware nos nés de
computacdo sao suprimidos.

* Nodehardware: Os alertas associados a manutencao do n6 sédo suprimidos.
Por exemplo, trocando unidades ou colocando noés off-line.

* Drive: Os alertas associados a integridade da unidade sdo suprimidos.

* Rede: Os alertas associados a configuragéo e integridade da rede sao
suprimidos.

» Poténcia: Os alertas de redundancia de energia sdo suprimidos. Ele nao
suprime um alerta nodeOffline que ocorreria no caso de uma perda total de
energia.

Acbes Selecione o0 menu suspenso vertical para opcdes de edicido e exclusao da politica
selecionada.

Crie uma politica de alerta

Vocé pode criar uma politica de alerta para monitorar informagdes a partir da visualizagdo todos os clusters
no SolidFire Active IQ. As politicas de alerta permitem que vocé seja notificado de um status ou evento de
desempenho com um ou mais clusters em uma instalagédo para que seja possivel tomar medidas antes ou em
resposta a um evento mais sério.

Passos
1. Selecione Alertas > politicas.

2. Selecione criar politica.

3. Selecione um tipo de alerta na lista tipo de politica. Tipos de politica de alertaConsulte .

15



@ Existem campos especificos de politica adicionais na caixa de dialogo criar politica,
dependendo do tipo de politica selecionado.

4. Introduza um nome para a nova politica de alerta.

Os nomes das politicas de alerta devem descrever a condigao para a qual o alerta esta
@ sendo criado. Titulos descritivos ajudam a identificar o alerta facilmente. Os nomes das
politicas de alerta sdo exibidos como uma referéncia em outro lugar do sistema.

5. Selecione um nivel de gravidade.

Os niveis de gravidade da politica de alerta sdo codificados por cores e podem ser
facilmente filtrados a partir da pagina Alertas > Histoérico.

6. Determine o tipo de supresséao para a politica de alerta selecionando um tipo de tipos suppressiveis.
Pode selecionar mais de um tipo.

Confirme que as associacdes fazem sentido. Por exemplo, vocé selecionou supressao de rede para uma
politica de alerta de rede.

7. Selecione um ou mais clusters a incluir na politica.

Quando vocé adiciona um novo cluster a sua instalagdo depois de criar a politica, o cluster
nao sera adicionado automaticamente as politicas de alerta existentes. Vocé deve editar
uma politica de alerta existente e selecionar o novo cluster que deseja associar a politica.

8. Introduza um ou mais enderecos de correio eletrénico para os quais as notificacdes de alerta serdo
enviadas. Se vocé estiver inserindo varios enderegos, devera usar uma virgula para separar cada
endereco.

9. Selecione Salvar politica de alerta.
Tipos de politica de alerta

Vocé pode criar politicas de alerta com base nos tipos de politica disponiveis listados na caixa de dialogo criar
politica de Alarmes > politicas.

Os alertas de politica disponiveis incluem os seguintes tipos:

Tipo de politica Descricao

Avaria no cluster Envia uma notificacdo quando ocorre um tipo especifico ou qualquer tipo de falha
de cluster.

Evento Envia uma notificacdo quando ocorre um tipo de evento especifico.

Unidade com falha Envia uma notificagdo quando ocorre uma falha de unidade.

Unidade disponivel Envia uma notificagdo quando uma unidade entra on-line no estado available.

Utilizacao do cluster Envia uma notificacdo quando a capacidade e o desempenho do cluster que esta

sendo usado sao mais do que a porcentagem especificada.

Espaco utilizavel Envia uma notificagdo quando o espago utilizavel do cluster for inferior a uma
porcentagem especificada.
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Tipo de politica Descricédo

Espaco visionavel Envia uma notificagdo quando o espacgo do cluster provisionavel for menor que
uma porcentagem especificada.

Coletor nao reportando Envia uma notificacdo quando o coletor para SolidFire Active IQ que é executado
no n6 de gerenciamento ndo envia dados para o SolidFire Active IQ pela duragéo
especificada.

Desgaste da transmissdo Envia uma notificagdo quando uma unidade em um cluster tem menos de uma
porcentagem especificada de desgaste ou espago de reserva restante.

Sessbes iISCSI Envia uma notificacdo quando o numero de sessdes iSCSI ativas for superior ao
valor especificado.

Resiliéncia do chassi Envia uma notificacdo quando o espaco usado de um cluster € maior que uma
porcentagem especificada pelo usuario. Vocé deve selecionar uma porcentagem
suficiente para avisar antecipadamente antes de alcancar o limite de resiliéncia
do cluster. Depois de atingir esse limite, um cluster ndo pode mais recuperar
automaticamente de uma falha no nivel do chassi.

VMware Alarm Envia uma notificagdo quando um alarme VMware é acionado e reportado ao
SolidFire Active 1Q.

Resiliéncia de dominio de Quando o espago usado aumenta além da porcentagem especificada do limite de

protecéo personalizada resiliéncia do dominio de protecéo personalizada, o sistema envia uma
notificacdo. Se essa porcentagem atingir 100, o cluster de armazenamento n&o
tera capacidade livre suficiente para se auto-curar apds uma falha de dominio de
protecéo personalizada ocorrer.

Arquivos de despejo do Quando um servico fica sem resposta e deve ser reiniciado, o sistema cria um
nucleo do n6/Crash arquivo nucleo ou arquivo de despejo de falha e envia uma notificagdo. Este nao
€ o comportamento esperado durante operagdes regulares.

Editar uma politica de alerta

Vocé pode editar uma politica de alerta para adicionar ou remover clusters de uma politica ou alterar
configuragdes adicionais de politica.

Passos
1. Selecione Alertas > politicas.

2. Selecione o menu para mais opgdes em agoes.

3. Selecione Editar politica.
@ O tipo de diretiva e os critérios de monitoramento especificos do tipo ndo sado editaveis.
4. (Opcional) Introduza um nome revisto para a nova politica de alerta.

Os nomes das politicas de alerta devem descrever a condi¢gao para a qual o alerta esta
sendo criado. Titulos descritivos ajudam a identificar o alerta facilmente. Os nomes das
politicas de alerta sdo exibidos como uma referéncia em outro lugar do sistema.

5. (Opcional) Selecione um nivel de gravidade diferente.
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Os niveis de gravidade da politica de alerta sdo codificados por cores e podem ser
facilmente filtrados a partir da pagina Alertas > Historico.

6. Determine o tipo de supressao para a politica de alerta quando estiver ativa selecionando um tipo de tipos
suppressiveis. Pode selecionar mais de um tipo.

Confirme que as associagdes fazem sentido. Por exemplo, vocé selecionou supressao de rede para uma
politica de alerta de rede.

7. (Opcional) Selecione ou remova associag¢des de cluster com a politica.

Quando vocé adiciona um novo cluster a sua instalagdo depois de criar a politica, o cluster
nao é adicionado automaticamente as politicas de alerta existentes. Tem de selecionar o
novo cluster que pretende associar a politica.

8. (Opcional) modifique um ou mais enderecos de e-mail para os quais as notificagées de alerta seréo
enviadas. Se vocé estiver inserindo varios enderegos, devera usar uma virgula para separar cada
endereco.

9. Selecione Salvar politica de alerta.

Eliminar uma politica de alerta

A exclusédo de uma politica de alerta a remove permanentemente do sistema. As notificagdes por e-mail ndo
sdo mais enviadas para essa politica e as associag¢des de cluster com a politica sdo removidas.
Passos

1. Selecione Alertas > politicas.

2. Em agodes, selecione 0 menu para obter mais opg¢des.

3. Selecione Eliminar politica.

4. Confirme a acao.

A politica é removida permanentemente do sistema.

Visualizar clusters suprimidos

Na pagina Suppressed clusters no menu suspenso Alertas na tela todos os clusters, vocé pode exibir uma
lista de clusters que tém notificagbes de alerta suprimidas.

O suporte da NetApp ou os clientes podem suprimir notificacées de alerta para um cluster ao executar a
manutenc¢do. Quando as notificagdes sao suprimidas para um cluster usando a supressao de atualizacdes, os
alertas comuns que ocorrem durante as atualizagdes n&o sdo enviados. Ha também uma opc¢éo de supressao
de alertas completa que interrompe a notificagao de alerta para um cluster por uma duragao especificada.
Vocé pode visualizar quaisquer alertas de e-mail que ndo sdo enviados quando as notificagdes séo suprimidas
na pagina Histérico do menu Alertas. As notificagdes suprimidas sdo retomadas automaticamente apos a
duragao definida transcorrer. Vocé pode terminar a supressao das notificagdes antecipadamente selecionando
"retomar notificagdes" no menu suspenso.

Na pagina Suppressed clusters, vocé tem a opgao de exibir as seguintes informagdes para past, ative e
Future Supresssions. A opgédo Past mostra as supressdes que terminaram nos ultimos 90 dias.
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Rumo

Empresa

ID do cluster
Nome do cluster
Criado por

Hora criada

Tempo atualizado

Hora de inicio

Hora de fim

Tipo

Estado

Programado

Descrigdo

Nome da empresa atribuido ao cluster.

Numero de cluster atribuido quando o cluster é criado.
Nome atribuido ao cluster.

O nome de usuario da conta que criou a supressao.

A hora exata em que a supressao foi criada.

Se a supresséo foi modificada apds a sua criagao, esta é a hora exata em que a
supressao foi alterada pela ultima vez.

A hora exata em que a supresséao de notificagdes foi iniciada ou esta programada

para ser iniciada.
A hora exata em que a supresséao de notificagdes esta programada para termina
Determina quais alertas e eventos sdo suprimidos. Os seguintes tipos séo
possiveis:
* Full: Todos os alertas para o cluster sdo suprimidos pela duragéo
especificada. Nao sdo gerados casos de suporte ou alertas de e-mail.

» Upgrades: Alertas de cluster ndo criticos sao suprimidos durante a duragao
especificada. Alertas criticos ainda geram casos de suporte e e-mails.

» Compute: Os alertas que sdo acionados pelo VMware nos nés de
computacao sao suprimidos.

r

* Nodehardware: Os alertas associados a manutengao do n6 séo suprimidos.

Por exemplo, trocando unidades ou colocando noés off-line.
* Drive: Os alertas associados a integridade da unidade sdo suprimidos.

» Rede: Os alertas associados a configuragao e integridade da rede sao
suprimidos.

* Poténcia: Os alertas de redundancia de energia sdo suprimidos. Ele ndo
suprime um alerta nodeOffline que ocorreria no caso de uma perda total de
energia.

Indica o estado de uma notificacéo de alerta:

» Ativo: A supressao de notificagbes de alerta esta ativa.

* Futuro: A supressao de notificagdes de alerta esta agendada para uma data
e hora futuras.

Indica se a supressao foi agendada quando foi criada:

* True: Os valores de hora e hora de inicio criados sdo os mesmos.

» Falso: Os valores de hora e hora de inicio criados sao diferentes.

Suprimir notificagées de cluster

Vocé pode suprimir notificacdes de alerta no nivel do cluster para um unico cluster ou varios clusters para a
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data e hora atuais ou para o agendamento para iniciar em uma data e hora futuras.

Passos
1. Execute um dos seguintes procedimentos:

a. Na visédo geral Dashboard, selecione o0 menu agdes para o cluster que deseja suprimir.
b. Em Alertas > supressao de cluster, selecione suprimir clusters.
2. Na caixa de dialogo suprimir alertas para cluster, faga o seguinte:
a. Se vocé selecionou o botdo suprimir clusters na pagina Suprimido clusters, selecione um cluster.

b. Selecione um tipo de supresséao de alertas como Full, Upgrades, Compute, Nodehardware, Drive,
Network ou Power. Saiba mais sobre os tipos de supressao.

Um cluster pode ter varios tipos de supresséo, que podem incluir varias selegbes do
mesmo tipo de supressdo. Quando um tipo de supressao ja existe durante uma janela
de supressao programada, ele fica cinza. Para selecionar este tipo de supressao

@ novamente, selecione Overlap existing. Varias selegbes do mesmo tipo de supressao
podem ter tempos sobrepostos ou, se agendar futuras supressoes, estar em momentos
diferentes. Quando duas supressdes tém periodos de tempo sobrepostos, a
funcionalidade é a mesma que ter uma Unica supressao com uma hora de inicio
comecando o mais cedo das supressdes e uma hora de fim terminando o mais tardar.

c. Selecione a data e a hora de inicio que pretende que a supressao das notificagbes seja iniciada.

d. Selecione uma duracdo comum ou introduza uma data e hora de fim personalizadas durante as quais
as notificagdes devem ser suprimidas.

3. Selecione suprimir.

Essa agdo também suprime determinadas ou todas as notificagdes ao suporte da NetApp.
Depois que a supresséao de cluster estiver em vigor, o suporte NetApp ou qualquer usuario
que tenha direito a exibir o cluster pode atualizar o estado de supresséo.

Terminar a supressao do cluster a partir de um cluster

Vocé pode terminar a supressao de alertas de cluster em clusters que foram aplicados usando o recurso
suprimir clusters. Isso permite que os clusters retomem seu estado normal de relatérios de alerta.

Passos

1. Na viséo geral Dashboard ou Alerts > Cluster Suppression, termine a supressao para os clusters
unicos ou multiplos que vocé deseja retomar os relatorios de alerta normais:

a. Para um unico cluster, selecione o0 menu acgdes para o cluster e selecione Terminar supressao.

b. Para varios clusters, selecione os clusters e, em seguida, selecione Terminar supressées
selecionadas.

E-mail de notificagao de alerta

Os assinantes dos alertas do SolidFire Active IQ recebem e-mails de status para qualquer alerta disparado no
sistema. Existem trés tipos de e-mails de status associados aos alertas:

Novo e-mail de alerta Este tipo de e-mail é enviado quando um alerta é acionado.
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E-mail de alerta de lembrete Este tipo de e-mail é enviado uma vez a cada 24 horas, enquanto o
alerta permanecer ativo.

Alerta resolvido e-mail Esse tipo de e-mail é enviado quando o problema é resolvido.

Ap6s a criagédo de uma politica de alerta e, se for gerado um novo alerta para esta politica, € enviado um e-
mail para o enderecgo de e-mail designado (Crie uma politica de alertaconsulte ).

Alinha de assunto do e-mail de alerta usa um dos seguintes formatos, dependendo do tipo de erro relatado:

* Avaria do grupo de instrumentos ndo resolvida: [cluster fault code] fault on [cluster
name] ([severity])

* Avaria resolvida no cluster: Resolved: [cluster fault code] fault on [cluster name]
([severity])

* Alerta ndo resolvido: [policy name] alert on [cluster name] ([severityl])

* Avaria de alerta resolvida: Resolved: [policy name] alert on [cluster name]
([severity])
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Varias notificagdes sdo agrupadas em um unico e-mail, com as falhas mais graves no topo do
e-mail, semelhante ao exemplo a seguir:

Cluster Methad Mot Reporting detected 2 olert{s) on [ _Cluster], 3 _Custerd]

!1! B _Chaba]
(1] S Chusserd

Alert: 1ol 2

Status: Alart Reminder Motification

Alert 1D 18524907 -10a1-4cab-Saad-804Tad0eB331
Alert Palicy: Cluster Method Mot Reporting
Severity: Errar

Clustar: ¥.Ousar)

Occurrence Time: 2025-05-1001:13:28UTC
MNaotification Timeo: 2025-05-1001:13:28 UTC

= lastUpdate: 2025-05-10T00:17:18.362Z
* mothodName: ListSnapshots
= gxpoctedintarval; 300

Additional Detail:

* lastUpdate: 2025-05-10T00:17:18.3622
* mathodhName: ListSnapshots
* gxpectedintanal; 300

Historicol Detall: This alert has occurrad 34 times in the last 30 days.
Algrts for this Cluster

Alert: 2 of 2

Status: Alart Reminder Notification

Alert ID: ec463269-822¢-4bod-9622-1216710050a0

Alert Policy: Cluster Mathod Mot Reporting

Severity: Ermor

Clustern W _tkate)

Occurrence Time: 2025-05-10 01:08:02 UTC

Natification Tima: 2025-05-10 01:08:02 UTC

* lastUpdate: 2025-05-10T00:11:53.9462
* methodiame: ListSnapshots
s mpactodintersal: 300

Additional Detail:
* lastlpdote: 2025-05-10T00:11:53.9462
= methodName: ListSnapshots
= gxpectedinterval: 300

Historical Detall: This alert has occurrad 33 timas in the Last 30 days.
Alerts for this Clustor
Encontre mais informagoes

"Documentacéo do produto NetApp"

Licenciamento de capacidade

Na pagina Licenciamento de capacidade na visualizagao todos os clusters, vocé
pode exibir informacdes sobre o modelo de licenciamento de capacidade do NetApp. Os
clientes que utilizam dispositivos SolidFire padrao devem ignorar esta pagina.

Para exibir um determinado pool de licenciamento de capacidade, é necessario ter permissbes para exibir
todos os clusters incluidos nesse pool. Se houver relagbes de empresa pai e filho envolvidas, trabalhe com o
seu gerente de conta para confirmar que isso foi registrado corretamente. Se nao o fizer, o pool de
licenciamento de capacidade pode ficar indisponivel.

O licenciamento de capacidade € uma opgéao de licenciamento alternativa disponivel na NetApp. Saiba mais
ou execute tarefas relacionadas ao licenciamento de capacidade:
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Rumo Descrigdo
Nome do pool Nome do cliente associado a licenca.
Capacidade autorizada Soma das licencas de capacidade de software adquiridas.

Capacidade provisionada Quantidade de capacidade provisionada alocada em todos os nos licenciados de
capacidade em um ambiente do cliente.

Capacidade utilizada Capacidade atual usada por todos os clusters em um pool de clusters.
Clusters Numero de clusters e suas IDs, que compdem um pool de clusters para uma
licenca.

Encontre mais informagoes

"Documentagao do produto NetApp"

Capacidade a termo

Na pagina Term Capacity na visualizagao All clusters, vocé pode visualizar
informagdes sobre o modelo NetApp Term-Capacity.

Rumo Descrigdo

ID da empresa ID da empresa associada a licenca.

Nome da empresa Nome da empresa associada a licenca.

Licengas Numero de licengas em um ambiente de cliente.

Clusters Numero de clusters e suas IDs pertencentes a um cliente.

Capacidade licenciada Quantidade de capacidade alocada nos nos licenciados de capacidade em um

ambiente do cliente.

Capacidade consumida Capacidade consumida atual por todos os clusters pertencentes a um cliente.

Encontre mais informagoes

"Documentacéo do produto NetApp"

Selecione um cluster

Painel de visualizagao de cluster unico

Na pagina Dashboard de um cluster selecionado, vocé pode visualizar detalhes de alto
nivel do cluster, incluindo desempenho, capacidade e utilizagdo de computacao.

Selecione o menu suspenso Mostrar Detalhes para exibir mais informacdes sobre o cluster ou selecione o
icone ao lado de um cabecalho para obter informagdes mais detalhadas sobre =¥ relatérios. Vocé também
pode mover o ponteiro do Mouse sobre linhas de grafico e dados de relatérios para exibir detalhes adicionais.

Os detalhes disponiveis variam de acordo com o seu sistema:

+ Sistema somente de storage
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* Visao geral do sistema NetApp HCI

Sistema somente de storage

Para uma solugéo baseada em armazenamento SolidFire, vocé pode exibir detalhes e informagdes de
desempenho especificas do cluster quando selecionar Mostrar detalhes na pagina Painel.

Rumo Descrigdo

Barra de informagdes Esta barra superior fornece uma visao geral rapida do estado atual do cluster
selecionado. A barra mostra o numero de nos, o numero de volumes, detalhes de
falhas, estatisticas em tempo real sobre eficiéncia e o status sobre a capacidade
de bloco e metadados. Os links desta barra sdo abertos para os dados
correspondentes na 1U.

Detalhes do cluster Expanda a barra de informagdes selecionando Mostrar Detalhes para mostrar
estes valores:
* Vers&o do elemento
» Sessoes iSCSI
» Sessodes Fibre Channel
* Total maximo de IOPS configurado
» Total maximo de IOPS
» Tipos de n6
* Criptografia em repouso
* Vvols

* Total minimo de IOPS configurado

Desempenho Este grafico mostra o uso de IOPS e taxa de transferéncia.

Capacidade Isso mostra a integridade e a plenitude do cluster da instalagéo:

* Provisionado: A capacidade total de todos os volumes criados no sistema.

* Fisico: A quantidade total de capacidade fisica (capacidade total de dados de
bloco) no sistema para que os dados sejam armazenados (depois de todas
as eficiéncias serem aplicadas).

Capacidade de bloco: A quantidade de capacidade de dados de bloco
atualmente em uso.

Capacidade dos metadados: A quantidade de capacidade dos metadados
atualmente em uso.

Eficiéncia: A quantidade de eficiéncias que o sistema esta vendo devido a
compactacao, deduplicagao e thin Provisioning.

Visao geral do sistema NetApp HCI

Para uma solugao baseada em NetApp HCI, vocé pode exibir detalhes e informagées de desempenho
especificas do cluster quando selecionar Mostrar detalhes na pagina Painel.
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Rumo Descrigdo

Barra de informacgdes Esta barra superior fornece uma visao geral rapida do estado atual do cluster
selecionado. A barra mostra o numero de nés de computacgéo e storage, o status
da computagéo, o status do storage, o numero de maquinas virtuais e o nimero
de volumes associados ao sistema NetApp HCI. Os links desta barra sao abertos
para os dados correspondentes na IU.

Detalhes da instalagao Expanda a barra de informacdes selecionando Mostrar Detalhes para mostrar
estes valores:
* Verséo do elemento
* Hipervisor
* Instancia do vCenter associada
+ Data center associado
+ Total maximo de IOPS configurado
» Total maximo de IOPS
» Tipos de nés de computacéo
* Tipos de nés de storage
* Criptografia em repouso
* Vvols
» Sessdes iSCSI
* Total minimo de IOPS configurado

* Rebalanceamento de IOPS

A partir dos clusters do Elemento 12.8, um campo adicional
Rebalanceamento de IOPS é fornecido. Se a op¢ao para todo

@ o cluster estiver habilitada, cada volume mostrara esse
parametro. O valor deste campo é verdadeiro ou falso. Este
campo € usado para balancear fatias de acordo com a carga
real, em vez das configuragdes minimas de IOPS.

Utilizagdo de computagédo O uso da CPU e da memodria séo representados neste grafico.
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Rumo Descrigdo

Capacidade de storage Isso mostra a integridade e a plenitude do cluster da instalagéo:

* Provisionado: A capacidade total de todos os volumes criados no sistema.

« Fisico: A quantidade total de capacidade fisica (capacidade total de dados de
bloco) no sistema para que os dados sejam armazenados (depois de todas
as eficiéncias serem aplicadas).

» Capacidade de bloco: A quantidade de capacidade de dados de bloco
atualmente em uso.

» Capacidade dos metadados: A quantidade de capacidade dos metadados
atualmente em uso.

 Eficiéncia: A quantidade de eficiéncias que o sistema esta vendo devido a
compactacao, deduplicagdo e thin Provisioning.

Desempenho de storage IOPS e taxa de transferéncia sao representados neste grafico.

Encontre mais informagoes

"Documentacao do produto NetApp"

Opcoes de relatérios para um cluster selecionado
Saiba mais sobre o0 menu suspenso Reporting no painel lateral:

» Capacidade

+ Eficiéncia

* Desempenho

+ Utilizagao de nos
* Registro de erros
* Eventos

* Alertas

* Sessdes iSCSI

* Redes virtuais

» Colecao de API

Capacidade

Na pagina capacidade do menu suspenso Relatério para um cluster selecionado, vocé pode exibir detalhes
sobre o0 espacgo geral do cluster que é provisionado em volumes. As barras de informagdes de capacidade
fornecem o estado atual e as previsdes da capacidade de armazenamento de blocos e metadados para o
cluster. Os graficos correspondentes fornecem métodos adicionais para analisar os dados do cluster.

@ Para obter detalhes sobre os niveis de gravidade e a plenitude do cluster, consulte
"Documentacao do Element Software" .

As descri¢des a seguir fornecem detalhes sobre a capacidade do bloco, a capacidade dos metadados e o
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espago provisionado no cluster selecionado.

Capacidade de bloco
Rumo Descricéo

Capacidade utilizada Capacidade utilizada atual do bloco
de cluster.

Limiar de aviso O limite de aviso atual.

Limiar de erro O limite de erro atual.

Capacidade total A capacidade total para o bloco.

Estado atual Estado atual do bloco.

Capacidade de metadados
Rumo Descricéo

Capacidade utilizada A capacidade do cluster de

metadados usada para esse cluster.

A capacidade total  Estado atual
de metadados

disponivel para esse

cluster e a previsao

do limite critico.

Espaco provisionado
Rumo Descrigéo

Espaco provisionado A quantidade de espacgo atualmente
provisionada no cluster.

Eficiéncia

Previsado

Nao aplicavel

Previsédo para quando o limite de aviso sera
atingido.

Previséo para quando o limite de erro sera
atingido.

Previsao para quando o limite critico sera
atingido.

Para obter detalhes sobre os niveis de
gravidade, consulte o "Documentacéo do
Element Software".

Capacidade total

O estado atual da capacidade de metadados
para esse cluster.

Espago méaximo provisionado

Na pagina Efficiency do menu suspenso Reporting do cluster para um cluster selecionado, vocé pode exibir
detalhes sobre provisionamento de thin, deduplicacdo e compactagao no cluster quando vocé move o ponteiro

do Mouse sobre pontos de dados no gréfico.

®

relatados.

Todas as eficiéncias combinadas sao calculadas por simples multiplicagéo dos valores fatoriais

As descri¢des a seguir fornecem detalhes sobre as eficiéncias calculadas no cluster selecionado.
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Rumo Descrigdo

Eficiéncia geral A eficiéncia global do thin Provisioning, deduplicagcdo e compactagao se
multiplicou juntas. Esses calculos ndo levam em conta o recurso de hélice
dupla incorporado ao sistema.

Deduplicagdo e compactacdo O efeito combinado do espago economizado com o uso de deduplicagao e
compactacgao.

Thin Provisioning A quantidade de espago economizada usando esse recurso. Esse numero
reflete o delta entre a capacidade alocada para o cluster e a quantidade de
dados realmente armazenados.

Deduplicacao O multiplicador de proporgéo da quantidade de espaco que foi salvo ndo
armazenando dados duplicados no cluster.

Compactacéao O efeito da compressao de dados nos dados armazenados no cluster.
Diferentes tipos de dados sdo compatados a taxas diferentes. Por exemplo,
os dados de texto e a maioria dos documentos sao facilmente compatados
para um espago menor, mas as imagens de video e graficas normalmente
nao o fazem.

Desempenho

Na pagina Performance do menu suspenso Reporting para um cluster selecionado, vocé pode exibir
detalhes sobre o uso do IOPS, a taxa de transferéncia e a utilizagdo do cluster selecionando a categoria e a
filtragem com base no periodo de tempo.

Utilizagcao de nés

Na pagina Utilizagdo do n6 do menu suspenso Relatérios de um cluster selecionado, vocé pode selecionar
e visualizar cada no.

A partir do Elemento 12.8, as informagdes de utilizagdo do né estado disponiveis como nodeHeat usando o
GetNodeStats e ListNodeStats Métodos de API. O nodeHeat objeto € um membro do nodeStats
objeto e exibe informagdes de utilizagdo do né com base na proporgéo do IOPS total primario ou do IOPS total
em relagao ao IOPS configurado, calculado em média ao longo do tempo. O grafico de utilizagdo do né mostra
isso como uma porcentagem derivada da métrica recentPrimaryTotalHeat .

Registro de erros

Na pagina Registo de erros do menu pendente Relatorio para um cluster selecionado, pode visualizar
informagdes sobre erros nao resolvidos ou que foram comunicados pelo cluster. Essas informacdes podem
ser filtradas e exportadas para um arquivo CSV (valores separados por virgulas). Para obter detalhes sobre os
niveis de gravidade, consulte o "Documentacao do Element Software".

As seguintes informagdes sdo comunicadas para o cluster selecionado.

Rumo Descrigédo

ID ID para uma avaria no grupo de instrumentos.

Data A data e a hora em que a avaria foi registada.

Gravidade Isso pode ser aviso, erro, critico ou pratica recomendada.
Tipo Pode ser no, unidade, cluster, servico ou volume.

28


https://docs.netapp.com/us-en/element-software/index.html

Rumo Descrigdo

ID de n6 ID do n6 para o né a que esta avaria se refere. Incluido para falhas de n6 e
unidade; caso contrario, definido como - (trago).

Nome do n6 O nome do n6 gerado pelo sistema.

ID da unidade ID da unidade para a unidade a qual esta avaria se refere. Incluido para

avarias de condugéo; caso contrario, definido para - (tablier).

Resolvido Apresenta se a causa do erro foi resolvida.

Tempo de resolugao Exibe a hora em que um problema foi resolvido.
Cadigo de erro Um codigo descritivo que indica o que causou a falha.
Detalhes Descricdo da avaria com detalhes adicionais.
Eventos

Na pagina Eventos do menu suspenso Relatérios de um cluster selecionado, vocé pode selecionar entre as
guias Eventos e gcEvents para visualizar informagdes sobre os principais eventos que ocorreram no cluster.
Por padrao, selecionar Eventos mostra todos os eventos, exceto gcEvents, para melhorar a legibilidade. Para
ver todos os eventos, incluindo gcEvents, selecione a aba gcEvents. Essas informagdes podem ser filtradas e
exportadas para um arquivo CSV.

As seguintes informagdes sdo comunicadas para o cluster selecionado.

Rumo Descrigcao

ID do evento ID exclusivo associado a cada evento.

Hora do evento A hora em que o evento ocorreu.

Tipo O tipo de evento que esta sendo registrado, por exemplo, eventos de AP,

eventos de clone ou eventos de gc. Veja o "Documentacao do Element
Software" para mais informagoes.

Mensagem Mensagem associada ao evento.

ID de servigo O servigo que relatou o evento (se aplicavel).

ID de no6 O né que relatou o evento (se aplicavel).

ID da unidade A unidade que relatou o evento (se aplicavel).

Detalhes Informacgbes que ajudam a identificar por que o evento ocorreu.
Alertas

Na pagina Alertas do menu suspenso Relatoério para um cluster selecionado, vocé pode exibir alertas de
cluster ndo resolvidos ou resolvidos. Essas informagdes podem ser filiradas e exportadas para um arquivo
CSV. Para obter detalhes sobre os niveis de gravidade, consulte o "Documentacao do Element Software".

As seguintes informagdes sdo comunicadas para o cluster selecionado.

29


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html

Rumo Descrigdo

Acionado A hora em que o alerta foi acionado no SolidFire Active 1Q, ndo no préprio
cluster.

Ultimo notificado A hora em que o e-mail de alerta mais recente foi enviado.

Resolvido Mostra se a causa do alerta foi resolvida.

Politica Este € o nome da politica de alerta definido pelo usuario.

Gravidade Gravidade atribuida no momento em que a politica de alerta foi criada.

Destino O endereco de e-mail ou enderegos selecionados para receber o e-mail de
alerta.

Gatilho A configuragao definida pelo usuario que acionou o alerta.

Sessoes iSCSI

Na pagina sess6es iSCSI do menu suspenso Relatério para um cluster selecionado, vocé pode exibir
detalhes sobre o numero de sessdes ativas no cluster e o nimero de sessbdes iISCSI que ocorreram no cluster.

Expanda o exemplo de sessdes iSCSI

2022-08-26 01:38:03

I 2022-08-19 01:38:03 v ‘ N ‘ Last Hour Last 24 Hours Last7 Days Le

Vocé pode mover o ponteiro do Mouse sobre um ponto de dados no grafico para encontrar o numero de
sessoOes para um periodo de tempo definido:

» Sessodes ativas: O numero de sessdes iISCSI| conetadas e ativas no cluster.

» Sessoes ativas de pico: O numero maximo de sessdes iISCSI que ocorreram no cluster nas ultimas 24
horas.
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@ Esses dados incluem sessdes iSCSI geradas por nés FC.

Redes virtuais

Na pagina redes virtuais do menu suspenso relatorios para um cluster selecionado, vocé pode exibir as
seguintes informacdes sobre redes virtuais configuradas no cluster.

Rumo Descrigdo

ID ID exclusivo da rede VLAN. Isto é atribuido pelo sistema.

Nome Nome exclusivo atribuido pelo usuario para a rede VLAN.

ID DA VLAN Tag VLAN atribuida quando a rede virtual foi criada.

SVIP Endereco IP virtual de armazenamento atribuido a rede virtual.

Mascara de rede Mascara de rede para esta rede virtual.

Gateway Endereco IP exclusivo de um gateway de rede virtual. A VRF deve estar
ativada.

VRF ativado Mostra se o encaminhamento e encaminhamento virtuais estéo ativados ou
nao.

IPS utilizado O intervalo de enderecos IP de rede virtual usado para a rede virtual.

Colecéao de API

Na pagina coleg¢ao de API do menu suspenso relatorios para um cluster selecionado, vocé pode exibir os
meétodos de API usados pelo NetApp SolidFire Active IQ. Para obter descrigdes detalhadas desses métodos,
consulte o "Documentacao da API do Element Software".

Além desses métodos, o SolidFire Active IQ faz algumas chamadas de API internas usadas
pelo suporte e pela engenharia da NetApp para monitorar a integridade do cluster. Essas

@ chamadas nao sdo documentadas, pois podem causar interrupcdes na funcionalidade do
cluster se usadas incorretamente. Se vocé precisar de uma lista completa de cole¢des de API
do SolidFire Active 1Q, entre em Contato com o suporte da NetApp.

Encontre mais informagoes

"Documentacao do produto NetApp"

Cabeca de nés

Na pagina nés, disponivel no painel lateral de um cluster selecionado, vocé pode exibir
informagdes sobre os nos do cluster.

Os detalhes disponiveis variam de acordo com o seu sistema:

* Veja os detalhes do n6 de storage do SolidFire

* Veja os detalhes do né de computacao e storage do NetApp HCI
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Veja os detalhes do né de storage do SolidFire

Cada n6 é uma colecéo de SSDs. Cada n6 de storage vem com recursos de CPU, rede, cache e storage. Os
recursos do no de storage sdo agrupados em um cluster de nés.

Na pagina nodes, a barra de informagdes fornece uma visao geral rapida dos seguintes dados:

* MVIP: Enderecgo IP virtual de gerenciamento
 |ID VLAN MVIP: ID LAN virtual para o MVIP

* SVIP: Armazenamento de endereco IP virtual
 ID da VLAN SVIP: ID de LAN virtual para o SVIP

Exibir informagoes sobre nés de storage

As informacdes a seguir estdo disponiveis para cada n6 de storage no cluster:

Rumo Descrigao
ID ID gerado pelo sistema para o no.
Estado O status do né:

e Saudavel: O n6 ndo tem erros criticos associados a ele.

+ Offline: O né nao pode ser acessado. Selecione a ligagédo para ver o Registo
de erros.

» Falha: Ha erros associados a este n6. Selecione a ligagdo para ver o Registo

de erros.
Nome O nome do né gerado pelo sistema.
Tipo Exibe o tipo de modelo do no.

Versao de configuragdo A versao de configuragdo do chassi no qual vocé esta executando.
da plataforma

Versao BIOS A versao do BIOS para o hardware do seu né.

Revisdo de firmware BMC A revisédo do firmware atualmente em execug¢ao no Baseboard Management
Controller (BMC).

Verséo Verséao do software Element em execuc¢ao no no.
Numero de série Numero de série exclusivo atribuido ao noé.
IP de gerenciamento Endereco IP de gerenciamento atribuido ao né para tarefas de administragao de

rede 1GbE ou 10GbE.

IP do cluster Endereco IP do cluster atribuido ao né usado para a comunicagao entre nés no
mesmo cluster.

Armazenamento IP Endereco IP de armazenamento atribuido ao n6 usado para descoberta de rede
iISCSI e todo o trafego de rede de dados.

Taxa de transferéncia Soma de throughput médio executado nos ultimos 30 minutos em relagao a todos
média durar 30 minutos os volumes que tém esse né como primario.
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Rumo Descrigdo

Média de IOPS duram 30 Soma do numero médio de IOPS executado nos ultimos 30 minutos em relagédo a

min todos os volumes que tém esse né como primario.
Laténcia média (us) O tempo médio em microssegundos, medido nos ultimos 30 minutos, para
duram 30 minutos concluir as operagdes de leitura e gravagdo em todos os volumes que tém esse

n6 como principal. Para relatar essa métrica com base em volumes ativos,
somente valores de laténcia ndo zero sdo usados.

Funcao Identifica a fungdo que o né tem no cluster:
» Mestre de cluster: O né que executa tarefas administrativas em todo o cluster
e contém o MVIP e o SVIP.

* N6 do ensemble: Um n6 que participa do cluster. Existem trés ou cinco nés
de ensemble dependendo do tamanho do cluster.

e Fibre Channel: Um né FC no cluster.

» Se um no nao tiver uma fungéo, o valor sera definido como - (trago).

Fim da disponibilidade Data em que os nés nao estdo mais disponiveis para compra, mas ainda séo
suportados.

Fim do suporte de Data em que o hardware nao é mais suportado.

hardware

Fim do suporte de Data em que o software nao é mais suportado.

software

Veja os detalhes do n6 de computacao e storage do NetApp HCI

Para nds da série H do NetApp, que compdem um sistema NetApp HCI, ha dois tipos: Nés de computacéo e
storage.

Na pagina nodes, a barra de informagdes fornece uma visao geral rapida dos seguintes dados:

* MVIP: Endereco IP virtual de gerenciamento

» SVIP: Armazenamento de endereco IP virtual

Saiba mais sobre como exibir informagdes sobre nds de storage e nés de computagdo em um cluster do
NetApp HCI:

+ Exibir informagdes sobre nds de storage

 Exibir informagbes sobre nés de computagao

Exibir informagoes sobre nés de storage

Selecione Storage para exibir as seguintes informagdes sobre os nos de storage no cluster.

Rumo Descrigao

ID ID gerado pelo sistema para o no.
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Rumo Descrigdo

Estado O status do no:

« Saudavel: O n6 ndo tem erros criticos associados a ele.

+ Offline: O n6 ndo pode ser acessado. Selecione a ligagéo para ver o Registo
de erros.

» Falha: Ha erros associados a este n6. Selecione a ligagdo para ver o Registo

de erros.
Nome O nome do no6 gerado pelo sistema.
Tipo Mostra o tipo de modelo do né.
Chassis/ranhura Numero de série exclusivo atribuido ao chassi e a localizac&o do slot do no.
Numero de série Numero de série exclusivo atribuido ao né.

Versao de configuragcdo A versao de configuragao do chassi no qual vocé esta executando.
da plataforma

Verséo BIOS A versao do BIOS para o hardware do seu no.

Reviséo de firmware BMC A revisado do firmware atualmente em execugao no Baseboard Management
Controller (BMC).

Versao Versao do software Element em execugao no no.

IP de gerenciamento Endereco IP de gerenciamento atribuido ao né para tarefas de administragcao de
rede 1GbE ou 10GbE.

Armazenamento IP Endereco IP de armazenamento atribuido ao n6 usado para descoberta de rede
iSCSI e todo o trafego de rede de dados.

Média de IOPS duram 30 Soma do numero médio de IOPS executado nos ultimos 30 minutos em relacéo a
min todos os volumes que tém esse né como primario.

Taxa de transferéncia Soma de throughput médio executado nos ultimos 30 minutos em relagao a todos
média durar 30 minutos os volumes que tém esse né como primario.

Laténcia média (us) O tempo médio em microssegundos, medido nos ultimos 30 minutos, para

duram 30 minutos concluir as operagdes de leitura e gravagdo em todos os volumes que tém esse
né como principal. Para relatar essa métrica com base em volumes ativos,
somente valores de laténcia ndo zero sdo usados.

Funcao Identifica a fungcao que o n6 tem no cluster:

» Mestre de cluster: O n6 que executa tarefas administrativas em todo o cluster
e contém o MVIP e o SVIP.

* N6 do ensemble: Um né que participa do cluster. Existem trés ou cinco noés
de ensemble dependendo do tamanho do cluster.

* Se um no6 néo tiver uma fungéo, o valor sera definido como - (trago).

Fim da disponibilidade Data em que o0s nds nao estdo mais disponiveis para compra, mas ainda sao
suportados.
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Rumo

Fim do suporte de
hardware

Fim do suporte de
software

Descrigdo

Data em que o hardware ndo é mais suportado.

Data em que o software nao é mais suportado.

Exibir informagoes sobre nés de computagao

Selecione Compute para exibir as seguintes informagdes sobre os nés de computagéo no cluster.

Rumo
Host
Estado

Tipo

Chassi/slot
Numero de série
IP do vCenter
Versao BIOS

Revisdo de firmware BMC

VMotion IP
Fim da disponibilidade

Fim do suporte de
hardware

Fim do suporte de
software

Descricao
Endereco IP do n6é de computagao.

O valor que vem de volta da VMware. Passe o Mouse sobre isso para a
descricao da VMware.

Mostra o tipo de modelo do né.

Numero de série exclusivo atribuido ao chassi e a localizagao do slot do n6.
Numero de série exclusivo atribuido ao no.

Endereco IP do vCenter Server.

A versao do BIOS para o hardware do seu né.

A revisao do firmware atualmente em execugado no Baseboard Management
Controller (BMC).

Endereco IP de rede do VMware vMotion do n6é de computacéo.

Data em que os nds nao estdo mais disponiveis para compra, mas ainda séo
suportados.

Data em que o hardware ndo é mais suportado.

Data em que o software ndo é mais suportado.

Encontre mais informacgoes

"Documentacao do produto NetApp"

Volumes

Volumes ativos

Na pagina Volumes, vocé pode visualizar detalhes sobre volumes ativos.

Ver detalhes do volume ativo

Na pagina volumes > volumes ativos para um cluster selecionado, vocé pode exibir as seguintes
informacgdes na lista de volumes ativos.

35


https://www.netapp.com/support-and-training/documentation/

Rumo

ID

ID da conta
Tamanho do volume

Capacidade utilizada

Caddigo no principal

ID né secundario

Acelerador de QoS

IOPS min
IOPS max
IOPS de explosao

Média de IOPS duram 30
min

Taxa de transferéncia
média durar 30 minutos

Laténcia média (us)
ultimos 30 min

Instantaneos
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Descrigdo

ID dada quando o volume foi criado.

ID da conta atribuida ao volume.

Tamanho do volume a partir do qual o instantaneo foi criado.

Capacidade atual utilizada do volume:

* Verde: Até 80%
* Amarelo acima de 80%

* Vermelho acima de 95%

NO principal para este volume.

Lista de nds secundarios para este volume. Podem ser valores multiplos durante
estados transitorios, como a mudancga de n6s secundarios, mas geralmente terao
um unico valor.

Representa a limitagéo atual para o volume.

e Verde: Até 20%
* Amarelo acima de 20%

* Vermelho acima de 80%

O valor nao inclui limitagéo histérica no volume.

O numero minimo de IOPS garantido para o volume.
O numero maximo de IOPS permitido para o volume.
O numero maximo de IOPS permitido durante um curto periodo de tempo.

O numero médio de IOPS executado para todos os volumes que tém esse nd
como principal. As IOPS sao coletadas em intervalos de 500 milissegundos no
lado do cluster. O SolidFire Active IQ recolhe estes valores em intervalos de 60
segundos. Para cada volume, o IOPS médio é calculado a partir dos valores de
SolidFire Active 1Q coletados nos ultimos 30 minutos.

A taxa de transferéncia média executada para todos os volumes que tém esse né
como principal. A taxa de transferéncia é recolhida em intervalos de 500
milissegundos no lado do cluster. O SolidFire Active IQ recolhe estes valores em
intervalos de 60 segundos. Para cada volume, o rendimento médio é calculado a
partir dos valores de SolidFire Active IQ coletados nos ultimos 30 minutos.

O tempo médio em microssegundos para concluir as operagdes de leitura e
gravagao em todos os volumes que tém esse né como principal. A laténcia &
medida em intervalos de 500 milissegundos no lado do cluster. O SolidFire Active
IQ recolhe estes valores em intervalos de 60 segundos. Para cada volume, a
laténcia média é calculada a partir dos valores de SolidFire Active 1Q coletados
nos ultimos 30 minutos. Para obter mais informacgdes, consulte este "Artigo da
KB".

O numero de instantaneos criados para o volume.


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Software/How_is_read_and_write_latency_measured_in_Element_Software_%3F
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Software/How_is_read_and_write_latency_measured_in_Element_Software_%3F

Rumo

Acdes

Rebalanceamento de
IOPS

Descrigdo

Selecione o menu suspenso vertical para obter mais detalhes sobre um volume
individual.

A partir dos clusters do Elemento 12.8, um campo adicional Rebalanceamento
de IOPS é fornecido. Se a opgéao para todo o cluster estiver habilitada, cada
volume mostrara esse parametro. O valor deste campo é verdadeiro ou falso.
Este campo € usado para balancear fatias de acordo com a carga real, em vez
das configuragdes minimas de IOPS.

Encontre mais informagoes

"Documentacéo do produto NetApp"

Instantaneos e agendas de instantaneos

Saiba mais sobre como visualizar informacdes sobre instantadneos e agendas de

instantaneos:

« Instantaneos

* Programas instantaneos

Instantaneos

Na pagina volumes que esta disponivel no painel lateral de um cluster selecionado, vocé pode exibir
informacdes sobre instantaneos de volume.

Passos

1. Selecione volumes > instantaneos.

2. Em alternativa, selecione volumes > volumes ativos e, na coluna agdes, selecione o § icone do volume
desejado e selecione Exibir instantaneos.

3.

(Opcional) pode exportar a lista de instantaneos como um ficheiro CSV selecionando o é icone.

A lista a seguir descreve os detalhes disponiveis:

Rumo

ID

ID do volume

ID da conta

uuibD

Tamanho

Tamanho do volume
Crie o tempo

Guarde até

Descrigédo

Exibe a ID do instantaneo atribuida ao instantaneo.

ID dada quando o volume foi criado.

ID da conta atribuida ao volume.

Identificador universal unico.

Tamanho do instantaneo definido pelo utilizador.

Tamanho do volume a partir do qual o instantaneo foi criado.
O momento em que o snapshot foi criado.

O dia e a hora em que o instantaneo sera eliminado.
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Rumo Descrigdo

ID Snapshot Grupo O ID do grupo ao qual o instantaneo pertence se estiver agrupado juntamente
com outros instantaneos de volume.

Replicado Apresenta o estado do instantaneo no cluster remoto:

* Presente: O instantaneo existe num cluster remoto.
* Nao presente: O instantaneo nao existe em um cluster remoto.
« Sincronizagao: O cluster de destino esta replicando o snapshot no momento.

* Excluido: O destino replicou o snapshot e, em seguida, o excluiu.

Programas instantaneos

A partir da pagina volumes > Snapshot Schedules disponivel no painel lateral de um cluster selecionado, &
possivel visualizar os detalhes da programacéao de instantaneos.

Pode exportar a lista de agendamento de instantdneos como um ficheiro CSV selecionando o * icone.

Alista a seguir descreve os detalhes disponiveis:

Rumo Descrigao

ID A ID de programagéo atribuida a programagéao.

Nome Nome atribuido pelo utilizador da programacéo.

Frequéncia A frequéncia em que o programa é executado. A frequéncia pode ser definida em
horas e minutos, semanas ou meses.

Recorrente Indica se a programacéo € recorrente ou nao.

IDs de volume As IDs de volume incluidas no instantaneo agendado.

Last Run (ultima corrida) A Ultima vez que a programagao foi executada.

Estado da ultima O resultado da ultima execugdo do cronograma. Valores possiveis: Success Ou
execucgao Error

Manualmente em pausa ldentifica se 0 agendamento foi pausado manualmente ou néo.

Encontre mais informagoes

"Documentacéo do produto NetApp"

Desempenho de volume

Na pagina Volumes, vocé pode visualizar detalhes sobre cada volume e ver seus
graficos de desempenho:

« Ver detalhes individuais do volume

+ Ver graficos de desempenho de volume individuais
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Ver detalhes individuais do volume
Na pagina volumes, vocé pode ver mais informagdes para um volume individual.

Passos

1. Selecione volumes > volumes ativos.

2. Na coluna agdes, selecione o i icone do volume desejado e selecione Exibir detalhes.

Depois de abrir a pagina para o volume ativo, pode visualizar dados de volume recentes a partir da barra de
informacdes.

Rumo
ID da conta

Tamanho do volume

Capacidade utilizada

IOPS médio

Taxa de transferéncia

media

Laténcia média

Descrig¢édo
ID gerado pelo sistema para o volume.
Tamanho total do volume.

Mostra o quao cheio o volume esta.

Numero médio de IOPS executado em relagdo ao volume nos ultimos 30
minutos.

Taxa de transferéncia média executada em relagdo ao volume nos ultimos 30
minutos.

O tempo médio, em microssegundos, para concluir as operagdes de leitura e
gravacao no volume nos ultimos 30 minutos. Para obter mais informagdes,
consulte este "Artigo da KB".

Vocé pode ver detalhes adicionais no menu suspenso Mostrar Detalhes do volume.

Acesso
Grupos de acesso

Blocos nao Zero

Zero blocos

Contagem de
instantaneos

IOPS min

IOPS max

IOPS de explosao
512e ativado
Acelerador de QoS

Cdédigo no principal

ID né secundario

As permissoes de leitura/gravagao atribuidas ao volume.
Grupos de acesso de volume associados.

Numero total de 4KiB blocos com dados apds a ultima rodada de operacéo de
coleta de lixo ter sido concluida.

Numero total de 4KiB blocos sem dados apds a ultima rodada de operacéo de
coleta de lixo ter sido concluida.

O numero de instantaneos associados.

O numero minimo de IOPS garantido para o volume.

O numero maximo de IOPS permitido para o volume.

O numero maximo de IOPS permitido durante um curto periodo de tempo.
Identifica se 512e esta ativado em um volume.

Representa a limitagédo atual para o volume. O valor n&o inclui limitagéo histérica
no volume.

No principal para este volume.

Lista de nés secundarios para este volume. Podem ser valores multiplos durante
estados transitorios, como a mudancga de nos secundarios, mas geralmente terdo
um unico valor.
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Rumo

Volumes emparelhados
Crie o tempo

Tamanho do bloco

IQN

ScsiEUIDevicelD

ScsiNAADevicelD

Atributos

Descrigdo

Indica se um volume foi emparelhado ou nao.

A hora em que a tarefa de criacao de volume foi concluida.
Tamanho dos blocos no volume.

O nome qualificado iISCSI (IQN) do volume.

Identificador de dispositivo SCSI exclusivo globalmente para o volume no formato
EUI-64 baseado em 16 bytes.

Identificador de dispositivo SCSI exclusivo globalmente para o volume no formato
estendido registrado IEEE NAA.

Lista de pares Nome/valor no formato de objeto JSON.

Ver graficos de desempenho de volume individuais

Na pagina volumes, vocé pode visualizar a atividade de desempenho de cada volume em um formato grafico.
Essas informagoes fornecem estatisticas em tempo real para taxa de transferéncia, IOPS, laténcia,
profundidade da fila, tamanho médio de e/S e capacidade para cada volume.

Passos

1. Selecione Volumes > Desempenho do volume.

2. Na lista suspensa Volume, selecione uma ID de volume para visualizar detalhes desse volume. Observe
que a lista suspensa Volume pode ser pesquisada por ID do volume.

3. A esquerda, selecione um grafico de miniaturas para ver os graficos de desempenho em detalhe. Pode
visualizar os seguintes graficos:

o Taxa de transferéncia

> IOPS

o Laténcia

o Profundidade da fila

o Tamanho médio de e/S

o Capacidade

Vocé também pode visualizar a Média, Min ou Max de cada grafico. Observe que Média é a

visualizag¢ao padrao.

' (Opcional) vocé pode exportar cada grafico como um arquivo CSV selecionando o * icone.

5. Como alternativa, vocé pode selecionar Volumes > Volumes ativos.

6. Na coluna agdes, selecione o § icone do volume desejado e selecione Exibir detalhes.

Uma pagina separada € aberta para exibir uma linha do tempo ajustavel, que é sincronizada com os
graficos de desempenho.

Encontre mais informagoes

"Documentacao do produto NetApp"
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Volumes virtuais

Na pagina Vols, disponivel no painel lateral de um cluster selecionado, vocé pode exibir

informacdes sobre volumes virtuais e seus contentores de armazenamento associados,

endpoints de protocolo, ligagdes e hosts.

Saiba mais sobre as tarefas relacionadas ao Vols:

¢ VVolumes virtuais

« Contéineres de armazenamento

* Pontos finais do protocolo
* Hosts

* Ligacoes

Volumes virtuais

A pagina Vols > volumes virtuais de um cluster selecionado fornece informagdes sobre cada volume virtual

ativo no cluster.

Rumo
ID do volume

ID Snapshot

ID de volume Virtual Principal

ID de volume virtual
Nome

Tipo de SO convidado
Tipo

Acesso

Tamanho

Capacidade utilizada

Snapshot

IOPS min
IOPS max
IOPS de explosao

Descrigcao
O ID do volume subjacente.

A ID do instantaneo do volume subjacente. O valor é zero se o volume
virtual ndo representar um instantaneo.

O ID de volume virtual do volume virtual pai. Se o ID for todos zeros, o
volume virtual € independente sem nenhum link para um pai.

O identificador unico universal do volume virtual.

O nome atribuido ao volume virtual.

Sistema operacional associado ao volume virtual.

O tipo de volume virtual: Config, Data, Memory, Swap ou outro.

As permissoes de leitura/gravacao atribuidas ao volume virtual.

O tamanho do volume virtual em gigabytes (GB) ou Gibibytes (GiB).

Capacidade atual utilizada do volume:

» Verde: Até 80%
* Amarelo acima de 80%

* Vermelho acima de 95%

O numero de instantaneos associados. Selecione o numero para vincular
aos detalhes da copia instantanea.

A configuracdo minima de QoS de IOPS do volume virtual.
A configuragdo maxima de QoS de IOPS do volume virtual.

A configuragédo de QoS de pico maximo do volume virtual.
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Rumo

VMW_VmID

Crie o tempo

Acbes

Descrigdo

As informagdes nos campos anteriores a "VMW _" s&o definidas pela
VMware. Consulte a documentacédo da VMware para obter descri¢des.

A hora em que a tarefa de criacao de volume virtual foi concluida.

Selecione o menu suspenso vertical para obter mais detalhes sobre um
volume virtual individual.

Contéineres de armazenamento

Na pagina Vols > Storage Containers para um cluster selecionado, vocé pode exibir as seguintes
informacdes para todos os contentores de armazenamento ativo no cluster.

Rumo
ID da conta
Nome

Estado

Tipo PE

ID do recipiente de
armazenamento

Volumes virtuais ativos

Descrigao
O ID da conta associada ao contentor de armazenamento.
O nome do recipiente de armazenamento.

O status do recipiente de armazenamento:

« Ativo: O recipiente de armazenamento esta em uso.

* Bloqueado: O recipiente de armazenamento esta bloqueado.

Indica o tipo de ponto de extremidade do protocolo (SCSI € o Unico
protocolo disponivel para o software Element).

O identificador exclusivo universal (UUID) do contentor de armazenamento
de volume virtual.

O numero de volumes virtuais ativos associados ao contentor de storage.

Pontos finais do protocolo

A pagina VVols > Protocol Endpoints do cluster selecionado fornece informagdes de endpoint do protocolo,
como ID do provedor principal, ID do provedor secundario e ID do endpoint do protocolo.

Rumo

Cddigo Fornecedor Principal
Caddigo Fornecedor secundario
ID do ponto final do protocolo

Estado de ponto final do
protocolo
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Descrigao

A ID do provedor de endpoint de protocolo primario.

A ID do provedor de endpoint de protocolo secundario.
O UUID do endpoint do protocolo.

O estado do ponto de extremidade do protocolo:

+ Ativo: O ponto final do protocolo esta em uso.
« Start (Iniciar): O ponto final do protocolo esta a ser iniciado.
* Failover: O ponto final do protocolo falhou.

» Reservado: O ponto final do protocolo é reservado.



Rumo

Tipo de fornecedor

ID DO DISPOSITIVO NAA
SCSI

Hosts

Descrigdo

O tipo do provedor do ponto de extremidade do protocolo: Primario ou
secundario.

O identificador de dispositivo SCSI exclusivo globalmente para o ponto de
extremidade do protocolo no formato estendido registrado IEEE NAA.

A pagina Vols > hosts de um cluster selecionado fornece informagdes sobre hosts VMware ESXi que

hospedam volumes virtuais.

Rumo

ID do host

Ligacbes
ID do cluster do ESX
Iniciador IQNs

IDs de endpoints do protocolo
SolidFire

Ligagcoes
A pagina Vols > Bindings de um
virtual.

Rumo

ID do host

ID do ponto final do protocolo

Ponto final do protocolo no ID
da banda

Tipo de ponto final do protocolo

ID de encadernagao VVol
ID VVol

ID secundaria VVol

Descrigédo

O UUID para o host ESXi que hospeda volumes virtuais e é conhecido pelo
cluster.

IDs de vinculagao para todos os volumes virtuais vinculados pelo host ESXi.
O ID do cluster de host vSphere ou o vCenter GUID.
IQNs do iniciador para o host de volume virtual.

Os endpoints do protocolo que estdo atualmente visiveis para o host ESXi.

cluster selecionado fornece informagdes de vinculagdo sobre cada volume

Descrigédo

O UUID para o host ESXi que hospeda volumes virtuais e € conhecido pelo
cluster.

O UUID do endpoint do protocolo.
A ID do dispositivo SCSI NAA do ponto de extremidade do protocolo.

Indica o tipo de ponto de extremidade do protocolo (SCSI é o unico
protocolo disponivel para o software Element).

O UUUID de vinculagao do volume virtual.
O UUID do volume virtual.

O ID secundario do volume virtual que € um ID LUN de segundo nivel SCSI.

Encontre mais informacgoes

"Documentacao do produto NetApp"
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Gerenciamento de QoS

Gerenciamento de QoS

Na pagina Gerenciamento de QoS, disponivel no painel lateral de um cluster
selecionado, vocé pode exibir informacdes sobre recomendacdes de QoS, limitacao e
volumes para 0os nés em um cluster.

Saiba mais sobre como exibir informagées sobre recomendagbes de QoS, limitagdo e volumes para um no
selecionado:

» "Recomendacbes”
» "Regulagem do no"

« "Volumes mais movimentados"

Encontre mais informagoes

"Documentacao do produto NetApp"

Recomendacgoes

A pagina Gerenciamento de QoS > recomendacgodes, disponivel no painel lateral de um
cluster selecionado, fornece recomendagdes diarias de qualidade de servigo (QoS) para
um cluster com base em dados de desempenho recentes. As recomendacdes de QoS
sdo compativeis apenas para clusters no software Element 11.x ou posterior.

A SolidFire Active 1Q faz recomendagdes de desempenho com base nos dados de estatisticas de volume para
atividades recentes. As recomendagdes se concentram em IOPS maximo e minimo garantido de QoS para
um volume e so sdo visiveis na IU quando melhorias no cluster podem ser necessarias.

Encontre mais informagoes

* "Desempenho e QoS de um cluster de storage SolidFire"
* "Criar e gerenciar politicas de QoS de volume"

* "Documentacao do produto NetApp"

Regulagem do né

Na pagina Gerenciamento de QoS > limitagao de nd, disponivel no painel lateral de
um cluster selecionado, vocé pode exibir a limitagédo de porcentagem para os nos no
cluster. Os nos séo listados como layouts de miniaturas no lado esquerdo da tela e sao
ordenados dependendo do grau de limitagao para um intervalo de tempo selecionado.

Saiba mais sobre como visualizar informagées de limitacdo de no:

« Visualize graficos e selecione intervalos de datas

» Exportar dados de limitacdo do n6
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Visualize graficos e selecione intervalos de datas

Os graficos e intervalos de datas no SolidFire Active IQ sao perfeitamente integrados entre si. Ao selecionar
um intervalo de datas, os graficos Node throttling e Total volume throughput nessa pagina se ajustam ao
intervalo selecionado. O intervalo de datas padréo exibido para cada grafico € de sete dias. Quando vocé
seleciona um no nas guias de selegao de grafico, esses graficos mudam para o n6 recém-selecionado.

Pode selecionar um intervalo de datas na caixa pendente Calendario ou num conjunto de intervalos
predefinidos. Os intervalos de datas sdo calculados usando a hora atual do navegador (no momento da
selecao) e a quantidade de tempo configurada. Vocé também pode selecionar um intervalo desejado
escovando diretamente sobre o grafico de barras na parte inferior. Para alternar entre graficos, selecione os
esquemas de miniaturas a esquerda.

O grafico Node throttling exibe a regulagem do né durante o periodo de tempo selecionado com base nas
configuragdes de IOPS minimo e maximo para os volumes hospedados no né selecionado. A cor representa a
quantidade de estrangulamento:

* Verde: O n6 ndo esta sendo estrangulado. Os volumes tém permissao para executar até o maximo de
IOPs configurados.

» Amarelo: O n6 esta passando por limitagao limitada. Os volumes sao reduzidos em relagéo a configuragao
maxima de I0OPs, mas ainda mantém o desempenho em ou acima da configuragdo minima de IOPS.

* Vermelho: O né esta passando por alta limitagdo. Quando os volumes sao reduzidos de forma mais grave,
o0 desempenho pode ficar abaixo da configuragdo de IOPs minima.

O grafico Total volume throughput exibe a soma da taxa de transferéncia para os volumes primarios de um
noé selecionado. O grafico mostra a soma da taxa de transferéncia de leitura e gravagao de volume. Ele néo
inclui metadados ou outro trafego de nés. Isso também leva em consideragdo quando os volumes estéo
presentes em um no, o que resulta em uma queda na taxa de transferéncia quando os volumes sao
transferidos de um no.
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Expanda o exemplo de grafico

Dashboard

Node Throttling @
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Posicione o ponteiro do rato em qualquer ponto do grafico para ver detalhes pontuais.

"Saiba mais sobre as recomendagdes de QoS para um cluster".

CD A partir da pagina de limitagao de no, vocé pode determinar se ha uma interrupgao de QoS em
um cluster de armazenamento, consulte isso "Artigo da KB" para obter informacgdes.
Exportar dados de limitagao do né

Vocé pode exportar dados de grafico para um formato CSV (valores separados por virgula). Apenas as
informagdes apresentadas no grafico sdo exportadas.

Passos

1.
Numa vista de lista ou grafico, selecione o * icone.

Encontre mais informacoes

"Documentacao do produto NetApp"

Volumes mais movimentados

Na pagina Gerenciamento de QoS > volumes mais movimentados, disponivel no
painel lateral de um cluster selecionado, vocé pode exibir os dez volumes com a taxa de
transferéncia mais alta para um n6 selecionado e intervalo de tempo no cluster.

Saiba mais sobre como visualizar as informacées de volume mais movimentadas:
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+ Visualize graficos e selecione intervalos de datas

» Exportar dados do n6 mais ativos

Visualize graficos e selecione intervalos de datas

Depois de selecionar o n6 na lista suspensa, os dez volumes com a taxa de transferéncia mais alta nesse no
sao exibidos. Para cada volume, vocé pode visualizar os graficos throughput, Average 10 size, IOPS e
laténcia; para ver o ultimo grafico, talvez seja necessario rolar a pagina para baixo. Para alternar entre
volumes, selecione os layouts de miniaturas a esquerda. Quando vocé seleciona um no diferente, esses
graficos mudam para o n6 recém-selecionado.

Os gréficos e intervalos de datas no SolidFire Active IQ sao perfeitamente integrados entre si. Ao selecionar
um intervalo de datas, os graficos nessa pagina ajustam-se ao intervalo selecionado. O intervalo de datas
padrdo exibido para cada grafico é de sete dias. Pode selecionar um intervalo de datas na caixa pendente
Calendario ou num conjunto de intervalos predefinidos. Vocé também pode selecionar um intervalo desejado
escovando diretamente sobre o grafico de barras na parte inferior. Os intervalos de datas séo calculados
usando a hora atual do navegador (no momento da seleg¢ao) e a quantidade de tempo configurada. Quando
vocé altera o intervalo de datas selecionado para um nd, os dez volumes mais movimentados exibidos
também podem mudar.

Expanda o exemplo de grafico

Dashboard
Node 20 v 9

Reporting
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Posicione o ponteiro do Mouse em qualquer ponto do grafico para ver detalhes pontuais para as operagdes de
leitura, gravacao e total. Se um volume n&o estiver presente no né para parte do intervalo de tempo
selecionado, ele sera representado por uma linha pontilhada

Exportar dados do né mais ativos

Vocé pode exportar dados de grafico para um formato CSV (valores separados por virgula). Apenas as
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informagdes apresentadas no grafico sdo exportadas.

Passos

Numa vista de lista ou grafico, selecione o * icone.

Encontre mais informagoes

"Documentacéo do produto NetApp"

Maquinas virtuais

Na pagina maquinas virtuais, disponivel no painel lateral de um cluster NetApp HCI
selecionado, vocé pode visualizar informacgdes de status relacionadas a CPU e ao
armazenamento sobre maquinas virtuais (VMs).

@ A pagina maquinas virtuais esta disponivel apenas em um cluster NetApp HCI.

Saiba mais sobre filtragem e compreensao dos dados da VM exibidos na IU.

Ver detalhes da Maquina Virtual

A pagina maquinas virtuais, disponivel no painel lateral para um cluster selecionado, fornece informagdes
sobre cada VM ativa associada ao cluster.

Além das opgdes de filtragem convencionais disponiveis em todas as paginas do SolidFire Active IQ, a pagina
maquinas virtuais tem botdes de filtro rapido que podem ser selecionados para determinar os estados de
disponibilidade comuns da VM.

A barra de informagdes fornece uma visao geral rapida dos seguintes dados:
* Maquinas virtuais: O numero e varios estados de disponibilidade das VMs associadas ao cluster de
armazenamento.

» Status: O numero de avisos ou erros para as VMs.

» Recursos provisionados: O total de recursos de armazenamento e memoria para todas as VMs
associadas ao cluster de armazenamento.

Rumo Descricao
Nome O nome amigavel da VM.
Estado O status de disponibilidade da VM:

* Normal: A VM esta respondendo conforme esperado.

* Aviso: Foi comunicado um aviso. Consulte o vSphere para obter mais
detalhes.

¢ Critico: Foi comunicado um erro critico. Consulte o vSphere para obter
mais detalhes.

» Desconhecido: A VM esta inacessivel.
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Rumo Descrigdo

Estado de alimentagao Indica se a VM esta ligada, desligada ou suspensa.

IP do vCenter Endereco IP do vCenter Server.

Numero de CPUs O numero de CPUs para cada VM.

Uso da memoria do host A quantidade de memoria do host ESXi que esta sendo usada por uma
maquina virtual.

Utilizagdo da CPU A porcentagem de CPU virtual usada ativamente como porcentagem do
total de CPU disponivel na VM.

Capacidade utilizada A porcentagem de recursos de storage de VM em uso.

Laténcia do disco de pico A laténcia maxima do disco detetada em milissegundos.

Alarmes O numero de alarmes acionados do vSphere na VM.

Encontre mais informagoes

"Documentacao do produto NetApp"

Alarmes da VMware

Na pagina Alarmes VMware, disponivel no painel lateral de um cluster NetApp HCI
selecionado, vocé pode exibir as informacgdes relacionadas aos alarmes VMware sobre

um cluster.
@ A pagina Alarmes VMware esta disponivel somente em um cluster NetApp HCI.

Saiba mais sobre os dados de alarmes da VMware exibidos na IU.

Rumo Descricao

IP do vCenter Endereco IP do vCenter Server.

Cadigo entidade O ID do objeto no vSphere onde o alarme se originou.

Estado Gravidade do alarme VMware.

Nome do alarme Nome do alarme VMware.

Descrigéo Descrigédo do alarme VMware.

Tempo de disparo A hora em que o alerta foi acionado no SolidFire Active I1Q, n&o no préprio
cluster.

Encontre mais informagoes

"Documentacéo do produto NetApp"

Visualizacao de todos os nés

Vocé pode exibir informacdes sobre todos os nés de uma empresa, incluindo nés
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estrangulados, quando vocé seleciona o nome da empresa na lista suspensa todos os
nés Visualizar. Depois de selecionar o nome da empresa, ele substitui All Nodes View
na barra de navegacao superior.

Se sua conta do SolidFire Active 1Q tiver apenas um nome de empresa associado a ela, as
paginas todos os nos e nos estrangulados, disponiveis no painel lateral, serao padréo para o
nome da empresa.

Saiba mais sobre as paginas todos os nos e nos estrangulados:

« Exibir informacoes sobre todos os nés

+ Exibir informagbes sobre nds estrangulados

Exibir informago6es sobre todos os nés

Na pagina todos os nés, disponivel no painel lateral, vocé pode exibir informagdes sobre todos os nds da

empresa selecionada.

Rumo

ID do cluster
Cluster

ID de no
Estado

Nome

Tipo

Numero de série
Verséao

IP de gerenciamento

Armazenamento IP
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Descricao

Numero de cluster atribuido quando o cluster é criado.
Nome atribuido ao cluster.

ID gerado pelo sistema para o no.

O status do no:

« Saudavel: O n6 ndo tem erros criticos associados a ele.

+ Offline: O né n&o pode ser acessado. Selecione a ligagédo para ver o Registo
de erros.

» Falha: Ha erros associados a este n6. Selecione a ligagéo para ver o Registo
de erros.

O nome do n6 gerado pelo sistema.

Mostra o tipo de modelo do né.

Numero de série exclusivo atribuido ao né.
Versao do software Element em execuc¢ao no no.

Endereco IP de gerenciamento atribuido ao n6 para tarefas de administracao de
rede 1GbE ou 10GbE.

Endereco IP de armazenamento atribuido ao n6 usado para descoberta de rede
iISCSI e todo o trafego de rede de dados.



Rumo Descrigdo
Funcéao Identifica a fungcdo que o né tem no cluster:
» Mestre do cluster: O n6 que executa tarefas administrativas em todo o cluster

e contém o endereco IP virtual de gerenciamento e o endereco IP virtual de
armazenamento.

* N6 do ensemble: Um n6 que participa do cluster. Existem trés ou cinco nés
de ensemble dependendo do tamanho do cluster.

e Fibre Channel: Um né FC no cluster.

» Se um no nao tiver uma fungéo, o valor sera definido como - (trago).

Exibir informacoes sobre nés estrangulados

Na pagina nés estrangulados, disponivel no painel lateral, vocé pode visualizar informagdes de todos os nos
com limitagéo superior a 1% nos ultimos 30 dias para a empresa selecionada.

Vocé tem a opgao de visualizar nés com um tempo de limitagdo High, Limited ou Combined (alto e limitado).
Vocé também pode exibir descrigcdes para a tabela de limitacdo de no e as opcdes de limitacao alta, limitada e

©

combinada selecionando o icone, como mostrado no exemplo a seguir:

g NODE THROTTLING TABLE @

Throttled Nodes

Combinsd This table displays nodes across all clusters which have experienced throttling over the last 30
days. This metric is based on a combination of throughput, observed 0 latencies, and system

cache fullness. As the load on a given node increases, QoS will progressively throttle volumes
hosted on that node, based on the volume's QoS settings. Nodes which have not experienced
Cluster D & Cluster = Node throttling in the past 30 days will not appear in this table.

The percentage in the throttling columns is the amount of time the node experienced throttling
over the specified time period.

11
High The amount of time High throttling was in effect. During this time, volumes
17 will be throttied more severely and performance can fall below the minimum
|OPS setting.
29
Limited The amount of time Limited throttling was in effect. During this time, volumes
4 are throttled down from their maximum IOPS setting, but will retain
performance at or above their minimum IOPS setting
2 Combined  The amount of time either High or Limited throttling was in effect.
4 If a node continues to experience persistent high throttling, please contact your Support Engineer
to address potential workload rebalancing.
38

Saiba mais sobre as informacdes disponiveis para nés estrangulados.

Rumo Descrigdo
ID do cluster Numero de cluster atribuido quando o cluster é criado.
Cluster Nome atribuido ao cluster.
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Rumo
ID de n6
Nome
Tipo
Versao

¢ Visualizagao de
tempo de alta
limitacao*

A porcentagem de alta
limitacao de nés nas
ultimas 24 horas.

A porcentagem de alta
limitacao de nés nos
ultimos 7 dias.

A porcentagem de alta
limitacao de nés nos
ultimos 14 dias.

A porcentagem de alta
limitacao de nés nos
ultimos 30 dias.

Acelerador limitado duram
24 horas

Acelerador limitado
ultimos 7 dias

Acelerador limitado
ultimos 14 dias

Acelerador limitado
ultimos 30 dias

* Visualizagao
combinada do tempo
de limitagao*

A porcentagem de
limitacdo combinada de
nés nas ultimas 24 horas.

A porcentagem de
limitacdo combinada de
nés nos ultimos 7 dias.

A porcentagem de
limitagdo combinada de
nos nos ultimos 14 dias.
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Descrigdo

ID gerado pelo sistema para o né.

O nome do n6 gerado pelo sistema.

Mostra o tipo de modelo do né.

Versao do software Element em execugao no no.

Acelerador Alto duram 24 horas

Alta aceleracao ultimos 7 dias

Alta aceleragao ultimos 14 dias

Alta aceleragao ultimos 30 dias

* Visualizagao limitada do tempo de limitagao*

A porcentagem de limitagéo limitada de nés nas ultimas 24 horas.

A porcentagem de limitagéo limitada de nés nos ultimos 7 dias.

A porcentagem de limitagao limitada de nds nos ultimos 14 dias.

A porcentagem de limitagdo limitada de nés nos ultimos 30 dias.

Acelerador combinado durar 24 horas

Aceleracao combinada ultimos 7 dias

Aceleracao combinada ultimos 14 dias

Aceleracao combinada ultimos 30 dias



Rumo Descrigdo

A porcentagem de Taxa de transferéncia média durar 30 minutos
limitacdo combinada de
nos nos ultimos 30 dias.

Soma de throughput Média de IOPS duram 30 min
meédio executado nos

ultimos 30 minutos em

relagado a todos os

volumes que tém esse nd

como primario.

Soma do numero médio  Laténcia média (us) duram 30 minutos
de IOPS executado nos

ultimos 30 minutos em

relagdo a todos os

volumes que tém esse nd

como primario.

Encontre mais informagoes

"Documentacao do produto NetApp"

53


https://www.netapp.com/support-and-training/documentation/

Solucao de problemas e suporte

Se vocé estiver tendo problemas ou se deparar com um problema técnico ao usar o
SolidFire Active 1Q ou outros produtos baseados em software da NetApp Element, ha
muitos recursos disponiveis para ajudar a resolver seu problema.

* Procure na "base de conhecimento" para obter respostas para problemas técnicos comuns.
* Buscar "Documentacao do NetApp" por respostas relacionadas a NetApp SolidFire and NetApp HCI.

« Sinta-se livre para falar conosco online: "mysupport.NetApp.com". Vocé pode enviar uma pergunta a
qualquer momento. Se o suporte estiver offline, a equipe de suporte respondera dentro de um dia util.

* Ligue para a nossa equipe de suporte em 888,4.NetApp (888.463.8277).

» "Fornecer feedback".
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https://kb.netapp.com/
https://www.netapp.com/support-and-training/documentation/
https://mysupport.netapp.com/site/

Avisos legais

Avisos legais fornecem acesso a declaragdes de direitos autorais, marcas registradas, patentes e muito mais.

Direitos de autor

http://www.netapp.com/us/legal/copyright.aspx

Marcas comerciais

NetApp, o logotipo DA NetApp e as marcas listadas na pagina de marcas comerciais da NetApp sdo marcas
comerciais da NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus
respetivos proprietarios.

http://www.netapp.com/us/legal/netapptmlist.aspx

Patentes

Uma lista atual de patentes de propriedade da NetApp pode ser encontrada em:

https://www.netapp.com/us/media/patents-page.pdf

Politica de privacidade

https://www.netapp.com/us/legal/privacypolicy/index.aspx
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http://www.netapp.com/us/legal/copyright.aspx
http://www.netapp.com/us/legal/netapptmlist.aspx
https://www.netapp.com/us/media/patents-page.pdf
https://www.netapp.com/us/legal/privacypolicy/index.aspx

Informacgoes sobre direitos autorais

Copyright © 2025 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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