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Vista todos os clusters

Vista todos os clusters

A visualizacao todos os clusters é a pagina inicial do SolidFire Active 1Q.

Saiba mais sobre o que vocé pode acessar a partir do All clusters View:

« "Todos os clusters View dashboard"

¢ "Alertas"

» "Licenciamento de capacidade"

» "Capacidade a termo"

Encontre mais informacgoes

"Documentacéo do produto NetApp"

Painel de visualizacao de todos os clusters

Todos os clusters View dashboard

Na pagina Dashboard do All clusters View, vocé pode exibir detalhes de desempenho,

capacidade e estatisticas de cluster sobre os clusters associados a sua conta.

Rumo

Empresa

Cluster

ID do cluster

Versao

Nos

Volumes

Eficiéncia
Capacidade de bloco
usada

Avarias

SVIP
MVIP
Ultima atualizagao

Acbes

Descrigao

Nome da empresa atribuido ao cluster.

Nome atribuido ao cluster.

Numero de cluster atribuido quando o cluster é criado.
Versado do master do cluster em execugcdo em cada no.
Numero de nds no cluster.

Numero de volumes no cluster.

A quantidade de eficiéncia observada pelo sistema devido a compactacao,
deduplicacdo e thin Provisioning.

Capacidade utilizada atual do bloco de cluster.

Numero de avarias atualmente nao resolvidas detetadas no grupo de
instrumentos.

Endereco IP virtual de armazenamento atribuido ao cluster.
Endereco IP virtual de gerenciamento atribuido ao cluster.

Hora e data em que o cluster mais recente é atualizado.

Opgdes para solicitar suporte de atualizagdo para um cluster, arquivar um cluster

€ suprimir um cluster


https://www.netapp.com/support-and-training/documentation/

Se o cluster que vocé esta procurando nao estiver disponivel, esteja ciente de que os clusters
que estiverem inativos por 180 dias ou mais serdo arquivados automaticamente. Entre em
contato com o suporte para obter mais assisténcia.

Encontre mais informagoes

"Documentacgao do produto NetApp"

Acgoes de Cluster

Na pagina Painel da Visualizagao de todos os clusters, vocé pode visualizar as
opc¢oes de suporte de cluster sobre os clusters associados a sua conta.

Passos
1. Selecione Visualizagao de todos os clusters > Visao geral.
2. Na coluna Agdes, selecione 0% icone para o cluster que vocé deseja.

3. Selecione uma das seguintes opg¢oes:

a. Solicitar suporte de atualizacao envia uma solicitagdo de atualizagao do software do cluster. Vocé
pode selecionar software de elemento, firmware de armazenamento, firmware de computacéo ou
servigos de gerenciamento de n6 de gerenciamento. Vocé insere suas informagdes de contato,
quaisquer comentarios e um horario de retorno.


https://www.netapp.com/support-and-training/documentation/

Request Support Upgrade Assistance for Cluster

Current Cluster Version: 12.7.0.380

Element Storage | Compute mMNode
Software Firmware Firmware Management
Services

Contact Name *

Contact Email *

Contact Phone

Comments

Requested
Callback Time *

2025-09-18 14:15:00 b

Cancel

b. Archive Cluster arquiva o cluster. Uma janela € aberta fornecendo avisos sobre problemas
relacionados ao arquivamento de um cluster que pode precisar ser desarquivado posteriormente.

Archive Cluster X

Are you sure you want to archive cluster Sf_Clusterl 2

Notice:
* Cluster Archival is notto be used to temporarially silence a noisy cluster.
* Restoring an archived cluster will have undefined ramifications.
» Future payloads from $f_Custerl wil| be ignored. Data will stop being ingested into Active IQ.
o Access to pages for SF_Custerd wij|| be denied, and it will be removed from the All Cluster Dashboard View.
« Every effort will be made to stop and clear alerts for $F_Custerl  However, alerts may trigger while archival is being processed.
» The Active IQ development team reserves the right to delete data associated with archived clusters, at any time, and with no notice.

Are you sure you want to continue?

Archive Cluster Cancel




c. Suprimir Cluster interrompe alertas repetidos. Vocé escolhe o tipo de alerta, hora de inicio e duracéo.
Vocé também pode ver as regras de supressao de alertas em execucgéo nesta janela.

Suppress Alerts for Cluster

Type Full v

Start Time | 2025-09-1513:57:00 b

Duration 6 hours v
Overlap Existing Suppressions @

Existing Suppressions

1D & Type Start Time = End Time ~

Mo results found.

Ver "Suprimir notificactes de cluster" para maiores informacoes.

Se o cluster que vocé esta procurando nao estiver disponivel, esteja ciente de que os clusters
que estiverem inativos por 180 dias ou mais serao arquivados automaticamente. Entre em
contato com o suporte para obter mais assisténcia.

Encontre mais informagoes

"Documentacao do produto NetApp"


https://www.netapp.com/support-and-training/documentation/

Alertas

No menu suspenso Alertas em todos os clusters View, vocé pode visualizar o historico
de alertas, criar e gerenciar politicas de alerta e exibir e suprimir notificagdes de cluster.

Saiba mais sobre ou execute tarefas relacionadas a alertas:

« Ver histoérico de alertas

¢ Detalhes do histérico de alertas

* Ver politicas de alerta

* Crie uma politica de alerta

* Tipos de politica de alerta

» Editar uma politica de alerta

» Eliminar uma politica de alerta

* Visualizar clusters suprimidos

* Suprimir notificagdes de cluster

» Terminar a supressao do cluster a partir de um cluster

» E-mail de notificacao de alerta

Ver historico de alertas

Vocé pode exibir o historico de alertas nao resolvidos ou resolvidos.

Passos

1. Selecione Alertas > Historico.

2. Selecione a guia ndo resolvido ou resolvido para exibir o histérico de alertas para o cluster.

' (Opcional) Selecione o & icone para exportar os dados para um arquivo CSV.

Detalhes do historico de alertas

A pagina Historico no menu suspenso Alertas na Exibigao de todos os clusters mostra até 10000 entradas do
historico de alertas, incluindo todos os alertas néo resolvidos e alertas resolvidos nos ultimos 30 dias.

Alista a seguir descreve os detalhes que estédo disponiveis para vocé:

Rumo

ID de alerta
Acionado

Ultimo notificado
Resolvido

Tempo de resolugao

Politica

Descrigcao

ID exclusiva para cada alerta.

A hora em que o alerta foi acionado no SolidFire Active IQ, n&o no préprio cluster.
A hora em que o e-mail de alerta mais recente foi enviado.

Mostra se a causa do alerta foi resolvida.

A hora em que um problema foi resolvido.

Este € o nome da politica de alerta definido pelo usuario.



Rumo
Gravidade
Destino
Empresa
Cluster

Gatilho

Descrigdo

Gravidade atribuida no momento em que a politica de alerta foi criada.

O endereco de e-mail ou enderecos selecionados para receber o e-mail de alerta.
Nome do cliente associado ao alerta.

Exibe o nome do cluster para o qual a politica de alerta foi adicionada.

A configuragao definida pelo usuario que acionou o alerta.

Ver politicas de alerta

A pagina Policies no menu suspenso Alertas na Exibicdo de todos os clusters mostra as seguintes
informacgdes de politica para todos os clusters.

Alista a seguir descreve os detalhes que estédo disponiveis para vocé:

Rumo

Nome da politica
Destino
Gravidade

Clusters

Condicao

Tipos de supresséo

Acdes

Descrigédo

Nome da politica de alerta definido pelo usuario.
Enderego de e-mail definido na politica de alerta.
Gravidade atribuida na politica de alerta.

Numero e nome de cada cluster definido na politica de alerta. Selecione o icone
de informacdes para revelar os clusters associados.

Definicao do utilizador para quando um alerta deve ser acionado.

Determina quais alertas e eventos sdo suprimidos. Os seguintes tipos séo
possiveis:

* Full: Todos os alertas para o cluster sdo suprimidos pela duracéo
especificada. Nao sdo gerados casos de suporte ou alertas de e-mail.

» Upgrades: Alertas de cluster n&o criticos sdo suprimidos durante a duracao
especificada. Alertas criticos ainda geram casos de suporte e e-mails.

» Compute: Os alertas que sao acionados pelo VMware nos nés de
computacao sao suprimidos.

* Nodehardware: Os alertas associados a manutencéo do n6 sédo suprimidos.
Por exemplo, trocando unidades ou colocando nés off-line.

* Drive: Os alertas associados a integridade da unidade sdo suprimidos.

* Rede: Os alertas associados a configuragao e integridade da rede sao
suprimidos.

* Poténcia: Os alertas de redundancia de energia sdo suprimidos. Ele ndo
suprime um alerta nodeOffline que ocorreria no caso de uma perda total de
energia.

Selecione o0 menu suspenso vertical para opgdes de edicao e exclusado da politica
selecionada.



Crie uma politica de alerta

Vocé pode criar uma politica de alerta para monitorar informacdes a partir da visualizagao todos os clusters
no SolidFire Active IQ. As politicas de alerta permitem que vocé seja notificado de um status ou evento de
desempenho com um ou mais clusters em uma instalagédo para que seja possivel tomar medidas antes ou em
resposta a um evento mais sério.

Passos
1. Selecione Alertas > politicas.

2. Selecione criar politica.

3. Selecione um tipo de alerta na lista tipo de politica. Tipos de politica de alertaConsulte .

@ Existem campos especificos de politica adicionais na caixa de dialogo criar politica,
dependendo do tipo de politica selecionado.

4. Introduza um nome para a nova politica de alerta.

Os nomes das politicas de alerta devem descrever a condi¢gao para a qual o alerta esta
sendo criado. Titulos descritivos ajudam a identificar o alerta facilmente. Os nomes das
politicas de alerta sao exibidos como uma referéncia em outro lugar do sistema.

5. Selecione um nivel de gravidade.

Os niveis de gravidade da politica de alerta séo codificados por cores e podem ser
facilmente filtrados a partir da pagina Alertas > Historico.

6. Determine o tipo de supresséao para a politica de alerta selecionando um tipo de tipos suppressiveis.
Pode selecionar mais de um tipo.

Confirme que as associacdes fazem sentido. Por exemplo, vocé selecionou supressao de rede para uma
politica de alerta de rede.

7. Selecione um ou mais clusters a incluir na politica.

Quando vocé adiciona um novo cluster a sua instalagdo depois de criar a politica, o cluster
nao sera adicionado automaticamente as politicas de alerta existentes. Vocé deve editar
uma politica de alerta existente e selecionar o novo cluster que deseja associar a politica.

8. Introduza um ou mais enderegos de correio eletronico para os quais as notificagdes de alerta serdo
enviadas. Se vocé estiver inserindo varios enderecgos, devera usar uma virgula para separar cada
endereco.

9. Selecione Salvar politica de alerta.

Tipos de politica de alerta

Vocé pode criar politicas de alerta com base nos tipos de politica disponiveis listados na caixa de dialogo criar
politica de Alarmes > politicas.

Os alertas de politica disponiveis incluem os seguintes tipos:



Tipo de politica

Avaria no cluster

Evento
Unidade com falha
Unidade disponivel

Utilizagao do cluster

Espaco utilizavel

Espaco visionavel

Coletor néo reportando

Desgaste da transmisséao

Sessodes iSCSI

Resiliéncia do chassi

VMware Alarm

Resiliéncia de dominio de
protecéo personalizada

Arquivos de despejo do
nucleo do n6/Crash

Descrigdo

Envia uma notificagdo quando ocorre um tipo especifico ou qualquer tipo de falha
de cluster.

Envia uma notificacdo quando ocorre um tipo de evento especifico.
Envia uma notificagdo quando ocorre uma falha de unidade.
Envia uma notificagdo quando uma unidade entra on-line no estado available.

Envia uma notificacdo quando a capacidade e o desempenho do cluster que esta
sendo usado sdo mais do que a porcentagem especificada.

Envia uma notificacdo quando o espaco utilizavel do cluster for inferior a uma
porcentagem especificada.

Envia uma notificacdo quando o espaco do cluster provisionavel for menor que
uma porcentagem especificada.

Envia uma notificagdo quando o coletor para SolidFire Active |IQ que é executado
no no de gerenciamento ndo envia dados para o SolidFire Active 1Q pela duragéo
especificada.

Envia uma notificagdo quando uma unidade em um cluster tem menos de uma
porcentagem especificada de desgaste ou espago de reserva restante.

Envia uma notificagdo quando o numero de sessbdes iSCSI ativas for superior ao
valor especificado.

Envia uma notificagdo quando o espago usado de um cluster € maior que uma
porcentagem especificada pelo usuario. Vocé deve selecionar uma porcentagem
suficiente para avisar antecipadamente antes de alcancar o limite de resiliéncia
do cluster. Depois de atingir esse limite, um cluster ndo pode mais recuperar
automaticamente de uma falha no nivel do chassi.

Envia uma notificacdo quando um alarme VMware é acionado e reportado ao
SolidFire Active 1Q.

Quando o espago usado aumenta além da porcentagem especificada do limite de
resiliéncia do dominio de protecéo personalizada, o sistema envia uma
notificagdo. Se essa porcentagem atingir 100, o cluster de armazenamento néo
tera capacidade livre suficiente para se auto-curar apds uma falha de dominio de
protec&o personalizada ocorrer.

Quando um servigo fica sem resposta e deve ser reiniciado, o sistema cria um
arquivo nucleo ou arquivo de despejo de falha e envia uma notificagdo. Este nao
€ o comportamento esperado durante operagdes regulares.

Editar uma politica de alerta

Vocé pode editar uma politica de alerta para adicionar ou remover clusters de uma politica ou alterar
configuragbes adicionais de politica.

Passos

1. Selecione Alertas > politicas.

2. Selecione o menu para mais opgdes em agoes.

3. Selecione Editar politica.



@ O tipo de diretiva e os critérios de monitoramento especificos do tipo ndo sado editaveis.
4. (Opcional) Introduza um nome revisto para a nova politica de alerta.

Os nomes das politicas de alerta devem descrever a condi¢gao para a qual o alerta esta
@ sendo criado. Titulos descritivos ajudam a identificar o alerta facilmente. Os nomes das
politicas de alerta sdo exibidos como uma referéncia em outro lugar do sistema.

5. (Opcional) Selecione um nivel de gravidade diferente.

Os niveis de gravidade da politica de alerta s&o codificados por cores e podem ser
facilmente filtrados a partir da pagina Alertas > Histérico.

6. Determine o tipo de supresséao para a politica de alerta quando estiver ativa selecionando um tipo de tipos

suppressiveis. Pode selecionar mais de um tipo.

Confirme que as associacdes fazem sentido. Por exemplo, vocé selecionou supressao de rede para uma
politica de alerta de rede.

7. (Opcional) Selecione ou remova associagdes de cluster com a politica.

Quando vocé adiciona um novo cluster a sua instalagéo depois de criar a politica, o cluster
nao é adicionado automaticamente as politicas de alerta existentes. Tem de selecionar o
novo cluster que pretende associar a politica.

8. (Opcional) modifique um ou mais enderegos de e-mail para os quais as notificagdes de alerta serao
enviadas. Se vocé estiver inserindo varios enderecgos, devera usar uma virgula para separar cada
endereco.

9. Selecione Salvar politica de alerta.

Eliminar uma politica de alerta

A exclusédo de uma politica de alerta a remove permanentemente do sistema. As notificagdes por e-mail ndo
sao mais enviadas para essa politica e as associacdes de cluster com a politica sdo removidas.

Passos
1. Selecione Alertas > politicas.

2. Em agdes, selecione o0 menu para obter mais opg¢des.
3. Selecione Eliminar politica.

4. Confirme a acao.

A politica é removida permanentemente do sistema.

Visualizar clusters suprimidos

Na pagina Suppressed clusters no menu suspenso Alertas na tela todos os clusters, vocé pode exibir uma
lista de clusters que tém notificagbes de alerta suprimidas.

O suporte da NetApp ou os clientes podem suprimir notificagdes de alerta para um cluster ao executar a
manuteng¢ao. Quando as notificagbes sao suprimidas para um cluster usando a supressao de atualizagdes, os



alertas comuns que ocorrem durante as atualizagdes nao sao enviados. Ha também uma opgao de supressao
de alertas completa que interrompe a notificacdo de alerta para um cluster por uma duracao especificada.
Vocé pode visualizar quaisquer alertas de e-mail que nao sao enviados quando as notificacées sdo suprimidas
na pagina Histoérico do menu Alertas. As notificagdes suprimidas sao retomadas automaticamente apds a
duracao definida transcorrer. Vocé pode terminar a supressao das notificagdes antecipadamente selecionando
"retomar notificagdes" no menu suspenso.

Na pagina Suppressed clusters, vocé tem a opgao de exibir as seguintes informacdes para past, ative e
Future Supresssions. A opcao Past mostra as supressdes que terminaram nos ultimos 90 dias.

Rumo Descricao

Empresa Nome da empresa atribuido ao cluster.

ID do cluster Numero de cluster atribuido quando o cluster € criado.

Nome do cluster Nome atribuido ao cluster.

Criado por O nome de usuario da conta que criou a supressao.

Hora criada A hora exata em que a supressao foi criada.

Tempo atualizado Se a supresséo foi modificada apds a sua criagéo, esta € a hora exata em que a

supressao foi alterada pela ultima vez.

Hora de inicio A hora exata em que a supresséao de notificagdes foi iniciada ou esta programada
para ser iniciada.

Hora de fim A hora exata em que a supressao de notificagdes esta programada para terminar
Tipo Determina quais alertas e eventos sao suprimidos. Os seguintes tipos séo
possiveis:

* Full: Todos os alertas para o cluster s&o suprimidos pela duracao
especificada. Nao sdo gerados casos de suporte ou alertas de e-mail.

» Upgrades: Alertas de cluster nao criticos sao suprimidos durante a duragao
especificada. Alertas criticos ainda geram casos de suporte e e-mails.

» Compute: Os alertas que sao acionados pelo VMware nos nés de
computagao s&o suprimidos.

* Nodehardware: Os alertas associados a manutengao do n6 séo suprimidos.
Por exemplo, trocando unidades ou colocando nés off-line.

* Drive: Os alertas associados a integridade da unidade s&o suprimidos.

* Rede: Os alertas associados a configuracao e integridade da rede sao
suprimidos.

* Poténcia: Os alertas de redundancia de energia sdo suprimidos. Ele ndo
suprime um alerta nodeOffline que ocorreria no caso de uma perda total de
energia.

Estado Indica o estado de uma notificagao de alerta:

» Ativo: A supressao de notificagbes de alerta esta ativa.

* Futuro: A supressao de notificagdes de alerta esta agendada para uma data
e hora futuras.

10



Rumo Descrigdo

Programado Indica se a supressao foi agendada quando foi criada:

» True: Os valores de hora e hora de inicio criados sdo os mesmos.

» Falso: Os valores de hora e hora de inicio criados sao diferentes.

Suprimir notificagdes de cluster

Vocé pode suprimir notificacdes de alerta no nivel do cluster para um unico cluster ou varios clusters para a
data e hora atuais ou para o agendamento para iniciar em uma data e hora futuras.

Passos
1. Execute um dos seguintes procedimentos:

a. Na viséo geral Dashboard, selecione o menu ag¢des para o cluster que deseja suprimir.
b. Em Alertas > supressao de cluster, selecione suprimir clusters.
2. Na caixa de dialogo suprimir alertas para cluster, faga o seguinte:
a. Se vocé selecionou o botdo suprimir clusters na pagina Suprimido clusters, selecione um cluster.

b. Selecione um tipo de supresséao de alertas como Full, Upgrades, Compute, Nodehardware, Drive,
Network ou Power. Saiba mais sobre os tipos de supressao.

Um cluster pode ter varios tipos de supressao, que podem incluir varias selegbes do
mesmo tipo de supressdo. Quando um tipo de supressao ja existe durante uma janela
de supressdo programada, ele fica cinza. Para selecionar este tipo de supressao

@ novamente, selecione Overlap existing. Varias selegbes do mesmo tipo de supresséo
podem ter tempos sobrepostos ou, se agendar futuras supressoes, estar em momentos
diferentes. Quando duas supressdes tém periodos de tempo sobrepostos, a
funcionalidade é a mesma que ter uma Unica supressao com uma hora de inicio
comecando o mais cedo das supressdes e uma hora de fim terminando o mais tardar.

c. Selecione a data e a hora de inicio que pretende que a supressao das notificagdes seja iniciada.

d. Selecione uma duragao comum ou introduza uma data e hora de fim personalizadas durante as quais

as notificagdes devem ser suprimidas.

3. Selecione suprimir.

Essa agdo também suprime determinadas ou todas as notificagdes ao suporte da NetApp.
Depois que a supresséo de cluster estiver em vigor, o suporte NetApp ou qualquer usuario
que tenha direito a exibir o cluster pode atualizar o estado de supresséo.

Terminar a supressao do cluster a partir de um cluster

Vocé pode terminar a supresséao de alertas de cluster em clusters que foram aplicados usando o recurso
suprimir clusters. Isso permite que os clusters retomem seu estado normal de relatérios de alerta.

Passos

1. Na visao geral Dashboard ou Alerts > Cluster Suppression, termine a supressao para os clusters
unicos ou multiplos que vocé deseja retomar os relatorios de alerta normais:

11



a. Para um unico cluster, selecione o menu acgdes para o cluster e selecione Terminar supressao.

b. Para varios clusters, selecione os clusters e, em seguida, selecione Terminar supressoées
selecionadas.

E-mail de notificagao de alerta

Os assinantes dos alertas do SolidFire Active IQ recebem e-mails de status para qualquer alerta disparado no
sistema. Existem trés tipos de e-mails de status associados aos alertas:
Novo e-mail de alerta Este tipo de e-mail é enviado quando um alerta é acionado.

E-mail de alerta de lembrete Este tipo de e-mail é enviado uma vez a cada 24 horas, enquanto o
alerta permanecer ativo.

Alerta resolvido e-mail Esse tipo de e-mail é enviado quando o problema é resolvido.

Apos a criagdo de uma politica de alerta e, se for gerado um novo alerta para esta politica, é enviado um e-
mail para o enderego de e-mail designado (Crie uma politica de alertaconsulte ).

Alinha de assunto do e-mail de alerta usa um dos seguintes formatos, dependendo do tipo de erro relatado:

* Avaria do grupo de instrumentos ndo resolvida: [cluster fault code] fault on [cluster
name] ([severity])

* Avaria resolvida no cluster: Resolved: [cluster fault code] fault on [cluster name]
([severity])

* Alerta ndo resolvido: [policy name] alert on [cluster name] ([severity])

* Avaria de alerta resolvida: Resolved: [policy name] alert on [cluster name]
([severityl])

12



Varias notificagdes sdo agrupadas em um unico e-mail, com as falhas mais graves no topo do
e-mail, semelhante ao exemplo a seguir:

Cluster Methad Mot Reporting detected 2 olert{s) on [ _Cluster], 3 _Custerd]

(1) s cuman

(1] W Clusberd

Alert: 1o 2

Status: Alart Reminder Motification

Alert ID: 185a45L7-M0al-4cab-Saad-804Tad0e6331
Alert Palicy: Cluster Method Mot Reporting
Severity: Error

Clustar: ¥ Cusal

Occurrence Time: 2025-05-1001:13:28UTC
Motification Time: 2025-05-1001:13:28 UTC

= lastUpdate: 2025-05-10T00:17:18.362Z
* mothodName: ListSnapshots
= gxpoctedintarval; 300

Additional Detail:

* lastUpdate: 2025-05-10T00:17:18.3622
* mathodhName: ListSnapshots
* gxpectedintanal; 300

Historicol Detall: This alert has occurrad 34 times in the last 30 days.
Algrts for this Cluster

Alert: 2 of 2

Status: Alart Reminder Notification

Alert ID: ec463269-822¢-4bod-9622-1216710050a0

Alert Policy: Cluster Mathod Mot Reporting

Severity: Ermor

Clustern W _tkate)

Occurrence Time: 2025-05-10 01:08:02 UTC

Natification Tima: 2025-05-10 01:08:02 UTC

* lastUpdate: 2025-05-10T00:11:53.9462
* methodiame: ListSnapshots
s mpactodintersal: 300

Additional Detail:
* lastlpdote: 2025-05-10T00:11:53.9462
= methodName: ListSnapshots
= gxpectedinterval: 300

Historical Detall: This alert has occurrad 33 timas in the Last 30 days.
Alerts for this Clustor
Encontre mais informagoes

"Documentacao do produto NetApp"

Licenciamento de capacidade

Na pagina Licenciamento de capacidade na visualizagao todos os clusters, vocé
pode exibir informacdes sobre o modelo de licenciamento de capacidade do NetApp. Os
clientes que utilizam dispositivos SolidFire padrao devem ignorar esta pagina.

Para exibir um determinado pool de licenciamento de capacidade, € necessario ter permissdes para exibir
todos os clusters incluidos nesse pool. Se houver relagbes de empresa pai e filho envolvidas, trabalhe com o

seu gerente de conta para confirmar que isso foi registrado corretamente. Se nao o fizer, o pool de
licenciamento de capacidade pode ficar indisponivel.

O licenciamento de capacidade € uma opgéao de licenciamento alternativa disponivel na NetApp. Saiba mais
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ou execute tarefas relacionadas ao licenciamento de capacidade:

Rumo Descrigédo
Nome do pool Nome do cliente associado a licenca.
Capacidade autorizada Soma das licengas de capacidade de software adquiridas.

Capacidade provisionada Quantidade de capacidade provisionada alocada em todos os nos licenciados de
capacidade em um ambiente do cliente.

Capacidade utilizada Capacidade atual usada por todos os clusters em um pool de clusters.
Clusters Numero de clusters e suas IDs, que compdem um pool de clusters para uma
licenca.

Encontre mais informagoes

"Documentacéo do produto NetApp"

Capacidade a termo

Na pagina Term Capacity na visualizagao All clusters, vocé pode visualizar
informacgdes sobre o0 modelo NetApp Term-Capacity.

Rumo Descrigédo

ID da empresa ID da empresa associada a licenca.

Nome da empresa Nome da empresa associada a licenga.

Licengas Numero de licengas em um ambiente de cliente.

Clusters Numero de clusters e suas IDs pertencentes a um cliente.

Capacidade licenciada Quantidade de capacidade alocada nos nos licenciados de capacidade em um

ambiente do cliente.

Capacidade consumida Capacidade consumida atual por todos os clusters pertencentes a um cliente.

Encontre mais informacgoes

"Documentagao do produto NetApp"
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Informacgoes sobre direitos autorais

Copyright © 2025 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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