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Administrar o StorageGRID

Saiba como configurar o sistema StorageGRID.

+ "Administrar um sistema StorageGRID"

+ "Controlar o acesso do administrador ao StorageGRID"
* "Configurando servidores de gerenciamento de chaves"
» "Gerenciamento de locatarios"

+ "Configurando conexdes de cliente S3 e Swift"

+ "Gerenciamento de redes e conexdes StorageGRID"

+ "Configurando o AutoSupport"

» "Gerenciando noés de storage"

» "Gerenciando nés de administragao”

+ "Gerenciando nés de arquivamento”

* "Migragao de dados para o StorageGRID"

Administrar um sistema StorageGRID

Use estas instrugcdes para configurar e administrar um sistema StorageGRID.

Essas instrugdes descrevem como usar o Gerenciador de Grade para configurar grupos e usuarios, criar
contas de locatario para permitir que aplicativos clientes S3 e Swift armazenem e recuperem objetos,
configurem e gerenciem redes StorageGRID, configurem AutoSupport, gerenciem configuragdes de né e
muito mais.

@ As instrugbes para gerenciar objetos com regras e politicas de gerenciamento de ciclo de vida
das informacgdes (ILM) foram movidas para "Gerenciar objetos com ILM"o .

Estas instrugdes destinam-se ao pessoal técnico que ira configurar, administrar e dar suporte a um sistema
StorageGRID depois de instalado.

O que vocé vai precisar

* Vocé tem uma compreensao geral do sistema StorageGRID.

* Vocé tem conhecimento bastante detalhado de shells de comando do Linux, rede e configuracéo e
configuragéo de hardware do servidor.

Requisitos do navegador da Web

Vocé deve usar um navegador da Web compativel.

Navegador da Web Versao minima suportada

Google Chrome 87

Microsoft Edge 87


https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}administering-storagegrid-system.html
https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}controlling-administrator-access-to-storagegrid.html
https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}kms-configuring.html
https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}managing-tenants.html
https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}configuring-client-connections.html
https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}managing-storagegrid-networks-and-connections.html
https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}configuring-autosupport.html
https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}managing-storage-nodes.html
https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}managing-admin-nodes.html
https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}managing-archive-nodes.html
https://docs.netapp.com/pt-br/storagegrid-115/{relative_path}migrating-data-into-storagegrid.html
https://docs.netapp.com/pt-br/storagegrid-115/ilm/index.html

Navegador da Web Versdo minima suportada

Mozilla Firefox 84

Vocé deve definir a janela do navegador para uma largura recomendada.

Largura do navegador Pixels
Minimo 1024
Otimo 1280

Iniciar sessdo no Grid Manager

Vocé acessa a pagina de login do Gerenciador de Grade inserindo o nome de dominio
totalmente qualificado (FQDN) ou o enderecgo IP de um né Admin na barra de enderegos
de um navegador da Web compativel.

O que vocé vai precisar
» Tem de ter as suas credenciais de inicio de sessao.
* Vocé deve ter o URL para o Gerenciador de Grade.
* Vocé deve estar usando um navegador da Web compativel.
» Os cookies devem estar ativados no seu navegador.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Cada sistema StorageGRID inclui um n6 de administragéo principal e qualquer nimero de nos de
administracao nao primarios. Vocé pode entrar no Gerenciador de Grade em qualquer né de administrador
para gerenciar o sistema StorageGRID. No entanto, os nés de administragdo ndo sdo exatamente os
mesmos:

* Reconhecimentos de alarmes (sistema legado) feitos em um n6é Admin n&o séo copiados para outros nés
Admin. Por esse motivo, as informacdes exibidas para alarmes podem nao ter a mesma aparéncia em
cada no de administracao.

* Alguns procedimentos de manutencéo s6 podem ser executados a partir do n6 de administragéo principal.
Se os nés de administracao estiverem incluidos em um grupo de alta disponibilidade (HA), vocé se conetara
usando o endereco IP virtual do grupo de HA ou um nome de dominio totalmente qualificado que mapeia para
o endereco IP virtual. O né de administragao principal deve ser selecionado como o principal preferido do

grupo, de modo que, quando vocé acessa 0 Gerenciador de grade, vocé o acessa no n6 de administragéo
principal, a menos que o né de administragao principal ndo esteja disponivel.

Passos
1. Inicie um navegador da Web compativel.

2. Na barra de enderec¢os do navegador, insira 0 URL do Gerenciador de Grade:

https://FODN or Admin Node IP/



" FODN or Admin Node IP "Onde esta um nome de dominio totalmente
qualificado ou o endereco IP de um ndé Admin ou o endereco IP virtual de
um grupo de HA de ndés Admin.

Se vocé precisar acessar o Gerenciador de Grade em uma porta diferente da porta padréo para HTTPS
(443), digite o seguinte, onde FODN or Admin Node IP €& um nome de dominio totalmente qualificado
ou endereco IP, e a porta € o niumero da porta:

https://FODN or Admin Node IP:port/

3. Se for solicitado um alerta de seguranga, instale o certificado usando o assistente de instalagdo do
navegador.

4. Entre no Gerenciador de Grade:

> Se 0 logon unico (SSO) nao estiver sendo usado para seu sistema StorageGRID:
i. Insira seu nome de usuario e senha para o Gerenciador de Grade.

i. Clique em entrar.

StorageGRID® Grid Manager

Username

Password

NetApp

Sign in

> Se 0 SSO estiver ativado para o seu sistema StorageGRID e esta € a primeira vez que vocé acessou
o URL neste navegador:

i. Cligue em entrar. Vocé pode deixar o campo ID da conta em branco.



SiﬂrageGRlD'E Sign in

Account I | 00000000000000000000

For Grid Manager, leave this field blank.

NetApp

Sign in

ii. Insira suas credenciais SSO padrao na pagina de login SSO da sua organizagéo. Por exemplo:

Sign in with your organizational account

someone@example.com

|:‘ass-.x-'t:| rd

> Se 0 SSO estiver ativado para o seu sistema StorageGRID e vocé tiver acessado anteriormente o
Gerenciador de Grade ou uma conta de locatario:

i. Faca um dos seguintes procedimentos:
= Digite 0 (o ID da conta do Gerenciador de Grade) e clique em entrar.

= Selecione Gerenciador de Grade se aparecer na lista de contas recentes e clique em entrar.

StorageGRID® Sign in

Recent | Grid Manager L!

AccountID O

NetApp'

Sign in




ii. Inicie sessao com as suas credenciais SSO padréo na pagina de inicio de sessdo SSO da sua
organizagao. Quando vocé estiver conetado, a pagina inicial do Gerenciador de Grade sera
exibida, que inclui o Painel de Controle. Para saber quais informacgdes sao fornecidas, consulte

""visualizando o Painel"" nas instrugdes para monitoramento e solugdo de problemas do
StorageGRID.

NetApp® StorageGRID® Heip + | Root + | Sign Out

Dashboard " Alerts - Nodes Tenants ILM - Configuration - Maintenance ~ Support -
Dashboard
Health @ Available Storage @
« = Data Center 1 &
No current alerts. All grid nodes are connected. Overall r
Used
Information Lifecycle Management (ILM) © '
Data Center2 5
Awaiting - Client 0 objects
Awaiting - Evaluation Rate 0 objects/ second '
Scan Period - Estimated 0 seconds 2-9 TB
Protocol Operations @ Data Center3 H
]
S3rate 0 operations/second 1§ Eree
Swift rate 0 operations / second 5
5. Se vocé quiser entrar em outro n6 de administragao:
Opcao Passos
SSO nao ativado a. Na barra de enderecgos do navegador, insira o

nome de dominio totalmente qualificado ou o
endereco IP do outro n6 de administragao.
Inclua o niumero da porta conforme necessario.

b. Insira seu nome de usuario e senha para o
Gerenciador de Grade.

c. Clique em entrar.



Opcao
SSO ativado

Informagodes relacionadas

"Requisitos do navegador da Web"
"Controlar o acesso através de firewalls"

"Configurando certificados de servidor"

"Configurando logon unico"

"Gerenciando grupos de administradores"

"Gerenciamento de grupos de alta disponibilidade"

"Use uma conta de locatario"

"Monitorizar Resolugéo de problemas"

Sair do Gerenciador de Grade

Passos

Na barra de enderegos do navegador, insira 0 nome
de dominio totalmente qualificado ou o endereco IP
do outro né de administragéo.

Se vocé tiver feito login em um né de administrador,
podera acessar outros nos de administrador sem
ter que fazer login novamente. No entanto, se sua
sessao SSO expirar, vocé sera solicitado a fornecer
suas credenciais novamente.

Observagao: SSO néo esta disponivel na porta do
Gerenciador de Grade restrito. Vocé deve usar a
porta HTTPS padrao (443) se quiser que 0s
usuarios se autentiquem com logon unico.

Quando terminar de trabalhar com o Gerenciador de Grade, vocé deve sair para garantir
que usuarios n&o autorizados ndo possam acessar o sistema StorageGRID. Fechar seu
navegador pode ndo sair do sistema, com base nas configuragdes de cookies do

navegador.

Passos

1. Localize o link Sair no canto superior direito da interface do usuario.

Help ~ | Root » | Sign Out

2. Clique em Sair.

U


https://docs.netapp.com/pt-br/storagegrid-115/tenant/index.html
https://docs.netapp.com/pt-br/storagegrid-115/monitor/index.html

Opcao Descrigao

SSO nao em uso Vocé esta desconetado do Admin Node.

A pagina de login do Gerenciador de Grade é
exibida.

Nota: se vocé tiver feito login em mais de um né
Admin, vocé deve sair de cada no.

SSO ativado Vocé esta desconetado de todos os nés de
administrador que estava acessando. E
apresentada a pagina de inicio de sesséo do
StorageGRID. Grid Manager esta listado como
padrao no menu suspenso Recent Accounts € o
campo Account ID mostra 0.

Observacao: se o SSO estiver ativado e vocé
também estiver conetado ao Gerenciador do
Locatario, vocé também devera sair da conta do
locatario para sair do SSO.

Informacgoes relacionadas

"Configurando logon unico"

"Use uma conta de locatario"

Alterar a sua palavra-passe

Se vocé € um usuario local do Gerenciador de Grade, vocé pode alterar sua propria
senha.

O que vocé vai precisar

Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa

Se vocé entrar no StorageGRID como um usuario federado ou se o logon unico (SSO) estiver ativado, ndo
sera possivel alterar sua senha no Gerenciador de Grade. Em vez disso, vocé deve alterar sua senha na fonte
de identidade externa, por exemplo, ative Directory ou OpenLDAP.

Passos
1. No cabegalho do Gerenciador de Grade, selecione your name > alterar senha.

2. Introduza a sua palavra-passe atual.

3. Introduza uma nova palavra-passe.
Sua senha deve conter pelo menos 8 e ndo mais de 32 carateres. As senhas diferenciam maiusculas de
minusculas.

4. Volte a introduzir a nova palavra-passe.

5. Clique em Salvar.


https://docs.netapp.com/pt-br/storagegrid-115/tenant/index.html

Alterando a senha de provisionamento

Use este procedimento para alterar a senha de provisionamento do StorageGRID. A
frase-passe é necessaria para procedimentos de recuperagao, expansao € manutengao.
A frase-passe também é necessaria para fazer o download dos backups do pacote de
recuperagao que incluem as informagdes de topologia de grade e as chaves de
criptografia para o sistema StorageGRID.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de Manutenc¢ao ou Acesso root.

* Vocé deve ter a senha de provisionamento atual.

Sobre esta tarefa

A frase-passe de aprovisionamento & necessaria para muitos procedimentos de instalacdo e manutencéao e
para transferir o pacote de recuperagao. A senha de provisionamento nao esta listada no Passwords. txt
arquivo. Certifique-se de documentar a senha de provisionamento e manté-la em um local seguro e seguro.

Passos
1. Selecione Configuragao > Controle de Acesso > senhas de Grade.

NetApp® StorageGRID® Help v | Root ~ | Sign Out
Dashboard " Alerts v Nodes Tenants ILM ~ Configuration ~ Maintenance ~ Support ~
Grid Passwords
Change the provisioning passphrase and other passwords for your StorageGRID system.
Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package

Current Provisioning Passphrase | ssssssss
New Provisioning Passphrase | ssessesses

Confirm New Provisioning | seeesseces
Passphrase

2. Introduza a sua frase-passe de aprovisionamento atual.

3. Introduza a nova frase-passe.a frase-passe tem de conter, no minimo, 8 e nao mais de 32 carateres. As
senhas sao sensiveis a maiusculas e minusculas.

@ Armazene a nova senha de provisionamento em um local seguro. E necessario para
procedimentos de instalagcao, expansdo e manutencgao.

4. Digite novamente a nova senha e clique em Salvar.

O sistema exibe um banner verde de sucesso quando a alteragdo da senha de provisionamento estiver
concluida. A mudanca deve levar menos de um minuto.



NetApp® StorageGRID® Help ~ | Root | Sign Out

Dashboard  Alerts ~ Nodes Tenants ILM ~ Configuration « Maintenance « Support ~

Grid Passwords

Change the provisioning passphrase and other passwords for your StorageGRID system.

Provisioning passphrase successfully changed. Go to the|Recovery Package pag§ to download a new Recovery Package

Change Provisioning Passphrase
The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This

passphrase is also required to download backups of the grid topolegy information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package

Current Provisioning Passphrase
New Provisioning Passphrase

Confirm New Provisioning
Passphrase

5. Selecione o link Pacote de recuperagao dentro do banner de sucesso.

6. Faca o download do novo Pacote de recuperagao do Gerenciador de Grade. Selecione Maintenance >
Recovery Package e insira a nova senha de provisionamento.

Depois de alterar a senha de provisionamento, vocé deve baixar imediatamente um novo
@ Pacote de recuperagdo. O arquivo do Pacote de recuperagéo permite restaurar o sistema
se ocorrer uma falha.

Alterar o tempo limite da sessao do navegador

Vocé pode controlar se os usuarios do Grid Manager e do Tenant Manager estdo
desconetados se estiverem inativos por mais de um determinado periodo de tempo.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

O tempo limite de inatividade da GUI é predefinido para 900 segundos (15 minutos). Se a sessao do
navegador de um usuario nao estiver ativa por esse periodo de tempo, a sessao expirara.

Conforme necessario, vocé pode aumentar ou diminuir o periodo de tempo limite definindo a opgao de
exibicao tempo limite de inatividade da GUI.

Se o logon unico (SSO) estiver ativado e a sessdo do navegador do usuario expirar, o sistema se comportara
como se o usuario clicasse em Sair manualmente. O usuario deve reinserir suas credenciais SSO para
acessar o StorageGRID novamente.



O tempo limite da sessao do usuario também pode ser controlado pelo seguinte:

* Um temporizador StorageGRID separado, ndo configuravel, incluido para a seguranca do
sistema. Por padrao, o token de autenticagdo de cada usuario expira 16 horas apés o login
@ do usuario. Quando a autenticagdo de um usuario expira, esse usuario € automaticamente
desconetado, mesmo que o valor do tempo limite de inatividade da GUI ndo tenha sido
atingido. Para renovar o token, o usuario deve entrar novamente.

» Configuracdes de tempo limite para o provedor de identidade, supondo que o SSO esteja
habilitado para o StorageGRID.

Passos
1. Selecione Configuragao > Configuragdes do sistema > Opgodes de exibigao.

2. Para tempo limite de inatividade da GUI, insira um periodo de tempo limite de 60 segundos ou mais.

Defina este campo como 0 se ndo pretender utilizar esta funcionalidade. Os usuarios sdo desconetados
16 horas apds o inicio de sessao, quando seus tokens de autenticagcao expiram.

Display Options
Updated: 2017-03-08 20:26:53 M5T

Current Sender ADMIN-DCA1-ADMA

Preferred Sender | ADMIM-DC1-ADMA ;l
Ul Inactimty Timeout |9[J[J

Matification Suppress All r

Apply Changes .

3. Clique em aplicar alteragoes.

A nova configuragdo néo afeta os usuarios conetados atualmente. Os usuarios devem entrar novamente
ou atualizar seus navegadores para que a nova configuragao de tempo limite entre em vigor.

Informacgdes relacionadas

"Como o single sign-on funciona"

"Use uma conta de locatario"

Visualizar informagoes de licenga do StorageGRID

Vocé pode visualizar as informacdes de licenga do seu sistema StorageGRID, como a
capacidade maxima de armazenamento da grade, sempre que necessario.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa

10


https://docs.netapp.com/pt-br/storagegrid-115/tenant/index.html

Se houver um problema com a licenga de software para este sistema StorageGRID, o painel Saude no Painel
inclui um icone de Status da Licenga e um link Licenga. O numero indica quantos problemas relacionados a
licenga existem.

Dashboard
Health @
License
Passo

Para visualizar a licenga, execute um dos seguintes procedimentos:
* No painel Saude do Painel, clique no icone Status da Licenga ou no link Licenga. Este link aparece
somente se houver um problema com a licenga.
+ Selecione Manutengao > sistema > Licencga.
A Pagina de Licencga € exibida e fornece as seguintes informag¢des somente de leitura sobre a licenca atual:
+ ID do sistema StorageGRID, que é o numero de identificagdo exclusivo para esta instalagdo do
StorageGRID
* Numero de série da licenca
» Capacidade de armazenamento licenciada da rede
» Data de término da licenca de software
» Data de término do contrato de servigo de suporte

» Conteudo do arquivo de texto da licenga

Para as licengas emitidas antes do StorageGRID 10,3, a capacidade de armazenamento
@ licenciada né&o esta incluida no ficheiro de licenga e é apresentada uma mensagem "consulte o
Contrato de licenga" em vez de um valor.

Atualizando informagodes de licenga do StorageGRID

Vocé deve atualizar as informacdes de licenga do seu sistema StorageGRID a qualquer
momento que os termos de sua licenga mudarem. Por exemplo, vocé deve atualizar as
informacdes da licenga se adquirir capacidade de armazenamento adicional para sua
grade.

O que vocé vai precisar

» Vocé deve ter um novo arquivo de licenga para aplicar ao seu sistema StorageGRID.

11



* Vocé deve ter permissdes de acesso especificas.

* Vocé deve ter a senha de provisionamento.

Passos
1. Selecione Manutencao > sistema > Licencga.

2. Introduza a frase-passe de aprovisionamento do seu sistema StorageGRID na caixa de texto frase-passe
de aprovisionamento.

3. Clique em Procurar.

4. Na caixa de dialogo abrir, localize e selecione o novo arquivo de licenga (. txt) e clique em abrir.
O novo ficheiro de licencga é validado e apresentado.

5. Clique em Salvar.

Usando a API de gerenciamento de grade

Vocé pode executar tarefas de gerenciamento do sistema usando a APl REST do Grid
Management em vez da interface de usuario do Grid Manager. Por exemplo, vocé pode
querer usar a API para automatizar operacdes ou criar varias entidades, como usuarios,
mais rapidamente.

A API de gerenciamento de grade usa a plataforma de API de cédigo aberto Swagger. O Swagger fornece
uma interface de usuario intuitiva que permite que desenvolvedores e ndo desenvolvedores realizem
operagoes em tempo real no StorageGRID com a API.

Recursos de nivel superior

A API de gerenciamento de grade fornece os seguintes recursos de nivel superior:

* /grid: O acesso é restrito aos usuarios do Grid Manager e é baseado nas permissdes de grupo
configuradas.

* /org: O acesso € restrito a usuarios que pertencem a um grupo LDAP local ou federado para uma conta
de locatario. Para obter detalhes, consulte as informagdes sobre como usar contas de locatario.

* /private: O acesso é restrito aos usuarios do Grid Manager e € baseado nas permissoes de grupo
configuradas. Essas APls sdo destinadas apenas para uso interno e ndo sao documentadas
publicamente. Essas APls também estéo sujeitas a alteragdes sem aviso prévio.

Informagodes relacionadas
"Use uma conta de locatario"

"Prometheus: Nocdes basicas de consulta"
Operacgoes da APl Grid Management

A API Grid Management organiza as operagdes de API disponiveis nas se¢des a seguir.

» * Contas* — operagdes para gerenciar contas de inquilinos de armazenamento, incluindo a criagao de
novas contas e recuperagao de uso de armazenamento para uma determinada conta.

+ Alarms — operagdes para listar alarmes atuais (sistema legado) e retornar informacgdes sobre a
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integridade da grade, incluindo os alertas atuais e um resumo dos estados de conexao do né.
Alert-history — operac¢des em alertas resolvidos.

Alert-receivers — operacdes em recetores de notificacao de alerta (e-mail).

Alert-rules — operacdes em regras de alerta.

Alert-silences — operac¢des em siléncios de alerta.

Alertas — operagfes em alertas.

Audit — operagdes para listar e atualizar a configuragdo da auditoria.

Auth — operacbes para realizar autenticacdo de sesséo do usuario.

A API de gerenciamento de grade suporta o esquema de autenticagéo de token do portador. Para fazer
login, vocé fornece um nome de usuario e senha no corpo JSON da solicitagdo de autenticagao (ou seja,
POST /api/v3/authorize ). Se o usuario for autenticado com éxito, um token de seguranca sera

retornado. Esse token deve ser fornecido no cabecalho de solicitacdes de APl subsequentes
("autorizagao: Portador token").

@ Se o logon unico estiver ativado para o sistema StorageGRID, vocé devera executar etapas
diferentes para autenticar. Consulte "'autenticar na API se o logon unico estiver ativado."™

Consulte ""protegao contra falsificacdo de solicitagcao entre sites
melhorar a seguranga de autenticagéo.

para obter informagdes sobre como

Certificados de cliente — operagdes para configurar certificados de cliente para que o StorageGRID
possa ser acessado com segurancga usando ferramentas de monitoramento externas.

Config —operagdes relacionadas a versao do produto e versdes da APl Grid Management. Vocé pode
listar a versédo de langamento do produto e as principais versdes da APl de Gerenciamento de Grade
suportadas por essa versao, e vocé pode desativar versdes obsoletas da API.

Disabled-features — operagdes para visualizar recursos que podem ter sido desativados.
dns-serviders — operagoes para listar e alterar servidores DNS externos configurados.
Endpoint-domain-nanos — operacdes para listar e alterar nomes de dominio de endpoint.
Codificagdo de apagamento — operagdes em perfis de codificagdo de apagamento.
Expansao — operacgdes de expansao (nivel de procedimento).
Expansion-nonos — operagdes em expansao (nivel de no).

Expansao-sites — operagdes em expansao (nivel do site).

Grid-networks — operacoes para listar e alterar a Grid Network List.

* Grid-passwords™* — operagdes para gerenciamento de senhas de grade.

Groups — operagdes para gerenciar grupos de Administrador de Grade local e recuperar grupos de
Administrador de Grade federados de um servidor LDAP externo.

Identity-source — operagdes para configurar uma fonte de identidade externa e sincronizar manualmente
informacgdes de grupo federado e de usuario.

ilm — operacgdes de gerenciamento do ciclo de vida da informagéo (ILM).
Licenga — operagbes para recuperar e atualizar a licenga StorageGRID.
Logs — operagdes para coletar e baixar arquivos de log.

Métricas — operagdes em métricas do StorageGRID, incluindo consultas instantaneas de métricas em um
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unico ponto no tempo e consultas de métricas de intervalo ao longo de um intervalo de tempo. AAPI Grid
Management usa a ferramenta de monitoramento de sistemas Prometheus como fonte de dados de back-
end. Para obter informacodes sobre a construcao de consultas Prometheus, consulte o site Prometheus.

As métricas queprivate incluem em seus nomes sao destinadas apenas para uso interno.
Essas métricas estéo sujeitas a alteragdes entre as versdes do StorageGRID sem aviso
prévio.

* Node-health — operagdes no status de integridade do né.

» ntp-serviders — operagdes para listar ou atualizar servidores NTP (Network Time Protocol) externos.

* Objects — operagdes em objetos e metadados de objetos.

* Recovery — operacgdes para o procedimento de recuperagao.

* Recovery-package — operagoes para baixar o Recovery Package.

* Regions — operagdes para visualizar e criar regides.

+ S3-object-lock — operagdes em configuracdes globais de bloqueio de objetos S3D.

» Server-certificate — operagdes para visualizar e atualizar certificados de servidor do Grid Manager.

* snmp — operagoes na configuragdo SNMP atual.

* Traffic-classes — operagdes para politicas de classificagédo de trafego.

* Nao confiavel-cliente-rede — operagdes na configuracao de rede cliente ndo confiavel.

» Usuarios — operacgdes para visualizar e gerenciar usuarios do Grid Manager.

Emissao de solicitagdes de API

A interface do usuario Swagger fornece detalhes completos e documentagéo para cada
operacao da API.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Todas as operagdes de API que vocé executa usando a pagina da Web do APl Docs séo
operagdes ativas. Tenha cuidado para nao criar, atualizar ou excluir dados de configuragdo ou
outros dados por engano.

Passos
1. Selecione Ajuda > Documentagao da API no cabegalho do Grid Manager.

2. Selecione a operagao desejada.

Ao expandir uma operagao de API, vocé pode ver as acdes HTTP disponiveis, como GET, PUT, UPDATE
e DELETE.

3. Selecione uma agédo HTTP para ver os detalhes da solicitagao, incluindo o URL do endpoint, uma lista de

todos os parametros necessarios ou opcionais, um exemplo do corpo da solicitagdo (quando necessario) e
as possiveis respostas.
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groups Operations on groups v
GET /grid/groups Lists Grid Administrator Groups =)
Parameters Try it out
Name Description
type
string filter by group type
(query)
“ Available values : local, federated
v |
limit
integer maximum number of results
(query)
Default value : 25
marker
string marker-style pagination offset (value is Group's URN)
(query)
marker - marker-style pagination offset (value

includeMarker

boolean if set, the marker element is also returned
(query)

v
order
string pagination order (desc requires marker)
(query)

Available values : asc, desc

Responses Response content type | application/json v I

Code Description

200
successfully retrieved

Example Value Model

"apiversion®: "3.3",
"deprecated”: false,
"data”: [

"displayName”: “"Developers”,

VAV S S S

Determine se a solicitagdo requer parametros adicionais, como um grupo ou ID de usuario. Em seguida,
obtenha esses valores. Talvez vocé precise emitir uma solicitacdo de API diferente primeiro para obter as
informacdes de que precisa.

Determine se vocé precisa modificar o corpo de solicitagdo de exemplo. Em caso afirmativo, vocé pode
clicar em modelo para aprender os requisitos para cada campo.

Cligue em Experimente.

Forneca quaisquer parametros necessarios ou modifique o corpo do pedido conforme necessario.

Clique em Executar.

Revise o codigo de resposta para determinar se a solicitagdo foi bem-sucedida.
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Controle de versao da APl Grid Management

A API de gerenciamento de grade usa o controle de vers&o para suportar atualizagdes
sem interrupcgoes.

Por exemplo, este URL de solicitacao especifica a versao 3 da API.
https://hostname or ip address/api/v3/authorize

A versao principal da API de Gerenciamento do Tenant é desfocada quando sao feitas alteragbes que sdo not
compatible com versdes mais antigas. A versao menor da AP|l de Gerenciamento do Tenant é desfocada
quando sao feitas alteragdes que are compativeis com versdes mais antigas. As alteragdes compativeis
incluem a adigdo de novos endpoints ou novas propriedades. O exemplo a seguir ilustra como a versao da
API é carregada com base no tipo de alteragdes feitas.

Tipo de alteragdo para API Versao antiga Nova versao
Compativel com versbdes mais 2,1 2,2

antigas

Nao compativel com versées mais 2,1 3,0

antigas

Quando vocé instala o software StorageGRID pela primeira vez, apenas a versao mais recente da APl de
gerenciamento de grade esta ativada. No entanto, quando vocé atualiza para uma nova verséo de recurso do
StorageGRID, vocé continua tendo acesso a versdo mais antiga da API para pelo menos uma versao de
recurso do StorageGRID.

Vocé pode usar a API Grid Management para configurar as versbes suportadas. Consulte a

@ secao "config" da documentacao da API Swagger para obter mais informagdes. Vocé deve
desativar o suporte para a versao mais antiga depois de atualizar todos os clientes da API Grid
Management para usar a versdo mais recente.

As solicitagdes desatualizadas sdo marcadas como obsoletas das seguintes maneiras:

* O cabecalho de resposta é "Deprecated: True"
* O corpo de resposta JSON inclui "obsoleto": True

* Um aviso obsoleto é adicionado ao nms.log. Por exemplo:

Received call to deprecated vl API at POST "/api/vl/authorize"

Determinando quais versées de APl sdo suportadas na versao atual

Use a seguinte solicitagdo de API para retornar uma lista das principais versdes da API suportada:
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GET https://{{IP-Address}}/api/versions
{

"responseTime": "2019-01-10T20:41:00.8452",
"status": "success",
"apiVersion": "3.0",
"data": [
2,
3

Especificando uma versao da API para uma solicitagao

Vocé pode especificar a versdo da APl usando um parametro de caminho (/api/v3) ou um cabecalho (Api-
Version: 3). Se vocé fornecer ambos os valores, o valor do cabecgalho substitui o valor do caminho.

curl https://[IP-Address]/api/v3/grid/accounts

curl -H "Api-Version: 3" https://[IP-Address]/api/grid/accounts

Protecao contra falsificagao de solicitagao entre sites (CSRF)

Vocé pode ajudar a proteger contra ataques de falsificagdo de solicitagdo entre sites
(CSRF) contra StorageGRID usando tokens CSRF para melhorar a autenticagao que usa
cookies. O Grid Manager e o Tenant Manager habilitam automaticamente esse recurso
de seguranca; outros clientes de APl podem optar por ativa-lo quando fizerem login.

Um invasor que pode acionar uma solicitagdo para um site diferente (como um POST de formulario HTTP)
pode fazer com que certas solicitagdes sejam feitas usando os cookies do usuario conetado.

O StorageGRID ajuda a proteger contra ataques CSRF usando tokens CSRF. Quando ativado, o contetdo de
um cookie especifico deve corresponder ao conteldo de um cabecalho especifico ou de um parametro
especifico DO corpo DO POST.

Para ativar a funcionalidade, defina o csrfToken parametro para true durante a autenticacéo. A
predefinicdo é false.

curl -X POST --header "Content-Type: application/json" --header "Accept:
application/json" -d "{

\"username\": \"MyUserName\",

\"password\": \"MyPassword\",

\"cookie\": true,

\"csrfToken\": true

}" "https://example.com/api/v3/authorize"
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Quando verdadeiro, um GridCsrfToken cookie é definido com um valor aleatdrio para login no Gerenciador
de Grade, e 0 AccountCsrfToken cookie é definido com um valor aleatério para login no Gerenciador de
Tenant.

Se o cookie estiver presente, todas as solicitagdes que podem modificar o estado do sistema (POST, PUT,
PATCH, DELETE) devem incluir um dos seguintes itens:

* O X-Csrf-Token cabecgalho, com o valor do cabegalho definido para o valor do cookie de token CSRF.

* Para endpoints que aceitam um corpo codificado por formulario: Um csrfToken parametro corpo de
solicitagéo codificado por formulario.

Consulte a documentagéo da API on-line para obter exemplos e detalhes adicionais.

As solicitagdes que tém um conjunto de cookies de token CSRF também irao aplicar o
"Content-Type: application/json" cabegalho para qualquer solicitagdo que espera um
corpo de solicitagdo JSON como uma protegao adicional contra ataques CSRF.

Usando a API se o logon unico estiver ativado

Se o logon unico (SSO) tiver sido ativado para o seu sistema StorageGRID, vocé nao
podera usar as solicitacbes padrao de autenticagdo API para fazer login e sair da API de
gerenciamento de grade ou da API de gerenciamento de locatario.

Iniciar sessao na API se o inicio de sessao Unico estiver ativado

Se o logon unico (SSO) tiver sido ativado, vocé devera emitir uma série de solicitacdes de API para obter um
token de autenticacdo do AD FS valido para a APl de Gerenciamento de Grade ou a API de Gerenciamento
de locatario.

O que vocé vai precisar

* Vocé conhece o nome de usuario e a senha SSO para um usuario federado que pertence a um grupo de
usuarios do StorageGRID.

» Se vocé quiser acessar a API de gerenciamento do locatario, vocé sabe o ID da conta do locatario.

Sobre esta tarefa
Para obter um token de autenticagcéo, vocé pode usar um dos seguintes exemplos:

* O storagegrid-ssoauth.py script Python, que esta localizado no diretério arquivos de instalagéo do
StorageGRID (. /rpms "para Linux ou CentOS, para Ubuntu ou Debian, °./debse
. /vsphere para VMware).

* Um exemplo de fluxo de trabalho de solicitagcbes curl.

O fluxo de trabalho curl pode ter um tempo limite se vocé o executar muito lentamente. Vocé pode ver o
erro: Uma SubjectConfirmation valida nao foi encontrada nesta resposta.

@ O fluxo de trabalho cURL de exemplo n&o protege a senha de ser vista por outros usuarios.

Se vocé tiver um problema de codificagdo de URL, podera ver o erro: Versdo SAML nao suportada.

Passos
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1. Selecione um dos seguintes métodos para obter um token de autenticacao:
° Use 0 storagegrid-ssoauth.py script Python. Avance para o passo 2.
o Use solicitacdes curl. Avance para o passo 3.
2. Se voceé quiser usar o storagegrid-ssoauth.py script, passe o script para o interpretador Python e
execute o script.

Quando solicitado, insira valores para os seguintes argumentos:

> O nome de usuario SSO
> O dominio onde o StorageGRID esta instalado
> O enderego para StorageGRID

o Se vocé quiser acessar a API de gerenciamento do locatario, insira o ID da conta do locatario. E

python3 ftmp/storagegrid-ssoauth.py
saml_user: my-sso-username
saml_domain: my-dormain
sg_address: storagegrid.example.com
tenant_account_id: 12345

Enter the user's SAML password:
EEFEE XX E I I E TR EEIFE IR F TR FEEIEE IR EXFEE I EEIIFTIEI TSI TSI IR I AE IS F SR FEE TR

R R R R R R R R E R F R R R R R F R I R F TR I EFF FFF R F I T EFFEFFEE R FFF T EF

StorageGRID Auth Token: sGebo7bf-21f6-4o0by-afob-gobcactbzgey

O token de autorizagao StorageGRID é fornecido na saida. Agora vocé pode usar o token para outras
solicitacdes, semelhante a como vocé usaria a APl se o0 SSO ndo estivesse sendo usado.

3. Se vocé quiser usar solicitagdes curl, use o procedimento a seguir.

a. Declare as variaveis necessarias para iniciar sessao.

export SAMLUSER='my-sso-username'

export SAMLPASSWORD='my-password'

export SAMLDOMAIN='my-domain'

export TENANTACCOUNTID='12345’

export STORAGEGRID ADDRESS='storagegrid.example.com'
export AD FS ADDRESS='adfs.example.com'

@ Para acessar a API de gerenciamento de grade, use 0 como TENANTACCOUNTID.

b. Para receber um URL de autenticagdo assinada, emita uma SOLICITACAO POST para
/api/v3/authorize-saml, e remova a codificagcdo JSON adicional da resposta.

Este exemplo mostra uma SOLICITACAO POST para um URL de autenticagdo assinada para
TENANTACCOUNTID. Os resultados serao passados para Python -m json.tool para remover a
codificagao JSON.



curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json™ -H "Content-Type: application/json"

-—-data "{\"accountId\": \"S$STENANTACCOUNTID\"}" | python -m
Jjson.tool

A resposta para este exemplo inclui um URL assinado que é codificado por URL, mas néo inclui a
camada adicional de codificacdo JSON.

"apiVersion": "3.0",

"data'":
"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHLbsIwWEEV%2FJTuv’. ..
sS1%2BfQ33cviwA%3D&RelayState=12345",

"responseTime": "2018-11-06T16:30:23.3552",

"status": "success"

C. Salve o SAMLRequest da resposta para uso em comandos subsequentes.

export SAMLREQUEST='fZHLbsIWEEV$2FJTuv7/...sS1%2BfQ33cvfwA%3D"'

d. Obtenha um URL completo que inclua o ID de solicitagcao do cliente do AD FS.

Uma opgao é solicitar o formulario de login usando o URL da resposta anterior.

curl
"https://$AD _FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID" | grep 'form method="post" id="loginForm"'

A resposta inclui o ID de solicitagédo do cliente:

<form method="post" id="loginForm" autocomplete="off"
novalidate="novalidate" onKeyPress="if (event && event.keyCode == 13)
Login.submitLoginRequest () ;" action="/adfs/ls/?
SAMLRequest=fZHRToMwFIZfhb...UJikvo77sXPw%3D%3D&RelayState=12345&clie
nt-request-i1d=00000000-0000-0000-ee02-0080000000de" >

e. Salve o ID de solicitagdo do cliente da resposta.

export SAMLREQUESTID='00000000-0000-0000-ee02-0080000000de"
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f. Envie suas credenciais para a acao de formulario da resposta anterior.

curl -X POST
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID&client-request-id=$SAMLREQUESTID" \

-—-data
"UserName=$SAMLUSER@S$SAMLDOMAIN&Password=$SAMLPASSWORD&AuthMethod=For
msAuthentication”" --include

O AD FS retorna um redirecionamento 302, com informagdes adicionais nos cabegalhos.

@ Se a autenticagao multifator (MFA) estiver ativada para seu sistema SSO, o post de
formulario também contera a segunda senha ou outras credenciais.

HTTP/1.1 302 Found

Content-Length: O

Content-Type: text/html; charset=utf-8

Location:
https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHRToMwFIZfhb...UJikvo
77sXPw33D%3D&RelayState=12345&client-request-id=00000000-0000-0000-
ee02-0080000000de

Set-Cookie: MSISAuth=AAEAADAVSHpXk6ApV...pmPOaEiNtJvWY=; path=/adfs;
HttpOnly; Secure

Date: Tue, 06 Nov 2018 16:55:05 GMT

g. Salve o MSISAuth cookie da resposta.
export MSISAuth='AAEAADAVsHpXk6ApV...pmPOaEiNtJvWY="
h. Envie uma SOLICITACAO GET para o local especificado com os cookies do POST de autenticagao.

curl
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID&client-request-id=$SAMLREQUESTID" \

--cookie "MSISAuth=$MSISAuth" --include

Os cabecalhos de resposta conterdo informagdes de sessédo do AD FS para uso posterior de logout e
o corpo de resposta contém o SAMLResponse em um campo de formulario oculto.

21



HTTP/1.1 200 OK

Cache-Control: no-cache,no-store

Pragma: no-cache

Content-Length: 5665

Content-Type: text/html; charset=utf-8

Expires: -1

Server: Microsoft-HTTPAPI/2.0

P3P: ADFS doesn't have P3P policy, please contact your site's admin
for more details

Set-Cookie:
SamlSession=a3dpbnRlcnMtUHIpbWFyeS1BZGlpbi0xNzgmRmFsc2Umcng4NnJDZmEKV
XFxVWx3bk1l1IMnFuUSUzZCUzZCYmJ1iYmXzE3MjAyZTASLThmMDgtNDRkZC04Yzg5LTQ3ND
UxYzA3ZjkzYw==; path=/adfs; HttpOnly; Secure

Set-Cookie: MSISAuthenticated=MTEvNy8yMDE4IDQ6MzI6NTkgUEO=;
path=/adfs; HttpOnly; Secure

Set-Cookie: MSISLoopDetectionCookie=MjAxOCOxMSOwNzoxNjozMjolOVpcMO==;
path=/adfs; HttpOnly; Secure

Date: Wed, 07 Nov 2018 16:32:59 GMT

<form method="POST" name="hiddenform"
action="https://storagegrid.example.com:443/api/saml-response">

<input type="hidden" name="SAMLResponse"
value="PHNhbWxwO1lJ1c3BvbnN. ..1lscDpSZXNwb25zZT4=" /><input
type="hidden" name="RelayState" value="12345" />

i. Salve o SAMLResponse do campo oculto:

export SAMLResponse='PHNhbWxwOlJ1lc3BvbnN. ..lscDpSZXNwb25zZT4="

J- Usando o SAMLResponse , faga uma solicitagdo StorageGRID/api/saml-response para gerar um
token de autenticacdo StorageGRID.

Para RelayState, use o ID da conta do locatario ou use 0 se quiser entrar na API de gerenciamento
de grade.

curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \
-H "accept: application/json" \
--data-urlencode "SAMLResponse=S$SAMLResponse" \
--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

A resposta inclui o token de autenticagao.



"apiVersion": "3.0",

"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",
"status": "success"

a. Salve o token de autenticagao na resposta como MYTOKEN.

export MYTOKEN="56eb07bf-21£f6-40b7-af0b-5c6cacfb25e7"

Agora vocé pode usar MYTOKEN para outras solicitagdes, semelhante a como vocé usaria a APl se o
SSO néo estivesse sendo usado.

Sair da API se o logon unico estiver ativado

Se o logon unico (SSO) tiver sido ativado, vocé devera emitir uma série de solicitagées de API para sair da
API de gerenciamento de grade ou da API de gerenciamento de locatario.

Sobre esta tarefa

Se necessario, vocé pode sair da API do StorageGRID simplesmente fazendo logout da pagina de logout
Unica da sua organizagao. Ou, vocé pode acionar o logout unico (SLO) do StorageGRID, que requer um token
valido do portador do StorageGRID.

Passos

1. Para gerar uma solicitagdo de logout assinada, passe cookie "sso=true" para aAPI SLO:

curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json™ \

-H "Authorization: Bearer SMYTOKEN" \

--cookie "sso=true" \

| python -m json.tool

Um URL de logout é retornado:

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZDNboMwEIRfhZ...HcQ%3D%3
D",

"responseTime": "2018-11-20T22:20:30.8392",

"status": "success"
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2. Salve o URL de logout.

export
LOGOUT REQUEST='https://adfs.example.com/adfs/1ls/?SAMLRequest=£fZDNboMwETI
RfhZ...HcQ%3D%3D'

3. Envie uma solicitagao para o URL de logout para acionar o SLO e redirecionar de volta para o
StorageGRID.

curl --include "SLOGOUT REQUEST"
A resposta 302 é devolvida. O local de redirecionamento ndo é aplicavel ao logout somente API.

HTTP/1.1 302 Found

Location: https://$STORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwWV0o7ss%...%23rsa-sha256

Set-Cookie: MSISSignoutProtocol=U2FtbA==; expires=Tue, 20 Nov 2018
22:35:03 GMT; path=/adfs; HttpOnly; Secure

4. Exclua o token do portador do StorageGRID.
A exclusao do token portador do StorageGRID funciona da mesma forma que sem SSO. Se cookie

"sso=true" nao for fornecido, o usuario sera desconetado do StorageGRID sem afetar o estado SSO.

curl -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize™ \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--include

Uma 204 No Content resposta indica que o usuario esta desconetado agora.

HTTP/1.1 204 No Content

Usando certificados de seguranga do StorageGRID

Certificados de seguranga s&o pequenos arquivos de dados usados para criar conexdes
seguras e confiaveis entre componentes do StorageGRID e entre componentes do
StorageGRID e sistemas externos.

O StorageGRID usa dois tipos de certificados de seguranga:

 Certificados de servidor sdo necessarios quando vocé usa conexdes HTTPS. Os certificados de servidor
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sdo usados para estabelecer conexdes seguras entre clientes e servidores, autenticando a identidade de
um servidor para seus clientes e fornecendo um caminho de comunicagao seguro para os dados. O
servidor e o cliente ttm uma copia do certificado.

« Certificados de cliente autenticam uma identidade de cliente ou usuario no servidor, fornecendo
autenticagdo mais segura do que senhas sozinhas. Os certificados de cliente ndo encriptam dados.

Quando um cliente se coneta ao servidor usando HTTPS, o servidor responde com o certificado do servidor,
gue contém uma chave publica. O cliente verifica esse certificado comparando a assinatura do servidor com a
assinatura em sua copia do certificado. Se as assinaturas corresponderem, o cliente inicia uma sessao com o
servidor usando a mesma chave publica.

O StorageGRID funciona como o servidor para algumas conexdes (como o endpoint do balanceador de carga)
ou como o cliente para outras conexdes (como o servigo de replicagdo do CloudMirror).

Uma autoridade de certificagao externa (CA) pode emitir certificados personalizados que sao totalmente
compativeis com as politicas de seguranga de informagdes da sua organizagédo. O StorageGRID também
inclui uma autoridade de certificagéo (CA) integrada que gera certificados de CA internos durante a instalagao
do sistema. Esses certificados internos de CA sdo usados, por padrao, para proteger o trafego interno do
StorageGRID. Embora vocé possa usar os certificados de CA internos para um ambiente que n&o seja de
producéo, a pratica recomendada para um ambiente de producéao é usar certificados personalizados
assinados por uma autoridade de certificagdo externa. Conexdes nao protegidas sem certificado também sao
suportadas, mas nao sao recomendadas.

* Os certificados de CA personalizados ndo removem os certificados internos; no entanto, os certificados
personalizados devem ser os especificados para verificar conexdes de servidor.

» Todos os certificados personalizados devem atender as diretrizes de fortalecimento do sistema para
certificados de servidor.

"Endurecimento do sistema"

» O StorageGRID oferece suporte ao agrupamento de certificados de uma CA em um Unico arquivo
(conhecido como pacote de certificados da CA).

O StorageGRID também inclui certificados de CA do sistema operacional que s&o os mesmos

@ em todas as grades. Em ambientes de producao, certifique-se de especificar um certificado
personalizado assinado por uma autoridade de certificagdo externa em vez do certificado CA do
sistema operacional.

Variantes dos tipos de certificado de servidor e cliente sdo implementadas de varias maneiras. Vocé deve ter
todos os certificados necessarios para sua configuracao especifica do StorageGRID prontos antes de
configurar o sistema.
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Certificado

Certificado de Cliente
cliente administrador

Certificado de Servidor
federacao de

identidade

Certificado de logon Servidor
unico (SSO)
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Tipo de certificado Descricao

Instalado em cada
cliente, permitindo
que o StorageGRID
autentique o acesso
de cliente externo.

* Permite que

clientes externos

autorizados
acessem o

banco de dados
do StorageGRID

Prometheus.

* Permite o

monitoramento

seguro do
StorageGRID
usando
ferramentas
externas.

Autentica a conexao

entre o

StorageGRID e um

ative Directory

externo, OpenLDAP
ou Oracle Directory
Server.usado para

federacao de
identidade, o que

permite que grupos
de administradores

€ usuarios sejam

gerenciados por um

sistema externo.

Autentica a conexao

Localizagao de
navegacao

Configuragao >
Controle de
Acesso >
certificados de
Cliente

Configuragao >
Controle de
Acesso >
Federacao de
identidade

Configuragao >

entre os Servicos de Controle de

Federacao do ative

Acesso > Inicio de

Directory (AD FS) e sessao Unico

o StorageGRID que

€ usado para
solicitacbes de

logon unico (SSO).

Detalhes

"Configurando
certificados de
cliente de

administrador”

"Usando a
federagao de
identidade"

"Configurando logon
unico"



Certificado

Certificado de
servidor de
gerenciamento de
chaves (KMS)

Certificado de

notificacao de alerta

por e-mail

Tipo de certificado

Servidor e cliente

Servidor e cliente

Descrigédo

Autentica a conexao

entre o

StorageGRID e um

servidor de
gerenciamento de
chaves externo

(KMS), que fornece

chaves de

criptografia para os

nos do dispositivo
StorageGRID.

Autentica a conexao
entre um servidor de

e-mail SMTP e o

StorageGRID que é

usado para
notificagoes de
alerta.

* Se as
comunicacdes

com o servidor
SMTP exigirem
TLS (Transport
Layer Security),

vocé devera
especificar o
certificado CA

do servidor de e-

mail.

» Especifique um

certificado de

cliente somente
se o servidor de

e-mail SMTP
exigir
certificados de
cliente para
autenticacao.

Localizagao de
navegacao

Configuragao >

Configuragdes do
sistema > servidor
de gerenciamento

de chaves

Alertas >

Detalhes

"Adicionar um
servidor de
gerenciamento de
chaves (KMS)"

"Monitorizar

Configuragao de e- Resolucao de

mail

problemas"
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Certificado

Certificado de ponto Servidor

final do balanceador
de carga
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Tipo de certificado Descricao

Autentica a conexao
entre clientes S3 ou
Swift e o servigo
StorageGRID Load
Balancer em nds de
gateway ou nos de
administragao. Vocé
carrega ou gera um
certificado do
balanceador de
carga quando
configura um
endpoint do
balanceador de
carga. Os
aplicativos do cliente
usam o certificado
do balanceador de
carga ao se conetar
ao StorageGRID
para salvar e
recuperar dados do
objeto.

Nota: o certificado
do balanceador de
carga € o certificado
mais utilizado
durante a operagéo
normal do
StorageGRID.

Localizagao de
navegacao

Configuragao >
Configuracoes de
rede > pontos
finais do Load
Balancer

Detalhes

 "Configuracao
dos pontos de
extremidade do
balanceador de
carga"

e Criando um
ponto de
extremidade do
balanceador de
carga para
FabricPool

"Configurar o
StorageGRID
para FabricPool"
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Certificado

Certificado do
servidor de interface
de gerenciamento

Certificado de
endpoint do Cloud
Storage Pool

Certificado de
endpoint de servicos
de plataforma

Tipo de certificado Descricao

Localizacéo de Detalhes
navegacao

Autentica a conexdo Configuragao > + "Configurando
entre navegadores  Configuragdes de certificados de
da Web cliente ea rede > certificados servidor"
interface de de servidor
gerenciamento do

StorageGRID,

+ "Configurando
um certificado

o de servidor
permitindo que os .
. personalizado
usuarios acessem o
para o

Gerenciador de

Gerenciador de

Grade e 0

Gerenciador de Grade e 0

Gerenciador de

locatario sem avisos

locatario”
de seguranga.

Este certificado
também autentica
as conexoes da API
de Gerenciamento
de Grade e da API
de Gerenciamento
do locatario.

Vocé pode usar o
certificado de CA
interno ou carregar
um certificado
personalizado.

Autentica a conexdo ILM > conjuntos de "Gerenciar objetos
do pool de storage  armazenamento com ILM"
de nuvem do

StorageGRID para

um local de storage

externo (como o

storage S3 Glacier

ou Microsoft Azure

Blob). Um

certificado diferente

€ necessario para

cada tipo de

provedor de nuvem.

Autentica a conexdo Gerenciador do "Use uma conta de
do servigo da Locatario > locatario"
plataforma ARMAZENAMENT

StorageGRID aum O (S3) > terminais
recurso de storage  de servigos da
S3. plataforma
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Certificado Tipo de certificado Descrigao Localizacao de Detalhes

navegacao
Certificado do Servidor Autentica conexdes Configuragao > "Configurando um
servidor de de cliente S3 ou Configuracdes de certificado de
extremidade do Swift seguras ao rede > pontos servidor
servico APl do servico LDR (local  finais do Load personalizado para
Object Storage Distribution Router) Balancer conexodes ao nod de
em um no de armazenamento ou
armazenamento ou ao servigo CLB"

ao servico CLB
(descontinuado
Connection Load
Balancer) em um né
de gateway.

Exemplo 1: Servigo do Load Balancer

Neste exemplo, o StorageGRID atua como servidor.

1.

6.

Vocé configura um ponto de extremidade do balanceador de carga e carrega ou gera um certificado de
servidor no StorageGRID.

. Vocé configura uma conexao de cliente S3 ou Swift para o endpoint do balanceador de carga e carrega o

mesmo certificado para o cliente.

. Quando o cliente deseja salvar ou recuperar dados, ele se coneta ao endpoint do balanceador de carga

usando HTTPS.

. O StorageGRID responde com o certificado do servidor, que contém uma chave publica e com uma

assinatura baseada na chave privada.

. O cliente verifica esse certificado comparando a assinatura do servidor com a assinatura em sua copia do

certificado. Se as assinaturas corresponderem, o cliente inicia uma sessao usando a mesma chave
publica.

O cliente envia dados de objeto para o StorageGRID.

Exemplo 2: Servidor de gerenciamento de chaves externas (KMS)

Neste exemplo, o StorageGRID atua como cliente.

1.

Usando o software servidor de gerenciamento de chaves externo, vocé configura o StorageGRID como
um cliente KMS e obtém um certificado de servidor assinado pela CA, um certificado de cliente publico e a
chave privada para o certificado de cliente.

Usando o Gerenciador de Grade, vocé configura um servidor KMS e carrega os certificados de servidor e
cliente e a chave privada do cliente.

Quando um no StorageGRID precisa de uma chave de criptografia, ele faz uma solicitagao ao servidor
KMS que inclui dados do certificado e uma assinatura com base na chave privada.

O servidor KMS valida a assinatura do certificado e decide que pode confiar no StorageGRID.

5. O servidor KMS responde usando a conexao validada.
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Controlar o acesso do administrador ao StorageGRID

Vocé pode controlar o acesso do administrador ao sistema StorageGRID abrindo ou
fechando portas de firewall, gerenciando grupos de administragcéo e usuarios,
configurando logon unico (SSO) e fornecendo certificados de cliente para permitir acesso
externo seguro as métricas do StorageGRID.

» "Controlar o acesso através de firewalls"

» "Usando a federacao de identidade"
 "Gerenciando grupos de administradores"

+ "Gerenciamento de usuarios locais"

+ "Usando logon unico (SSO) para StorageGRID"

+ "Configurando certificados de cliente de administrador"”

Controlar o acesso através de firewalls

Quando quiser controlar o acesso atraves de firewalls, abra ou feche portas especificas
no firewall externo.

Controlar o acesso no firewall externo

Vocé pode controlar o acesso as interfaces de usuario e APIs nos nés de administracao do StorageGRID
abrindo ou fechando portas especificas no firewall externo. Por exemplo, vocé pode evitar que os locatarios
sejam capazes de se conetar ao Gerenciador de Grade no firewall, além de usar outros métodos para
controlar o acesso ao sistema.

Porta Descrigao Se a porta estiver aberta...
443 Porta HTTPS padrado para Navegadores da Web e clientes de API de
nos de administragao gerenciamento podem acessar o Gerenciador de

Grade, a API de gerenciamento de grade, o
Gerenciador de locatario e a API de gerenciamento
do locatario.

Nota: a porta 443 também & usada para algum
trafego interno.

8443 Porta restrita do * Navegadores da Web e clientes de API de
Gerenciador de Grade em gerenciamento podem acessar o Gerenciador de
nos de administragao Grade e a APl de Gerenciamento de Grade

usando HTTPS.

* Os navegadores da Web e os clientes da API de
gerenciamento ndo podem acessar o
Gerenciador do locatario ou a API de
gerenciamento do locatario.

* As solicitagcdes de conteudo interno serédo
rejeitadas.
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Porta Descrigdo Se a porta estiver aberta...

9443 Porta restrita do * Navegadores da Web e clientes de API de
Gerenciador de inquilinos gerenciamento podem acessar o Gerenciador do
em nos de administragao locatario e a APl de gerenciamento do locatario

usando HTTPS.

* Navegadores da Web e clientes de API de
gerenciamento ndo podem acessar o
Gerenciador de Grade ou a APl de
Gerenciamento de Grade.

* As solicitagbes de conteudo interno serao
rejeitadas.

O logon unico (SSO) nao esta disponivel nas portas do Gerenciador de Grade restrito ou do
Gerenciador de locatario. Vocé deve usar a porta HTTPS padrao (443) se quiser que 0s
usuarios se autentiquem com logon unico.

Informacgdes relacionadas
"Iniciar sessao no Grid Manager"

"Criando uma conta de locatario se o StorageGRID né&o estiver usando SSO"
"Resumo: Enderecos IP e portas para conexdes de clientes"

"Gerenciando redes de clientes ndo confiaveis"

"Instale Ubuntu ou Debian"

"Instale o VMware"

"Instale o Red Hat Enterprise Linux ou CentOS"

Usando a federacao de identidade

O uso da federagao de identidade torna a configuragéo de grupos e usuarios mais rapida
e permite que os usuarios fagam login no StorageGRID usando credenciais familiares.

Configurando a federagao de identidade

Vocé pode configurar a federagao de identidade se quiser que os grupos de administragao e usuarios sejam
gerenciados em outro sistema, como ative Directory, OpenLDAP ou Oracle Directory Server.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de acesso especificas.

« Se vocé pretende ativar o logon unico (SSO), vocé deve usar o ative Directory como a origem de
identidade federada e o AD FS como o provedor de identidade. Consulte ""requisitos para utilizar o inicio
de sessao unico."

» Vocé deve estar usando o ative Directory, OpenLDAP ou Oracle Directory Server como o provedor de
identidade.
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@ Se pretender utilizar um servigo LDAP v3 que nao esteja listado, tem de contactar o suporte
técnico.

» Se vocé pretende usar TLS (Transport Layer Security) para comunicagdes com o servidor LDAP, o
provedor de identidade deve estar usando TLS 1,2 ou 1,3.

Sobre esta tarefa

Vocé deve configurar uma origem de identidade para o Gerenciador de Grade se quiser importar os seguintes
tipos de grupos federados:

* Grupos de administracdo. Os usuarios nos grupos de administracdo podem entrar no Gerenciador de
Grade e executar tarefas, com base nas permissdes de gerenciamento atribuidas ao grupo.

* Grupos de usuarios de locatarios que ndo usam sua proépria origem de identidade. Os usuarios em grupos
de inquilinos podem entrar no Gerenciador de inquilinos e executar tarefas, com base nas permissdes
atribuidas ao grupo no Gerenciador de inquilinos.

Passos
1. Selecione Configuragao > Controle de Acesso > Federagao de identidade.

2. Selecione Ativar federagao de identidade.
Sao apresentados os campos para configurar o servidor LDAP.
3. Na secgao tipo de servigo LDAP, selecione o tipo de servigo LDAP que pretende configurar.

Vocé pode selecionar ative Directory, OpenLDAP ou Other.

@ Se selecionar OpenLDAP, tem de configurar o servidor OpenLDAP. Consulte as diretrizes
para configurar um servidor OpenLDAP.

@ Selecione Other para configurar valores para um servidor LDAP que use o Oracle Directory
Server.

4. Se voceé selecionou Other, preencha os campos na segao atributos LDAP.

> Nome exclusivo do usuario: O nome do atributo que contém o identificador exclusivo de um usuario
LDAP. Este atributo é equivalente sAMAccountName ao ative Directory e uid ao OpenLDAP. Se
estiver configurando o Oracle Directory Server, digite uid.

o UUID de usuario: O nome do atributo que contém o identificador exclusivo permanente de um usuario
LDAP. Este atributo é equivalente objectGUID ao ative Directory e entryUUID ao OpenLDAP. Se
estiver configurando o Oracle Directory Server, digite nsuniqueid. O valor de cada usuario para o
atributo especificado deve ser um nimero hexadecimal de 32 digitos no formato de 16 bytes ou string,
onde os hifens sdo ignorados.

o Group unique name: O nome do atributo que contém o identificador exclusivo de um grupo LDAP.
Este atributo é equivalente sAMAccountName ao ative Directory e cn ao OpenLDAP. Se estiver
configurando o Oracle Directory Server, digite cn.

o Group UUID: O nome do atributo que contém o identificador exclusivo permanente de um grupo
LDAP. Este atributo é equivalente objectGUID ao ative Directory € entryUUID ao OpenLDAP. Se
estiver configurando o Oracle Directory Server, digite nsuniqueid. O valor de cada grupo para o
atributo especificado deve ser um nimero hexadecimal de 32 digitos no formato de 16 bytes ou string,
onde os hifens sao ignorados.
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5. Na seccao Configurar servidor LDAP, introduza as informagdes de ligagao de rede e servidor LDAP
necessarias.

> Nome do host: O nome do host do servidor ou endereco IP do servidor LDAP.

o Port: A porta usada para se conetar ao servidor LDAP.

@ A porta padrdo para STARTTLS é 389 e a porta padrao para LDAPS ¢é 636. No entanto,
vocé pode usar qualquer porta desde que seu firewall esteja configurado corretamente.

> Nome de usuario: O caminho completo do nome distinto (DN) para o usuario que se conetara ao

servidor LDAP.
@ No ative Directory, vocé também pode especificar o Nome de logon de nivel inferior ou
o Nome principal do usuario.

O usuario especificado deve ter permissao para listar grupos e usuarios e para acessar os seguintes
atributos:

* sAMAccountName OU uid

" objectGUID, entryUUID, OU nsuniqueid
" cn

" memberOf OU isMemberOf

o Senha: A senha associada ao nome de usuario.

o Group base DN: O caminho completo do nome distinto (DN) para uma subarvore LDAP que vocé
deseja pesquisar grupos. No exemplo do ative Directory (abaixo), todos os grupos cujo Nome distinto
é relativo ao DN base (DC-StorageGRID,DC-com) podem ser usados como grupos federados.

@ Os valores Group unique name devem ser exclusivos dentro do Group base DN a que
pertencem.

> DN da base do usuario: O caminho completo do nome distinto (DN) de uma subarvore LDAP que
vocé deseja pesquisar por usuarios.

@ Os valores Nome exclusivo do usuario devem ser exclusivos dentro do DN base do
usuario a que pertencem.

6. Na secao Transport Layer Security (TLS), selecione uma configuragdo de seguranca.

o Use STARTTLS (recomendado): Use STARTTLS para proteger as comunicagdes com o servidor
LDAP. Esta é a opg¢ao recomendada.

o Use LDAPS: A opgao LDAPS (LDAP sobre SSL) usa TLS para estabelecer uma conexdo com o
servidor LDAP. Esta opgéo € suportada por razées de compatibilidade.

> Nao use TLS: O trafego de rede entre o sistema StorageGRID e o servidor LDAP n&o sera protegido.

@ O uso da opgao nao usar TLS nao é suportado se o servidor do ative Directory forcar a
assinatura LDAP. Vocé deve usar STARTTLS ou LDAPS.

7. Se vocé selecionou STARTTLS ou LDAPS, escolha o certificado usado para proteger a conexao.
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o Use o certificado CA do sistema operacional: Use o certificado CA padrao instalado no sistema
operacional para proteger conexdes.

o Use certificado CA personalizado: Use um certificado de seguranga personalizado.

Se vocé selecionar essa configuragéo, copie e cole o certificado de seguranga personalizado na caixa
de texto certificado da CA.

8. Opcionalmente, selecione testar conexao para validar suas configuragcées de conexao para o servidor
LDAP.

Uma mensagem de confirmagéo aparece no canto superior direito da pagina se a conexao for valida.
9. Se a conexao for valida, selecione Salvar.

A captura de tela a seguir mostra valores de configuragéo de exemplo para um servidor LDAP que usa o
ative Directory.
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LDAP service type

Select the type of LDAP service you want to configure.

Active Directory OpenlLDAF Other

Configure LDAP server (allfields are required)

Hostname Port
my-active-directory.example.com 389
Username

MyDomain\Administrator

Password

Group Base DN

DC=storagegrid,DC=example,DC=com

User Base DN

DC=storagegrid,DC=example,DC=com

ﬂh%ww,w‘%wwwmww

Informacgdes relacionadas

"Cifras suportadas para conexdes TLS de saida"

"Requisitos para o uso de logon unico"

"Criando uma conta de locatario"

"Use uma conta de locatario"

Diretrizes para configurar um servidor OpenLDAP

Se vocé quiser usar um servidor OpenLDAP para federagao de identidade, vocé deve configurar

configuragdes especificas no servidor OpenLDAP.
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Sobreposi¢goes de Memberof e refint

As sobreposicbes membranadas e refinadas devem ser ativadas. Para obter mais informacgdes, consulte as
instrugdes para manutengao de associagao reversa em grupo no Guia do Administrador para OpenLDAP.

Indexagao

Vocé deve configurar os seguintes atributos OpenLDAP com as palavras-chave de indice especificadas:

* 0lcDbIndex: objectClass eq
®* 0lcDbIndex: uid eq,pres, sub
®* 0lcDbIndex: cn eq,pres,sub

®* 0lcDbIndex: entryUUID eq

Além disso, certifique-se de que os campos mencionados na ajuda do Nome de usuario sejam indexados para
um desempenho ideal.

Consulte as informagdes sobre a manutengéo da associagao de grupo reverso no Guia do Administrador para
OpenLDAP.

Informagodes relacionadas
"Documentacédo do OpenLDAP: Guia do administrador da versao 2,4"
Forgando a sincronizagdao com a fonte de identidade

O sistema StorageGRID sincroniza periodicamente grupos federados e usuarios da origem da identidade.
Vocé pode forgar o inicio da sincronizagao se quiser ativar ou restringir as permissdes de usuario 0 mais
rapido possivel.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

» A origem da identidade deve estar ativada.

Passos
1. Selecione Configuragao > Controle de Acesso > Federagcao de identidade.

A pagina Federagéao de identidade é exibida. O botdo Sincronizar esta na parte inferior da pagina.

Synchronize

StorageGRID periodically synchronizes federated groups and users from the configured LDAP server. Clicking the button below will immediately start the
synchronization process against the saved LDAP server.

2. Clique em Sincronizar.

Uma mensagem de confirmagao indica que a sincronizagao foi iniciada com éxito. O processo de
sincronizagao pode demorar algum tempo, dependendo do ambiente.
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@ O alerta Falha na sincronizacao da federacgao de identidade ¢ acionado se houver um
problema na sincronizagao de grupos federados e usuarios da origem da identidade.

Desativando a federacao de identidade

Vocé pode desativar temporariamente ou permanentemente a federagao de identidade para grupos e
usuarios. Quando a federagao de identidade esta desativada, nao ha comunicagao entre o StorageGRID e a
fonte de identidade. No entanto, todas as configuragdes que vocé configurou sdo mantidas, permitindo que
vocé reative facilmente a federagao de identidade no futuro.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa
Antes de desativar a federacao de identidade, vocé deve estar ciente do seguinte:

* Os utilizadores federados nao poderao iniciar sessao.

* Os usuarios federados que estiverem conetados no momento manterdo o acesso ao sistema
StorageGRID até que sua sessao expire, mas nao poderao fazer login depois que sua sessao expirar.

« A sincronizagao entre o sistema StorageGRID e a origem da identidade ndo ocorrera e os alertas ou
alarmes nao serdo gerados para contas que nao foram sincronizadas.

A caixa de selegéo Ativar Federacgao de identidade sera desativada se o logon unico (SSO) estiver
definido como ativado ou modo Sandbox. O status SSO na pagina de logon Unico deve ser Desabilitado
antes de desativar a federacao de identidade.

Passos
1. Selecione Configuragao > Controle de Acesso > Federagao de identidade.

2. Desmarque a caixa de selecao Ativar Federacgao de identidade.
3. Clique em Salvar.
Informacgodes relacionadas

"Desativagao do logon unico"

Gerenciando grupos de administradores

Vocé pode criar grupos de administragado para gerenciar as permissdes de seguranga
para um ou mais usuarios de administragdo. Os usuarios devem pertencer a um grupo
para ter acesso ao sistema StorageGRID.

Criando grupos de administragao

Os grupos de administragao permitem determinar quais usuarios podem acessar quais recursos e operagoes
no Gerenciador de Grade e na API| de Gerenciamento de Grade.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.
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+ Se vocé pretende importar um grupo federado, vocé deve ter a federacao de identidade configurada e o
grupo federado ja deve existir na origem de identidade configurada.

Passos
1. Selecione Configuration > Access Control > Admin Groups.

A pagina grupos de administragéo é exibida e lista todos os grupos de administragdo existentes.

Admin Groups

Add and manage local and federated user groups, allowing member users to sign in fo the Grid Manager. Set group permissions to conirol
access to specific pages and featuras.

|4 Add || BN Clone || # Edit|[ % Remove

Name D Group Type €  Access Mode &
* Flintstone 264083d0-23b5-3046-9bd4-88bT7097731ab Federated Read-write
Simpson ccBadi1f-68d0-f8da-af29-e7abfcdct3a2 Federated Read-enly
ILM (read-only group) 88446141-9589-4543-b183-8c227ceT767a Local Read-only
AP| Developers 974b2faa-f9al-4cic-b364-914cdba2905f Local Read-write
ILM Admins (read-write) a528c0c2-2417-4559-86ed-f0d2231dad20 Local Read-write
Maintenance Users fe3400ec-dedc-45a7-8bbi-21496b352a8d Local Read-write
Group Type Al v Show 20 ¥ rows perpage . | 3

2. Selecione Adicionar.

A caixa de didlogo Adicionar grupo é exibida.
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Add Group

Create a new local group or import & group from the external identity source,

Group Type ©@ @ Local ' Federated

Display Mame

Unigue Name @

Access Mode @ @ Read-write Read-only

Management Permissions

] Root Access € ! Manage Aleris €
|| Acknowledge Alarms @ | Grid Topology Page Configuration &
|1 Other Grid Configuration & | Tenant Accounts @
Change Tenant Root Password @ [ | Maintenance &
[ Melrics Query @ O @
|| Object Metadata Lookup € || Storage Appliance Administrator @

Para tipo de grupo, selecione local se quiser criar um grupo que sera usado somente no StorageGRID ou
selecione federado se quiser importar um grupo da origem de identidade.

. Se voceé selecionou local, digite um nome de exibi¢gao para o grupo. O nome de exibicdo € o nome que

aparece no Gerenciador de Grade. Por exemplo, "usuarios de Manutengao™ ou "Administradores de

ILM."™
Introduza um nome exclusivo para o grupo.
> Local: Digite o nome exclusivo que vocé deseja. Por exemplo, ""Administradores ILM."

> Federated: Insira o nome do grupo exatamente como ele aparece na origem de identidade
configurada.

Para modo de Acesso, selecione se os usuarios do grupo podem alterar as configuragdes e executar
operagoes no Gerenciador de Grade e na API de Gerenciamento de Grade ou se eles s6 podem exibir
configuragbes e recursos.

o Leitura-escrita (padréo): Os usuarios podem alterar as configuragdes e executar as operagdes
permitidas por suas permissdes de gerenciamento.

o Somente leitura: Os usuarios s6 podem visualizar configuragdes e recursos. Eles ndo podem fazer
alteracdes ou executar quaisquer operacdes no Gerenciador de Grade ou na API de Gerenciamento
de Grade. Os usuarios locais so de leitura podem alterar suas proprias senhas.



Se um usuario pertencer a varios grupos e qualquer grupo estiver definido como
somente leitura, o usuario tera acesso somente leitura a todas as configuragées e
recursos selecionados.

7. Selecione uma ou mais permissdes de gerenciamento.

Vocé deve atribuir pelo menos uma permisséo a cada grupo; caso contrario, 0s usuarios pertencentes ao
grupo nao poderao entrar no StorageGRID.

8. Selecione Guardar.

O novo grupo é criado. Se este for um grupo local, agora vocé pode adicionar um ou mais usuarios. Se
este for um grupo federado, a fonte de identidade gerencia quais usuarios pertencem ao grupo.

Informacgdes relacionadas

"Gerenciamento de usuarios locais"

Permissdes do grupo de administragao

Ao criar grupos de usuarios admin, vocé seleciona uma ou mais permissdes para controlar o acesso a
recursos especificos do Gerenciador de Grade. Em seguida, vocé pode atribuir cada usuario a um ou mais
desses grupos de administragédo para determinar quais tarefas o usuario pode executar.

Vocé deve atribuir pelo menos uma permisséo a cada grupo; caso contrario, 0os usuarios pertencentes a esse
grupo ndo poderao entrar no Gerenciador de Grade.

Por padrao, qualquer usuario que pertenga a um grupo que tenha pelo menos uma permisséo pode executar
as seguintes tarefas:

* Faga login no Gerenciador de Grade

* Veja o Dashboard

« Exibir as paginas de nos

* Monitore a topologia da grade

* Ver alertas atuais e resolvidos

* Visualizar alarmes atuais e historicos (sistema legado)

* Alterar sua propria senha (somente usuarios locais)

* Visualize determinadas informagdes nas paginas Configuracdo e Manutengao

As segdes a seguir descrevem as permissdes que vocé pode atribuir ao criar ou editar um grupo de
administradores. Qualquer funcionalidade ndo mencionada explicitamente requer a permissao de acesso root.

Acesso araiz

Essa permissao fornece acesso a todos os recursos de administragéo de grade.

Gerenciar alertas

Essa permissao fornece acesso a opgdes de gerenciamento de alertas. Os usuarios devem ter essa
permissao para gerenciar siléncios, notificagbes de alerta e regras de alerta.
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Reconhecer alarmes (sistema legado)

Esta permissao fornece acesso para reconhecer e responder a alarmes (sistema legado). Todos os usuarios
conetados podem visualizar alarmes atuais e historicos.

Se vocé quiser que um usuario monitore a topologia da grade e reconhega somente alarmes, vocé deve
atribuir essa permissao.

Configuracao da pagina de topologia da grelha
Esta permissao fornece acesso as seguintes opgdes de menu:

» Guias de configuragao disponiveis nas paginas em suporte > Ferramentas > topologia de grade.

* Redefinir contagens de eventos na guia nés > Eventos.

Outra Configuragao de Grade

Esta permissao fornece acesso a opgdes de configuragao de grade adicionais.

@ Para ver essas opgodes adicionais, os usuarios também devem ter a permissédo de Configuragao
de Pagina de topologia de Grade.

+ Alarmes (sistema legado):
o Alarmes globais
o Configuragéo de e-mail legado
o ILM:
> Pools de armazenamento
> Classes de armazenamento
» Configuragao > Configuragoes de rede
o Custo da ligagao
» Configuragao > Configuragoes do sistema:
o Opc¢des de exibigao
> Opcoes de grelha
o Opgdes de armazenamento
» Configuragao > Monitoramento:
o Eventos
* Suporte:
> AutoSupport

Contas de inquilino

Esta permissao fornece acesso a pagina tenants > Tenant Accounts.

A versao 1 da APl Grid Management (que foi obsoleta) usa essa permisséo para gerenciar
politicas de grupo de locatarios, redefinir senhas de administrador Swift e gerenciar chaves de
acesso S3 do usuario raiz.

42



Altere a senha raiz do locatario

Essa permissao fornece acesso a opgao alterar senha de root na pagina Contas de locatario, permitindo que
vocé controle quem pode alterar a senha para o usuario raiz local do locatario. Os usuarios que ndo tém essa
permissdo nao podem ver a opgao alterar senha de root.

@ Vocé deve atribuir a permissdo Contas do locatario ao grupo antes de poder atribuir essa
permissao.

Manutengao

Esta permissao fornece acesso as seguintes op¢des de menu:

» Configuragao > Configuragoes do sistema:
> Nomes de dominio*
o Certificados de servidor*
« Configuragao > Monitoramento:
o Auditoria®
» Configuragao > Controle de Acesso:
o Senhas de grade
* Manutencgao > tarefas de manutengao
o Descomissionar
o Expanséao
o Recuperagao
* Manuteng¢ao > rede:
o Servidores DNS*
> Rede de rede*
o Servidores NTP*
* Manutenc¢ao > sistema:
o Licenga®
o Pacote de recuperagao
o Atualizacao de software
* Suporte > Ferramentas:
> Registos

» Os usuarios que nao tém a permissdo Manutengédo podem exibir, mas nao editar, as paginas marcadas
com um asterisco.

Consulta de métricas

Esta permissao fornece acesso a pagina suporte > Ferramentas > métricas. Essa permissdo também
fornece acesso a consultas de métricas personalizadas do Prometheus usando a se¢do Metrics da API Grid
Management.
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ILM

Esta permissao fornece acesso as seguintes opgdes de menu ILM:

» Codificacao de apagamento
* Regras
 Politicas

* Regides

@ O acesso as opgdes de menu ILM > Storage Pools e ILM > Storage grades é controlado
pelas outras permissdes de Configuragdo de Grade e topologia de Grade Page Configuration.

Pesquisa de metadados de objetos

Esta permissao fornece acesso a opgao de menu ILM > Object Metadata Lookup.

Administrador do dispositivo de armazenamento

Essa permissao fornece acesso ao Gerenciador de sistemas do e-Series SANTtricity em dispositivos de
storage por meio do Gerenciador de Grade.

Interagao entre permissdes e modo de acesso

Para todas as permissoes, a configuragdo modo de acesso do grupo determina se os usuarios podem alterar
configuragdes e executar operagdes ou se eles podem exibir somente as configuragdes e recursos
relacionados. Se um usuario pertencer a varios grupos e qualquer grupo estiver definido como somente
leitura, o usuario tera acesso somente leitura a todas as configuracdes e recursos selecionados.

Desativando recursos da API de Gerenciamento de Grade

Vocé pode usar a API de gerenciamento de grade para desativar completamente certos recursos no sistema
StorageGRID. Quando um recurso € desativado, ninguém pode receber permissdes para executar as tarefas
relacionadas a esse recurso.

Sobre esta tarefa

O sistema de funcionalidades desativadas permite-lhe impedir o acesso a determinadas funcionalidades no
sistema StorageGRID. A desativagéo de um recurso € a unica maneira de impedir que o0 usuario raiz ou os
usuarios que pertencem a grupos de administragdo com a permissédo de acesso root possam usar esse
recurso.

Para entender como essa funcionalidade pode ser Util, considere o seguinte cenario:

A empresa A é um provedor de servigos que aluga a capacidade de armazenamento de seu sistema
StorageGRID criando contas de inquilino. Para proteger a seguranga dos objetos de seus arrendatarios, a
empresa A quer garantir que seus proprios funcionarios nunca possam acessar qualquer conta de locatario
depois que a conta tiver sido implantada.

A empresa A pode atingir esse objetivo usando o sistema Deactivate Features na APl Grid Management. Ao
desativar completamente o recurso Change Tenant Root Password no Gerenciador de Grade (tanto a Ul
quanto a API), a empresa A pode garantir que nenhum usuario Admin - incluindo o usuario root e usuarios
pertencentes a grupos com a permissdo de acesso root - pode alterar a senha para o usuario root de qualquer
conta de locatario.
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Reativando as funcionalidades desativadas

Por padrao, vocé pode usar a APl de Gerenciamento de Grade para reativar um recurso que foi desativado.
No entanto, se vocé quiser impedir que os recursos desativados sejam reativados, vocé pode desativar o
proprio recurso activateFeatures.

O recurso activateFeatures nao pode ser reativado. Se vocé decidir desativar esse recurso,

@ esteja ciente de que vocé perdera permanentemente a capacidade de reativar quaisquer outros
recursos desativados. Vocé deve entrar em Contato com o suporte técnico para restaurar
qualquer funcionalidade perdida.

Para obter detalhes, consulte as instrugdes para a implementacao de aplicativos cliente S3 ou Swift.

Passos
1. Acesse a documentagao do Swagger para a API de gerenciamento de grade.
2. Localize o endpoint Deactivate Features

3. Para desativar um recurso, como alterar senha de root do locatario, envie um corpo para a API assim:
{ "grid": {"changeTenantRootPassword": true} }

Quando a solicitagao estiver concluida, o recurso alterar senha raiz do locatario € desativado. A permissao
de gerenciamento de senha raiz do locatario de alteragdo ndo aparece mais na interface do usuario, e
qualquer solicitacdo de API que tente alterar a senha raiz de um locatario falhara com "'403 Forbidden."

4. Para reativar todos os recursos, envie um corpo para a APl assim:
{ "grid": null }

Quando esta solicitagéo estiver concluida, todos os recursos, incluindo o recurso alterar senha de root do
locatario, sao reativados. A permissao de gerenciamento de senha de raiz do locatario de alteracdo agora
aparece na interface do usuario e qualquer solicitagdo de API que tente alterar a senha de raiz de um
locatario sera bem-sucedida, assumindo que o usuario tenha a permisséao de gerenciamento de senha de
raiz do locatéario ou altere a permisséo de gerenciamento de senha de raiz do locatario.

O exemplo anterior faz com que os recursos All desativados sejam reativados. Se outros
recursos tiverem sido desativados que devem permanecer desativados, vocé devera

@ especifica-los explicitamente na SOLICITACAO PUT. Por exemplo, para reativar o recurso
alterar senha de raiz do locatario e continuar a desativar o recurso de reconhecimento de
alarme, envie esta SOLICITACAO DE COMPRA:

{ "grid": { "alarmAcknowledgment": true } }

Informacgdes relacionadas
"Usando a API de gerenciamento de grade"
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Modificando um grupo de administragao

Vocé pode modificar um grupo de administragéo para alterar as permissdes associadas ao grupo. Para grupos
de administragao locais, também € possivel atualizar o nome de exibigao.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Passos
1. Selecione Configuration > Access Control > Admin Groups.

2. Selecione o grupo.
Se o sistema incluir mais de 20 itens, vocé pode especificar quantas linhas sdo mostradas em cada
pagina de uma vez. Em seguida, vocé pode usar o recurso Localizar do navegador para procurar um item
especifico nas linhas exibidas atualmente.

3. Clique em Editar.

4. Opcionalmente, para grupos locais, digite 0 nome do grupo que aparecera para os usuarios, por exemplo,
usuarios de Manutencéo."

N&o é possivel alterar o nome exclusivo, que é o nome do grupo interno.

5. Opcionalmente, altere 0 modo de acesso do grupo.

o Leitura-escrita (padrao): Os usuarios podem alterar as configuragdes e executar as operagdes
permitidas por suas permissdes de gerenciamento.

o Somente leitura: Os usuarios s6 podem visualizar configuragdes e recursos. Eles ndo podem fazer
alteracdes ou executar quaisquer operacoes no Gerenciador de Grade ou na API de Gerenciamento
de Grade. Os usuarios locais s6 de leitura podem alterar suas proprias senhas.

Se um usuario pertencer a varios grupos e qualquer grupo estiver definido como
somente leitura, o usuario terd acesso somente leitura a todas as configuragdes e
recursos selecionados.

6. Opcionalmente, adicione ou remova permissdes de grupo.
Consulte informagdes sobre as permissdes do grupo de administragéo.
7. Selecione Guardar.

Informacgdes relacionadas
Permissdes do grupo de administragéo
Eliminar um grupo de administragao

Vocé pode excluir um grupo de administracdo quando quiser remover o grupo do sistema e remover todas as
permissdes associadas ao grupo. A exclusdo de um grupo de administragdo remove quaisquer usuarios de
administrador do grupo, mas nao exclui os usuarios de administrador.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
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* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Quando vocé exclui um grupo, os usuarios atribuidos a esse grupo perderao todos os Privileges de Acesso ao
Gerenciador de Grade, a menos que sejam concedidos Privileges por um grupo diferente.

Passos

1. Selecione Configuration > Access Control > Admin Groups.
2. Selecione 0 nome do grupo.
Se o sistema incluir mais de 20 itens, vocé pode especificar quantas linhas sdo mostradas em cada

pagina de uma vez. Em seguida, vocé pode usar o recurso Localizar do navegador para procurar um item
especifico nas linhas exibidas atualmente.

3. Selecione Remover.
4. Selecione OK.

Gerenciamento de usuarios locais

Vocé pode criar usuarios locais e atribui-los a grupos de administragao locais para
determinar quais recursos do Gerenciador de Grade esses usuarios podem acessar.

O Gerenciador de Grade inclui um usuario local predefinido, chamado "root". Embora vocé possa adicionar e
remover usuarios locais, ndo é possivel remover o usuario root.

@ Se o logon unico (SSO) tiver sido ativado, os usuarios locais ndo poderao fazer login no
StorageGRID.

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Criando um usuario local

Se tiver criado grupos de administragéo locais, pode criar um ou mais utilizadores locais e atribuir cada
utilizador a um ou mais grupos. As permissdes do grupo controlam quais recursos do Gerenciador de Grade o
usuario pode acessar.

Sobre esta tarefa

Vocé sé pode criar usuarios locais e s6 pode atribuir esses usuarios a grupos de administragao locais.
Usuarios federados e grupos federados séo gerenciados usando a fonte de identidade externa.

Passos

1. Selecione Configuration > Access Control > Admin Users.
2. Cliqgue em criar.
3. Introduza o nome de apresentagao do utilizador, o nome exclusivo e a palavra-passe.

4. Atribua o usuario a um ou mais grupos que governam as permissdes de acesso.
A lista de nomes de grupos € gerada a partir da tabela grupos.

5. Clique em Salvar.
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Informagodes relacionadas

"Gerenciando grupos de administradores”

Modificando a conta de um usuario local

Vocé pode modificar a conta de um usuario de administrador local para atualizar o nome de exibicdo do
usuario ou a associagao de grupo. Vocé também pode impedir temporariamente que um usuario acesse o
sistema.

Sobre esta tarefa

S6 pode editar utilizadores locais. Os detalhes do usuario federados s&o sincronizados automaticamente com
a fonte de identidade externa.

Passos
1. Selecione Configuration > Access Control > Admin Users.

2. Selecione o utilizador que pretende editar.
Se o sistema incluir mais de 20 itens, vocé pode especificar quantas linhas sdo mostradas em cada
pagina de uma vez. Em seguida, vocé pode usar o recurso Localizar do navegador para procurar um item
especifico nas linhas exibidas atualmente.

. Clique em Editar.

. Opcionalmente, faga alteragdes no nome ou na associagao ao grupo.

. Opcionalmente, para impedir que o usuario acesse o sistema temporariamente, marque Negar acesso.

o o0 b~ W

. Clique em Salvar.
As novas configuragdes sdo aplicadas da proxima vez que o usuario sair e, em seguida, voltar a entrar no
Gerenciador de Grade.

Eliminar a conta de um utilizador local

Vocé pode excluir contas de usuarios locais que nao precisam mais de acesso ao Gerenciador de Grade.

Passos
1. Selecione Configuration > Access Control > Admin Users.

2. Selecione o utilizador local que pretende eliminar.
@ N&o é possivel eliminar o utilizador local raiz predefinido.

Se o sistema incluir mais de 20 itens, vocé pode especificar quantas linhas sdo mostradas em cada
pagina de uma vez. Em seguida, vocé pode usar o recurso Localizar do navegador para procurar um item
especifico nas linhas exibidas atualmente.

3. Clique em Remover.
4. Clique em OK.

Alterar a palavra-passe de um utilizador local

Os usuarios locais podem alterar suas proprias senhas usando a opc¢ao alterar senha no banner do
Gerenciador de Grade. Além disso, 0s usuarios que tém acesso a pagina usuarios administradores podem
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alterar senhas para outros usuarios locais.

Sobre esta tarefa

Vocé pode alterar senhas apenas para usuarios locais. Os usuarios federados devem alterar suas proprias
senhas na fonte de identidade externa.

Passos
1. Selecione Configuration > Access Control > Admin Users.

2. Na pagina usuarios, selecione o usuario.
Se o sistema incluir mais de 20 itens, vocé pode especificar quantas linhas sdo mostradas em cada
pagina de uma vez. Em seguida, vocé pode usar o recurso Localizar do navegador para procurar um item
especifico nas linhas exibidas atualmente.

3. Clique em alterar senha.

4. Introduza e confirme a palavra-passe e clique em Guardar.

Usando logon unico (SSO) para StorageGRID

O sistema StorageGRID suporta logon unico (SSO) usando o padrao de linguagem de
marcagao de asserg¢ao de Seguranca 2,0 (SAML 2,0). Quando o SSO esta ativado, todos
0s usuarios devem ser autenticados por um provedor de identidade externo antes que
possam acessar o Gerenciador de Grade, o Gerenciador de Locatario, a API de
Gerenciamento de Grade ou a API de Gerenciamento de Locatario. Os utilizadores
locais ndo podem iniciar sessdo no StorageGRID.

« "Como o single sign-on funciona"
» "Requisitos para o uso de logon unico"
+ "Configurando logon unico"

Como o single sign-on funciona

Antes de ativar o SSO (logon unico), verifique como os processos de login e logout do
StorageGRID sao afetados quando o SSO esta ativado.

Iniciar sessdo quando o SSO esta ativado

Quando o SSO esta ativado e vocé entra no StorageGRID, vocé é redirecionado para a pagina SSO da sua
organizagao para validar suas credenciais.

Passos

1. Insira 0 nome de dominio totalmente qualificado ou o endereco IP de qualquer né de administrador do
StorageGRID em um navegador da Web.

E apresentada a pagina de inicio de sessao do StorageGRID.

o Se esta for a primeira vez que vocé acessou o URL neste navegador, sera solicitado um ID de conta:
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SiarageGRlD® Sign in

Account ID | 00000000000000000000

For Grid Manager, leave this field blank.
NetApp-
Sign in

o Se vocé acessou anteriormente o Gerenciador de Grade ou o Gerente do Locatario, sera solicitado
qgue vocé selecione uma conta recente ou insira um ID de conta:

StorageGRlD@ Sign in

Recent | 53 tenant j

Account ID  27469746059057031822

NetApp

For Grid Manager, leave this field blank.

Sign in

A péagina de login do StorageGRID nao é exibida quando vocé insere o URL completo de
uma conta de locatario (ou seja, um nome de dominio totalmente qualificado ou enderecgo

@ IP seguido de /?accountId=20-digit-account-id). Em vez disso, vocé sera
imediatamente redirecionado para a pagina de login SSO da sua organizagao, onde vocé
pode Inicie sessdo com as suas credenciais SSO.

2. Indique se deseja acessar o Gerenciador de Grade ou o Gerenciador de Locatario:

o Para acessar o Gerenciador de Grade, deixe o campo ID de conta em branco, digite 0 como ID de
conta ou selecione Gerenciador de Grade se ele aparecer na lista de contas recentes.

o Para acessar o Gerenciador do Locatario, insira o ID da conta do locatario de 20 digitos ou selecione
um locatario pelo nome se ele aparecer na lista de contas recentes.

3. Clique em entrar
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O StorageGRID redireciona vocé para a pagina de login SSO da sua organizagdo. Por exemplo:



4.

5.

Sign in with your organizational account

someone@example.com

|3355-:-|:~rd

Faga login com suas credenciais SSO.

Se suas credenciais SSO estiverem corretas:

a. O provedor de identidade (IDP) fornece uma resposta de autenticagdo ao StorageGRID.
b. O StorageGRID valida a resposta de autenticagao.

c. Se a resposta for valida e vocé pertencer a um grupo federado que tenha permissédo de acesso
adequada, vocé sera conetado ao Gerenciador de Grade ou ao Gerente do locatario, dependendo da
conta selecionada.

Opcionalmente, acesse outros nés de administragdo ou acesse o Gerenciador de grade ou o Gerenciador
de locatario, se vocé tiver permissdes adequadas.

Vocé nao precisa reinserir suas credenciais SSO.

Terminar sessdo quando o SSO esta ativado

Quando o SSO esta ativado para o StorageGRID, o que acontece quando vocé sai depende do que vocé esta
conetado e de onde vocé esta se saindo.

Passos

1.
2.

Localize o link Sair no canto superior direito da interface do usuario.

Clique em Sair.

E apresentada a pagina de inicio de sessdo do StorageGRID. A lista suspensa Recent Accounts (Contas
recentes) é atualizada para incluir o Grid Manager ou o nome do locatério, para que vocé possa acessar
essas interfaces de usuario mais rapidamente no futuro.

Se vocé estiver conetado a... E vocé sai de... Vocé esta logado fora de...

Grid Manager em um ou mais nés Grid Manager em qualquer n6 de  Grid Manager em todos os nés de
de administracéo administracao administracao

Gerenciador de locatarios em um Gerente de locatario em qualquer Gerenciador de locatarios em
ou mais nés de administragéao n6 de administrador todos os nds de administragao
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Se vocé estiver conetado a... E vocé sai de... Vocé esta logado fora de...

Tanto o Grid Manager quanto o Gerenciador de grade Apenas o Grid Manager. Vocé
Tenant Manager também deve sair do Gerenciador
do Locatario para sair do SSO.

A tabela resume o que acontece quando vocé sai se estiver usando uma Unica sessao do
navegador. Se vocé estiver conetado ao StorageGRID em varias sessées do navegador, sera
necessario sair de todas as sessdes do navegador separadamente.

Requisitos para o uso de logon unico

Antes de ativar o logon unico (SSO) para um sistema StorageGRID, revise os requisitos
nesta secao.

O logon unico (SSO) nao esta disponivel nas portas do Gerenciador de Grade restrito ou do
Gerenciador de locatario. Vocé deve usar a porta HTTPS padrao (443) se quiser que 0s
usuarios se autentiquem com logon unico.

Requisitos do provedor de identidade

O provedor de identidade (IDP) para SSO deve atender aos seguintes requisitos:

» Uma das seguintes versdes do ative Directory Federation Service (AD FS):
o AD FS 4,0, incluido no Windows Server 2016

@ O Windows Server 2016 deve estar usando o "Atualizacdo do KB3201845", ou superior.

> AD FS 3,0, incluido na atualizagao do Windows Server 2012 R2 ou superior.
* Transport Layer Security (TLS) 1,2 ou 1,3

* Microsoft NET Framework, versao 3.5.1 ou superior

Requisitos de certificado do servidor

O StorageGRID usa um certificado de servidor de interface de gerenciamento em cada né de administrador
para proteger o acesso ao Gerenciador de grade, ao Gerenciador de locatario, a APl de gerenciamento de
grade e a API de gerenciamento de locatario. Quando vocé configura as confiangas de parte confiaveis SSO
para o StorageGRID no AD FS, vocé usa o certificado do servidor como o certificado de assinatura para
solicitagbes do StorageGRID para o AD FS.

Se vocé ainda néo tiver instalado um certificado de servidor personalizado para a interface de gerenciamento,
vocé deve fazé-lo agora. Quando vocé instala um certificado de servidor personalizado, ele é usado para
todos os nds de administracédo e vocé pode usa-lo em todos os trusts de terceiros dependentes do
StorageGRID.

O uso do certificado de servidor padrdao de um né Admin na confianga de parte dependente do

@ AD FS nao é recomendado. Se o no falhar e vocé o recuperar, um novo certificado de servidor
padrao sera gerado. Antes de poder iniciar sess&o no no recuperado, tem de atualizar a
confianga da parte dependente no AD FS com o novo certificado.
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Vocé pode acessar o certificado de servidor de um n6 de administrador fazendo login no shell de comando do
né e indo para /var/local/mgmt—-api o diretério. Um certificado de servidor personalizado é custom-
server.crt nomeado . O certificado de servidor padrdo do n6 é server.crt nomeado .

Informacgdes relacionadas

"Controlar o acesso através de firewalls"

"Configurando um certificado de servidor personalizado para o Gerenciador de Grade e o Gerenciador de
locatario"

Configurando logon tnico

Quando o logon unico (SSO) esta ativado, os usuarios s6 podem acessar o Gerenciador
de Grade, o Gerenciador de Locatario, a APl de gerenciamento de grade ou a API de
gerenciamento de locatario se suas credenciais forem autorizadas usando o processo de
login SSO implementado pela sua organizagao.

+ "Confirmar que usuarios federados podem entrar"
* "Usando o modo sandbox"

 "Criando confiangas de parte confiaveis no AD FS"
» "Testando confiancas de parte de confianca"
 "Ativar o inicio de sesséo unico"

* "Desativagao do logon unico"

» "Desativando e rehabilitando temporariamente o logon unico para um né de administragdo”

Confirmar que usuarios federados podem entrar

Antes de ativar o logon unico (SSO), vocé deve confirmar que pelo menos um usuario
federado pode entrar no Gerenciador de Grade e entrar no Gerenciador de locatarios
para quaisquer contas de locatario existentes.

O que voceé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de acesso especificas.

* Vocé esta usando o ative Directory como fonte de identidade federada e o AD FS como provedor de
identidade.

"Requisitos para o uso de logon unico"

Passos

1. Se houver contas de inquilino existentes, confirme que nenhum dos inquilinos esta usando sua propria
fonte de identidade.

Quando vocé ativa o SSO, uma fonte de identidade configurada no Gerenciador de

@ locatario é substituida pela origem de identidade configurada no Gerenciador de Grade. Os
usuarios pertencentes a fonte de identidade do locatario ndo poderdo mais entrar a menos
que tenham uma conta com a fonte de identidade do Gerenciador de Grade.
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a.
b.
C.
d.

Inicie sessao no Gestor do Locatario para cada conta de inquilino.
Selecione Access Control > Identity Federation.
Confirme se a caixa de verificagao Ativar Federagao de identidade nio esta selecionada.

Se estiver, confirme se os grupos federados que possam estar em uso para essa conta de locatario
nao sao mais necessarios, desmarque a caixa de selecéo e clique em Salvar.

2. Confirme se um usuario federado pode acessar o Gerenciador de Grade:

a.

No Gerenciador de Grade, selecione Configuragao > Controle de Acesso > grupos de
administradores.

. Certifique-se de que pelo menos um grupo federado tenha sido importado da origem de identidade do

ative Directory e de que tenha sido atribuida a permisséo de acesso raiz.

. Terminar sesséao.

. Confirme que vocé pode fazer login novamente no Gerenciador de Grade como um usuario no grupo

federado.

3. Se houver contas de locatario existentes, confirme se um usuario federado que tenha permissao de
acesso root pode entrar:
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a.
b.

C.

No Gerenciador de Grade, selecione tenants.
Selecione a conta de locatario e clique em Editar conta.

Se a caixa de selegdo usa origem de identidade propria estiver selecionada, desmarque a caixa e
clique em Salvar.

Edit Tenant Account

Tenant Details
Display Mame 53 tenant account
Uses Own |dentity Source [
Allow Platform Services v

Storage Qluota (optional) GB -

A pagina Contas do locatario é exibida.

a.

Selecione a conta de locatario, clique em entrar e faga login na conta de locatario como usuario raiz
local.

No Gerenciador do Locatario, clique em Controle de Acesso > grupos.

Certifiqgue-se de que pelo menos um grupo federado do Gerenciador de Grade recebeu a permissao
de acesso raiz para esse locatario.

Terminar sesséo.

Confirme que vocé pode fazer login novamente no locatario como um usuario no grupo federado.



Informagdes relacionadas

"Requisitos para o uso de logon unico"
"Gerenciando grupos de administradores”

"Use uma conta de locatario"

Usando o modo sandbox

Vocé pode usar o modo sandbox para configurar e testar as confiangas de parte
dependentes dos Servigos de Federagao do ative Directory (AD FS) antes de aplicar o
logon unico (SSO) para usuarios do StorageGRID. Depois que o SSO estiver ativado,
vocé podera reativar o modo sandbox para configurar ou testar novos e existentes trusts
de terceiros. A reativacdo do modo sandbox desativa temporariamente o SSO para
usuarios do StorageGRID.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Quando o0 SSO esta ativado e um usuario tenta entrar em um né de administrador, o StorageGRID envia uma
solicitagéo de autenticagédo para o AD FS. Por sua vez, 0o AD FS envia uma resposta de autenticagéo de volta
ao StorageGRID, indicando se a solicitagdo de autorizagéo foi bem-sucedida. Para solicitagbes bem-
sucedidas, a resposta inclui um identificador universal exclusivo (UUID) para o usuario.

Para permitir que o StorageGRID (o provedor de servigos) e o AD FS (o provedor de identidade) se
comuniquem com seguranga sobre solicitagdes de autenticacdo de usuario, vocé deve configurar
determinadas configuragdes no StorageGRID. Em seguida, vocé deve usar o AD FS para criar uma confianga
de parte confiavel para cada né Admin. Finalmente, vocé deve retornar ao StorageGRID para ativar o SSO.

O modo Sandbox facilita a execugéo desta configuragado de back-and-forth e testar todas as suas
configuragdes antes de ativar o SSO.

O uso do modo sandbox é altamente recomendado, mas ndo é estritamente necessario. Se
voceé estiver preparado para criar confiancas de parte dependentes do AD FS imediatamente

@ apos configurar o SSO no StorageGRID e nao precisar testar os processos de SSO e logout
unico (SLO) para cada n6 de administrador, clique em habilitado, insira as configuracdes do
StorageGRID, crie uma confianca de parte confiavel para cada né de administrador no AD FS e
clique em Salvar para ativar o SSO.

Passos
1. Selecione Configuragao > Controle de Acesso > Inicio de sessao unico.

A pagina Single Sign-On (Inicio de sess&o unico) é exibida, com a op¢ao Disabled selecionada.
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2.

3.

4.
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Single Sign-on

You can enable single sign-on (S50) if you want an external identity provider (IdP) to authorize all user access to StorageGRID. To start, enable identity federation
and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for any existing tenant accounts. Mext,
select Sandbox Mode to configure, save, and then test your S50 seftings. After verifying the connections, select Enabled and click Save to start using S50.

S50 Status # Disabled " Sandbox Mode " Enabled

Se as opgdes de Status SSO nao forem exibidas, confirme se vocé configurou o ative
@ Directory como a origem de identidade federada. Consulte ""requisitos para utilizar o inicio
de sessao unico."™

Selecione a opcao Sandbox Mode.

As configuracdes Provedor de identidade e parte dependente aparecem. Na secéo Provedor de
identidade, o campo tipo de servigo é somente leitura. Ele mostra o tipo de servigo de federagéo de
identidade que vocé esta usando (por exemplo, ative Directory).

Na secao Provedor de identidade:

a. Insira o nome do Servigo de Federacao, exatamente como aparece no AD FS.

Para localizar o Nome do Servigo de Federagao, va para Windows Server Manager.

@ Selecione Ferramentas > Gerenciamento do AD FS. No menu Agéao, selecione Editar
Propriedades do Servigo de Federagdao. O Nome do Servigo de Federagéo é
apresentado no segundo campo.

b. Especifique se deseja usar a Seguranga da camada de Transporte (TLS) para proteger a conexao
quando o provedor de identidade enviar informagdes de configuragdo SSO em resposta a solicitagdes
StorageGRID.

= Use o certificado CA do sistema operacional: Use o certificado CA padrao instalado no sistema
operacional para proteger a conexao.

= Usar certificado CA personalizado: Use um certificado CA personalizado para proteger a
conexao.

Se vocé selecionar essa configuragéo, copie e cole o certificado na caixa de texto certificado CA.

= Nao use TLS: N&ao use um certificado TLS para proteger a conexao.

Na secao parte dependente, especifique o identificador de parte dependente que vocé usara para nés de
administrador do StorageGRID quando vocé configurar confiangas de parte dependentes.

o Por exemplo, se sua grade tiver apenas um n6é Admin e vocé nao antecipar a adigdo de mais nos
Admin no futuro, digite SG ou StorageGRID.

° Se sua grade incluir mais de um né Admin, inclua a cadeia [HOSTNAME] no identificador. Por
exemplo, SG- [HOSTNAME ] . Isso gera uma tabela que inclui um identificador de parte confiavel para
cada n6é Admin, com base no nome do host do n6. Observacgao: Vocé deve criar uma confianca de
parte confiavel para cada né de administrador em seu sistema StorageGRID. Ter uma confianca de
parte confiavel para cada n6é de administragdo garante que os usuarios possam entrar e sair com
seguranca de qualquer n6 de administracao.



5. Clique em Salvar.

o Uma marca de verificagdo verde aparece no botdo Save durante alguns segundos.

Save

> O aviso de confirmagéo do modo Sandbox aparece, confirmando que o modo sandbox esta agora
ativado. Vocé pode usar esse modo enquanto usa o AD FS para configurar uma confianga de parte
confiavel para cada n6 Admin e testar os processos de login unico (SSO) e logout unico (SLO).

Single Sign-on

You can enable single sign-on (S30) if you want an external identity provider (1dP) to authorize all user access to StorageGRID. To start, enable
identity federation and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for
any existing tenant accounts. Mext, select Sandbox Mode to configure, save, and then test your S50 settings. After verifying the connections,
select Enabled and click Save to start using SS0.

S30 Status " Disabled * Sandbox Mode " Enabled

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50} and
single logout (SLO} are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Senices (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Mode, using the relying party identifier(s) shown below.

2. Go to your identity provider's sign-on page: https:/fad2016.saml.sgws/adfs/|s/idpinitiatedsignon_htm

3. From this page, sign in to each StorageGRID relying party trust. If the SSO operation 15 successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SS0 for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the S50 Status to Enabled, and click Save.

Informacgoes relacionadas

"Requisitos para o uso de logon unico"

Criando confiancas de parte confiaveis no AD FS

Vocé deve usar os Servigos de Federagao do ative Directory (AD FS) para criar uma
confianca de parte confiavel para cada né de administracdo em seu sistema. Vocé pode
criar trusts confiaveis de parte usando comandos do PowerShell, importando metadados
SAML do StorageGRID ou inserindo os dados manualmente.

Criando uma confianca de parte confiavel usando o Windows PowerShell

Vocé pode usar o Windows PowerShell para criar rapidamente uma ou mais trusts de parte confiaveis.

O que vocé vai precisar

* Vocé configurou o SSO no StorageGRID e sabe o nome de dominio totalmente qualificado (ou o enderego
IP) e o identificador de parte confiavel para cada n6 de administrador no seu sistema.
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Vocé deve criar uma confianga de parte confiavel para cada n6é de administrador no seu

@ sistema StorageGRID. Ter uma confianga de parte confiavel para cada n6 de administragcao
garante que os usuarios possam entrar e sair com seguranga de qualquer n6 de
administracao.

» Vocé tem experiéncia em criar confianga de parte confiavel no AD FS ou tem acesso a documentagéo do
Microsoft AD FS.

* Vocé esta usando o snap-in Gerenciamento do AD FS e pertence ao grupo Administradores.

Sobre esta tarefa

Estas instru¢des aplicam-se ao AD FS 4,0, que esta incluido no Windows Server 2016. Se vocé estiver
usando o AD FS 3,0, que esta incluido no Windows 2012 R2, vocé notara pequenas diferengas no
procedimento. Consulte a documentagao do Microsoft AD FS se tiver duvidas.

Passos

1. No menu Iniciar do Windows, clique com o botao direito do Mouse no icone do PowerShell e selecione
Executar como Administrador.

2. No prompt de comando do PowerShell, digite o seguinte comando:

Add-AdfsRelyingPartyTrust -Name "Admin Node Identifer" -MetadataURL
"https://Admin Node FQODN/api/saml-metadata"

° Para Admin Node Identifier, insira o |ldentificador de parte dependente para o n6 Admin,
exatamente como aparece na pagina Inicio de sess&o unico. Por exemplo, SG-DC1-ADM1.

° Para Admin Node FQDN, introduza o nome de dominio totalmente qualificado para o mesmo no de
administragao. (Se necessario, vocé pode usar o enderego IP do né em vez disso. No entanto, se vocé
inserir um endereco IP aqui, esteja ciente de que vocé deve atualizar ou recriar essa confianca de
parte confiavel se esse endereco IP mudar alguma vez.)

3. No Gerenciador do Windows Server, selecione Ferramentas > Gerenciamento do AD FS.
A ferramenta de gerenciamento do AD FS é exibida.

4. Selecione AD FS > confiar em parts.
E apresentada a lista de confiancas de partes dependentes.

5. Adicione uma Politica de Controle de Acesso a confianga da entidade dependente recém-criada:
a. Localize a confianga de quem confia que vocé acabou de criar.

b. Clique com o botéo direito do rato na fidedignidade e selecione Editar politica de controlo de
acesso.

c. Selecione uma politica de controlo de acesso.
d. Cliqgue em Apply e clique em OK

6. Adicione uma Politica de emisséo de reclamagéao a recém-criada confianga da parte dependente:
a. Localize a confianca de quem confia que vocé acabou de criar.

b. Clique com o botao direito do rato na confianca e selecione Editar politica de emissao de
reclamacgéo.

c. Clique em Adicionar regra.
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d. Na pagina Selecionar modelo de regra, selecione Enviar atributos LDAP como reivindicagdes na
lista e clique em Avancgar.

e. Na pagina Configurar regra, insira um nome de exibigdo para essa regra.
Por exemplo, ObjectGUID to Name ID.

f. Para o Attribute Store, selecione ative Directory.
g. Na coluna LDAP Attribute da tabela Mapping, digite objectGUID.

h. Na coluna Outgoing Claim Type (tipo de reclamacgao de saida) da tabela Mapeamento, selecione
Name ID (ID do nome) na lista suspensa.

i. Clique em Finish e clique em OK.

7. Confirme se os metadados foram importados com sucesso.
a. Clique com o botao direito do rato na confianca da parte dependente para abrir as suas propriedades.
b. Confirme se os campos nas guias Endpoints, Identificadores e assinatura estdo preenchidos.

Se os metadados estiverem ausentes, confirme se o enderego de metadados da Federagao esta
correto ou simplesmente insira os valores manualmente.

8. Repita essas etapas para configurar uma confianga de parte confiavel para todos os nés de administragéo
no sistema StorageGRID.

9. Quando terminar, regresse ao StorageGRID e "teste todos os trusts de confianca"confirme que estéo
configurados corretamente.

Criando uma confianca de parte confiavel importando metadados de federagao

Vocé pode importar os valores de cada confianca de parte confiavel acessando os metadados SAML para
cada no6 de administragao.

O que voceé vai precisar

* Vocé configurou o SSO no StorageGRID e sabe o nome de dominio totalmente qualificado (ou o enderego
IP) e o identificador de parte confiavel para cada n6 de administrador no seu sistema.

Vocé deve criar uma confianga de parte confiavel para cada n6é de administrador no seu

@ sistema StorageGRID. Ter uma confianga de parte confiavel para cada n6 de administracao
garante que os usuarios possam entrar e sair com seguranga de qualquer n6 de
administracao.

» Vocé tem experiéncia em criar confianga de parte confiavel no AD FS ou tem acesso a documentagéo do
Microsoft AD FS.

* Vocé esta usando o snap-in Gerenciamento do AD FS e pertence ao grupo Administradores.

Sobre esta tarefa

Estas instru¢des aplicam-se ao AD FS 4,0, que esta incluido no Windows Server 2016. Se vocé estiver
usando o AD FS 3,0, que esta incluido no Windows 2012 R2, vocé notara pequenas diferengas no
procedimento. Consulte a documentagéo do Microsoft AD FS se tiver duvidas.

Passos

1. No Gerenciador do Windows Server, clique em Ferramentas e selecione Gerenciamento do AD FS.

2. Em acgdes, clique em Adicionar confianga de parte dependente.
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3. Na pagina de boas-vindas, escolha reconhecimento de reclamacgoes e clique em Iniciar.

4. Selecione Importar dados sobre a parte dependente publicada on-line ou em uma rede local.

5. Em Endereco de metadados de Federagdao (nome do host ou URL), digite o local dos metadados
SAML para este né de administragao:

https://Admin Node FQDN/api/saml-metadata

Para Admin Node FQDN, introduza o nome de dominio totalmente qualificado para o mesmo né de
administragao. (Se necessario, vocé pode usar o enderego IP do né em vez disso. No entanto, se vocé
inserir um endereco IP aqui, esteja ciente de que vocé deve atualizar ou recriar essa confianga de parte
confiavel se esse endereco IP mudar alguma vez.)

6. Conclua o assistente confiar na parte confiavel, salve a confianga da parte confiavel e feche o assistente.

Ao inserir o nome de exibigéo, use o Identificador de parte confiavel para o né Admin,
exatamente como ele aparece na pagina de logon unico no Gerenciador de Grade. Por
exemplo, SG-DC1-ADMI.

7. Adicionar uma regra de reclamacgao:

a. Cliqgue com o botao direito do rato na confianga e selecione Editar politica de emissao de
reclamacgao.

b. Clique em Adicionar regra:

c. Na pagina Selecionar modelo de regra, selecione Enviar atributos LDAP como reivindicagdes na
lista e clique em Avancar.

d. Na pagina Configurar regra, insira um nome de exibigdo para essa regra.
Por exemplo, ObjectGUID to Name ID.

e. Para o Attribute Store, selecione ative Directory.
f. Na coluna LDAP Attribute da tabela Mapping, digite objectGUID.

g. Na coluna Outgoing Claim Type (tipo de reclamagéao de saida) da tabela Mapeamento, selecione
Name ID (ID do nome) na lista suspensa.

h. Cligue em Finish e clique em OK.

8. Confirme se os metadados foram importados com sucesso.
a. Clique com o botao direito do rato na confianga da parte dependente para abrir as suas propriedades.
b. Confirme se os campos nas guias Endpoints, Identificadores e assinatura estdo preenchidos.

Se os metadados estiverem ausentes, confirme se o endereco de metadados da Federagao esta
correto ou simplesmente insira os valores manualmente.

9. Repita essas etapas para configurar uma confianga de parte confiavel para todos os nés de administragéo
no sistema StorageGRID.

10. Quando terminar, regresse ao StorageGRID e "teste todos os trusts de confianca"confirme que estao
configurados corretamente.

Criando uma confianga de parte confiavel manualmente

Se vocé optar por ndo importar os dados para as partes confiaveis, vocé podera inserir os valores
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manualmente.

O que vocé vai precisar

* Vocé configurou o SSO no StorageGRID e sabe o nome de dominio totalmente qualificado (ou o endereco

IP) e o identificador de parte confiavel para cada né de administrador no seu sistema.

Vocé deve criar uma confianca de parte confiavel para cada né de administrador no seu

@ sistema StorageGRID. Ter uma confianga de parte confiavel para cada né de administragcéo
garante que os usuarios possam entrar e sair com seguran¢a de qualquer n6 de
administracao.

* Vocé tem o certificado personalizado que foi carregado para a interface de gerenciamento do

StorageGRID ou sabe como fazer login em um né de administrador a partir do shell de comando.

» Vocé tem experiéncia em criar confianga de parte confiavel no AD FS ou tem acesso a documentagéo do

Microsoft AD FS.

* Vocé esta usando o snap-in Gerenciamento do AD FS e pertence ao grupo Administradores.

Sobre esta tarefa

Estas instrugcbes aplicam-se ao AD FS 4,0, que esta incluido no Windows Server 2016. Se vocé estiver
usando o AD FS 3,0, que esta incluido no Windows 2012 R2, vocé notara pequenas diferengas no
procedimento. Consulte a documentacao do Microsoft AD FS se tiver duvidas.

Passos

1.

No Gerenciador do Windows Server, clique em Ferramentas e selecione Gerenciamento do AD FS.

2. Em acgdes, clique em Adicionar confianga de parte dependente.

3. Na pagina de boas-vindas, escolha reconhecimento de reclamagdes e clique em Iniciar.
4.
5

Selecione Digite os dados sobre a parte confiavel manualmente e clique em Avangar.

. Conclua o assistente confianga da parte dependente:

a. Introduza um nome de apresentacao para este né de administracao.

Para obter consisténcia, use o Identificador de parte confiavel para o né6 Admin, exatamente como ele
aparece na pagina de logon unico no Gerenciador de Grade. Por exemplo, SG-DC1-ADM1.
b. Ignore a etapa para configurar um certificado de criptografia de token opcional.

c. Na pagina Configurar URL, marque a caixa de selegao Ativar suporte para o protocolo SAML 2,0
WebSSO.

d. Digite o URL do endpoint do servigo SAML para o né Admin:
https://Admin Node FQDN/api/saml-response
Para Admin Node FQDN, introduza o nome de dominio totalmente qualificado para o né Admin. (Se
necessario, vocé pode usar o enderego IP do n6 em vez disso. No entanto, se vocé inserir um
endereco IP aqui, esteja ciente de que vocé deve atualizar ou recriar essa confianga de parte confiavel

se esse enderecgo IP mudar alguma vez.)

e. Na pagina Configurar Identificadores, especifique o Identificador da parte de dependéncia para o
mesmo nd de administracao:

Admin Node Identifier

61



6.

7.
8.

9.
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Para Admin Node Identifier, insira o ldentificador de parte dependente para o né Admin,
exatamente como aparece na pagina Inicio de sess&o unico. Por exemplo, SG-DC1-ADM1.

f. Revise as configuracdes, salve a confianga da parte confiavel e feche o assistente.

A caixa de dialogo Editar politica de emisséo de reclamacéo é exibida.

@ Se a caixa de dialogo néao for exibida, clique com o botéo direito do Mouse no Trust e
selecione Editar politica de emissao de reclamacgéo.

Para iniciar o assistente de regra de reclamagéao, clique em Adicionar regra:

a. Na pagina Selecionar modelo de regra, selecione Enviar atributos LDAP como reivindicagdes na
lista e clique em Avangar.

b. Na pagina Configurar regra, insira um nome de exibicao para essa regra.
Por exemplo, ObjectGUID to Name ID.

c. Para o Attribute Store, selecione ative Directory.
d. Na coluna LDAP Attribute da tabela Mapping, digite objectGUID.

e. Na coluna Outgoing Claim Type (tipo de reclamagéo de saida) da tabela Mapeamento, selecione
Name ID (ID do nome) na lista suspensa.

f. Clique em Finish e clique em OK.
Clique com o botéao direito do rato na confianga da parte dependente para abrir as suas propriedades.

Na guia Endpoints, configure o endpoint para logout tnico (SLO):

a. Cligue em Add SAML.
b. Selecione Endpoint Type > SAML Logout.
c. Selecione Binding > Redirect.

d. No campo URL confiavel, insira a URL usada para logout tunico (SLO) deste n6 Admin:
https://Admin Node FQDN/api/saml-logout

Para Admin Node FQDN, introduza o nome de dominio totalmente qualificado do n6 de administrag&o.
(Se necessario, vocé pode usar o enderego IP do né em vez disso. No entanto, se vocé inserir um
endereco IP aqui, esteja ciente de que vocé deve atualizar ou recriar essa confianga de parte confiavel se
esse endereco IP mudar alguma vez.)

a. Cliqgue em OK.
Na guia assinatura, especifique o certificado de assinatura para essa confianga de parte confiavel:

a. Adicione o certificado personalizado:

= Se tiver o certificado de gestdo personalizado que carregou no StorageGRID, selecione esse
certificado.

= Se vocé néo tiver o certificado personalizado, faga login no Admin Node, va para
/var/local/mgmt-api o diretério do Admin Node e adicione 0 custom-server.crt arquivo
de certificado.

Observacao: usando o certificado padrao do Admin Node (server.crt) ndo é recomendado. Se



0 n6 Admin falhar, o certificado padrao sera regenerado quando vocé recuperar o né e vocé
precisara atualizar a confianca da parte confiavel.

b. Clique em Apply e clique em OK.

As propriedades da parte dependente séo salvas e fechadas.

10. Repita essas etapas para configurar uma confianga de parte confiavel para todos os nés de administragao

no sistema StorageGRID.

11. Quando terminar, regresse ao StorageGRID e "teste todos os trusts de confianca"confirme que estao
configurados corretamente.

Testando confiangas de parte de confianga

Antes de aplicar o uso de logon unico (SSO) para StorageGRID, confirme se o logon
unico e o logout unico (SLO) estao configurados corretamente. Se vocé criou uma
confianga de parte confiavel para cada n6 Admin, confirme que vocé pode usar SSO e
SLO para cada n6 Admin.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

» Vocé configurou uma ou mais confiangas de parte confiaveis no AD FS.

Passos
1. Selecione Configuragao > Controle de Acesso > Inicio de sessao unico.

A pagina Single Sign-On (Inicio de sessao Unico) é exibida, com a op¢do Sandbox Mode selecionada.
2. Nas instrugdes para o modo sandbox, localize o link para a pagina de logon do provedor de identidade.

O URL é derivado do valor inserido no campo Nome do servigo federado.

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50) and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Node, using the relying party identifier(s) shown below.

G. Go to your identity providers sign-on page: https:.-“.FadEU16.5aml.sgwsfadfsflsfiu:lpinitiatedsignnn.htm)

3. From this page. sign in to each StorageGRID relying party trust. If the SSO operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the SS0O Status to Enabled, and click Save.

3. Clique no link ou copie e cole o URL em um navegador para acessar a pagina de logon do provedor de
identidade.

4. Para confirmar que vocé pode usar o SSO para entrar no StorageGRID, selecione entrar em um dos
seguintes sites, selecione o identificador de parte confiavel para seu né de administrador principal e
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cligue em entrar.

You are not signed in.

" 5Sign in to this site.

I SG-DC1-ADML j

Vocé é solicitado a digitar seu nome de usuario e senha.

5. Introduza o seu nome de utilizador federado e a palavra-passe.

> Se as operagdes de login e logout SSO forem bem-sucedidas, uma mensagem de sucesso sera
exibida.

+" S5ingle sign-on authentication and logout test completed successfully.

> Se a operagado SSO nao for bem-sucedida, sera exibida uma mensagem de erro. Corrija o problema,
limpe os cookies do navegador e tente novamente.

6. Repita as etapas anteriores para confirmar que vocé pode entrar em qualquer outro né Admin.

Se todas as operagdes de login e logout SSO forem bem-sucedidas, vocé estara pronto para ativar o
SSO.

Ativar o inicio de sessao Unico

Depois de usar o modo sandbox para testar todas as suas trusts de terceiros
dependentes do StorageGRID, vocé esta pronto para ativar o logon unico (SSO).

O que voceé vai precisar

* Vocé deve ter importado pelo menos um grupo federado da origem da identidade e atribuido permissoes
de gerenciamento de acesso raiz ao grupo. Vocé deve confirmar que pelo menos um usuario federado
tem permissao de acesso root ao Gerenciador de Grade e ao Gerente do locatario para quaisquer contas
de locatario existentes.

* Vocé deve ter testado todas as confiangas de parte que dependem usando o modo sandbox.

Passos

1. Selecione Configuragao > Controle de Acesso > Inicio de sessao unico.
A pagina Single Sign-On (Inicio de sessao unico) aparece com Sandbox Mode selecionado.

2. Altere o Status SSO para Enabled.

3. Clique em Salvar.
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E apresentada uma mensagem de aviso.

A Warning

Enable single sign-on

After you enable S50, no local users—including the root user—will be able to sign in to the Grid
Manager, the Tenant Manager, the Grid Management API, or the Tenant Management APl

Before proceeding, confirm the following:

* You have imported at least one federated group from the identity source and assigned Root
Access management permissions to the group. You must confirm that at least one
federated user has Foot Access permission to the Grid Manager and to the Tenant Manager
for any existing tenant accounts.

* “You have tested all relying party trusts using sandbox mode.

Are you sure you want to enable single sign-on?

=1 K3

4. Reveja o aviso e clique em OK.

O inicio de sesséao Unico esta agora ativado.

Todos os usuarios devem usar o SSO para acessar o Gerenciador de Grade, o Gerenciador
de Tenant, a API de gerenciamento de grade e a API de gerenciamento de locatario. Os
usuarios locais ndo podem mais acessar o StorageGRID.

Desativacao do logon unico

Vocé pode desativar o logon unico (SSO) se ndo quiser mais usar essa funcionalidade.
Vocé deve desativar o logon unico antes de desativar a federagao de identidade.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Passos

1. Selecione Configuragao > Controle de Acesso > Inicio de sessao unico.
E apresentada a pagina Single Sign-on (Inicio de sessao unico).

2. Selecione a op¢ao Disabled (Desativado).

3. Clique em Salvar.

E apresentada uma mensagem de aviso indicando que os utilizadores locais poderao iniciar sessao.
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A Warning

Disable single sign-on

After you disable S30 or switch to sandbox mode, local users will be able to sign in. Are you sure

wou want to proceed?
o

4. Clique em OK.

Na proxima vez que vocé entrar no StorageGRID, a pagina de login do StorageGRID sera exibida e vocé
devera inserir o nome de usuario e a senha de um usuario do StorageGRID local ou federado.

Desativando e rehabilitando temporariamente o logon tnico para um né de administragcao

Talvez vocé nao consiga entrar no Gerenciador de Grade se o sistema de logon unico
(SSO) estiver inativo. Nesse caso, vocé pode desativar e reativar temporariamente o
SSO para um n6 de administrador. Para desativar e reativar o SSO, vocé deve acessar o
shell de comando do no.

O que vocé vai precisar
* Vocé deve ter permissdes de acesso especificas.
* Tem de ter o Passwords. txt ficheiro.
* Vocé deve saber a senha para o usuario raiz local.

Sobre esta tarefa

Depois de desativar o SSO para um n6é Admin, vocé pode entrar no Gerenciador de Grade como o usuario
raiz local. Para proteger seu sistema StorageGRID, vocé deve usar o shell de comando do no para reativar o
SSO no n6é Admin assim que vocé sair.

A desativacdo do SSO para um n6é Admin nao afeta as configuragdes de SSO para quaisquer

@ outros n6s Admin na grade. A caixa de selegdo Ativar SSO na pagina de logon unico no
Gerenciador de Grade permanece selecionada e todas as configuragdes SSO existentes séo
mantidas, a menos que vocé as atualize.

Passos
1. Faga login em um né Admin:

a. Introduza o seguinte comando: ssh admin@Admin Node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.
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2. Execute o seguinte comando:disable-saml
Uma mensagem indica que o comando se aplica somente a esse n6 Admin.
3. Confirme que vocé deseja desativar o SSO.
Uma mensagem indica que o logon unico esta desativado no né.
4. Em um navegador da Web, acesse o Gerenciador de Grade no mesmo n6é Admin.
A pagina de login do Gerenciador de Grade agora é exibida porque o SSO foi desativado.

5. Inicie sess&o com a raiz do nome de utilizador e a palavra-passe do utilizador raiz local.

6. Se vocé desativou o SSO temporariamente porque precisava corrigir a configuragdao SSO:
a. Selecione Configuragao > Controle de Acesso > Inicio de sessao unico.
b. Altere as configuragdes de SSO incorretas ou desatualizadas.

c. Clique em Salvar.
Clicar em Salvar na pagina de logon Unico reativa automaticamente o SSO para toda a grade.

7. Se vocé desativou o SSO temporariamente porque precisava acessar o Gerenciador de Grade por algum
outro motivo:

a. Execute qualquer tarefa ou tarefas que vocé precisa executar.
b. Cliqgue em Sair e feche o Gerenciador de Grade.

c. Reative 0 SSO no né Admin. Vocé pode executar uma das seguintes etapas:
* Execute o seguinte comando: enable-saml
Uma mensagem indica que o comando se aplica somente a esse n6 Admin.
Confirme se vocé deseja ativar o SSO.
Uma mensagem indica que o logon unico esta ativado no no.

° Reinicie o n6 da grade: reboot
8. A partir de um navegador da Web, acesse o Gerenciador de Grade a partir do mesmo n6é Admin.

9. Confirme se a pagina de login do StorageGRID é exibida e que vocé deve inserir suas credenciais SSO
para acessar o Gerenciador de Grade.

Informacgdes relacionadas

"Configurando logon unico"

Configurando certificados de cliente de administrador

Vocé pode usar certificados de cliente para permitir que clientes externos autorizados
acessem o banco de dados do StorageGRID Prometheus. Os certificados de cliente
fornecem uma maneira segura de usar ferramentas externas para monitorar o
StorageGRID.
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Se vocé precisar acessar o StorageGRID usando uma ferramenta de monitoramento externa, vocé deve
carregar ou gerar um certificado de cliente usando o Gerenciador de Grade e copiar as informagdes do
certificado para a ferramenta externa.

Adicionando certificados de cliente administrador

Para adicionar um certificado de cliente, vocé pode fornecer seu proprio certificado ou gerar um usando o
Gerenciador de Grade.

O que vocé vai precisar
* Vocé deve ter a permissédo de acesso root.
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve saber o endereco IP ou 0 nome de dominio do né Admin.

* Vocé deve ter configurado o certificado do servidor de interface de gerenciamento do StorageGRID e ter o
pacote de CA correspondente

» Se vocé quiser carregar seu proprio certificado, a chave publica e a chave privada do certificado devem
estar disponiveis no computador local.

Passos

1. No Gerenciador de Grade, selecione Configuragado > Controle de Acesso > certificados de Cliente.

A pagina certificados de cliente é exibida.

Client Certificates

You can upload or generate cne or more client cerdificates to allow Storage GRID to authenticate external client access.

Name Allow Prometheus Expiration Date
Mo client certificates configured
2. Selecione Adicionar.
A pagina carregar certificado é exibida.
Upload Certificate

Name &

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cerificate.

Upload Client Cerificate ‘ ‘ Generate Client Certificate

3. Digite um nome entre 1 e 32 carateres para o certificado.

4. Para acessar as métricas do Prometheus usando sua ferramenta de monitoramento externo, marque a
caixa de selecédo Allow Prometheus.
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5. Carregar ou gerar um certificado:

6.

7.

a. Para carregar um certificado, va aqui.
b. Para gerar um certificado, va aqui.

para carregar um certificado:

a. Selecione carregar certificado de cliente.

b. Procure a chave publica do certificado.

Depois de carregar a chave publica para o certificado, os campos metadados do certificado e PEM
do certificado sédo preenchidos.

Upload Certificate
Name @ test-cerificate-upload

Allow Prometheus @ &

Certificate Details

Upload the public key for the client cerificate.

Upload Client Certificate ‘ | Generate Client Cerdificate

Uploaded file name:  client (1) crt

Certificate metadata  © Subject DN; /C=US/ST=California/L=Sunnyvale/0=Example Co/OU=ITICN=" 53.exa
mple.com
Serial Number: 0D:0EFC16:75:B8:BE:SETD:47:4D:05:49:08:F3.7B:E8:4A71:90
Issuer DN: /C=US/ST=California/L=Sunnyvale/O=Example Co./OU=ITICH="53.exa
mple.com
Issued On: 2020-06-19T22:11:56.0002
Expires On: 2021-06-18T22;11:56.000Z
SHA-1 Fingerprint: 13:AADB:06:2B:90:FEE7 . 7B.EB: 1AB3:BE:C3:62.30: BT AG:ET:FO
SHA-256 Fingerprint: 5C:29:06:6B:CF:81:50:B8:4F AS:56:FT AT:AB3C:36:FAZDBT:32.A4:C;
T4:85:2C:8D:EG.67:37.C3AC60

Certificate PEM @

Copy certificate to clipboard ‘

[== |

a. Selecione Copiar certificado para a area de transferéncia e cole o certificado na ferramenta de
monitoramento externa.

b. Use uma ferramenta de edigédo para copiar e colar a chave privada na sua ferramenta de
monitoramento externo.

c. Selecione Salvar para salvar o certificado no Gerenciador de Grade.

para gerar um certificado:
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70

. Selecione Generate Client Certificate.
b. Introduza o nome de dominio ou o endereco IP do né de administracao.

. Opcionalmente, insira um assunto X,509, também chamado de Nome distinto (DN), para identificar o

administrador que possui o certificado.

. Opcionalmente, selecione o numero de dias em que o certificado é valido. O padrao é de 730 dias.

. Selecione Generate.

Os campos metadados do certificado, PEM do certificado e chave privada do certificado séo
preenchidos.



Upload Certificate
Mamz & test-cerificate-generates

Allow Frometheus @

Certificate Details

Upload the public key for the clisnt cedificsts,

Uplesd Client Certificste | Generste Clignt Cadificate

Certificate metadats  €) Subject DN: /Ch=tastcom
Serial Number: 0B:F2:FB:78:B2:13:E4.0F :54:83:30:35:58:8F: 2A4:03:53:BO:EZ:0
A
Issuer DMN: ‘Ch=tast.com
Issued On: 2020-11-20T22:44:48.000Z
Expires On: 2022-11-20722:44;48.0002
SHA-1 Fingerprint: 8E:08:8C:F8:3E:20:88;E4:C8:42:52:5F: 32, TE:ET:63:808:88:F3:3
o
SHA-258 Fingerprint: 73:02:51:83:ED:D3:8%:AD:7E B8 :4C:AF AE:34:76:B8:42:FE:0D:
EF:73:C0:A4:68:C2,EB:85,84.C2:04:7ABD

Cadificate PEM & | === BESIN CERTIFTCATE--=—- )
MITCyxCAEOgtwIBAgTTICE S Tdr ITSRGUgs 01 VmB oA i 0w dgow DY TR0 E ThocRAGEL
BOAwEsEHRHA BRI TE A IdEWedCs b OwHh ol 7 2 xMT Twk 5 T I HCOIWh ol 3 TaT Tw
M I0RDOEN  ATHB Ew D T D OO DDA R O S XN I =B T CCA S Iw DO Y JRoE ThecFAJEEEQAD
goEPADCCADeCggEBAKO24E S e e EuBb2 B cidf Mt TeExLeBEmtdvIwszlgrwh
KgHZ21BSYI0N/ Vo7 200 amiFE yBuk yOTXSC0E Inrr 03 TBLe IR FEE=T ooyt
EFYzd02axinEd /i AN EERET s Ve300 CudicOV/ aViaxs S8oEnjBmla
rPe0zolisLETHIO: STEROxBEC 40T IlEaTr2 £8Wg 53
sRaXCasTodDTH U B JaHCohIx(n S0 8 ESEfTwVclEgovE2 FETEM
uofaf rdbplE el el Ve P hgh =R s x i =+ kT A ER R QM MATTwEw Y OWRAORE A ww

Copy cerificate to dipboard

Certificate grivate key @ | ———" EEEIF RIR FRIVAIE EEY----— "~
HIIEpQIBARKCAQEAr TZ0H2bHak+=a a0 r Bk y Ny Tl +1NuzEnlEaETL
EdnaTH1ghCEe®1vE1Ha Y 0o THCTIBOOY ISk 16+ ATHE - 4hE S ExCRwigzK2VROT T
G2 P PO er FOF4BETr NI Bk ix VT S I TOMa 7 i JaREASTDPH I IDVPI RyaelEY San
TR g TR P I Bn T T0S 4 Sogylw oM EVDOg R /A TUHTEEokngPaTHto i L2/ 0 2Dms T8
25Cg=202xcd = TgFulmoN oS h3kTnowEiHEHI £m xnkpSi BROMgDm oY/ x0Ex®
FWEEERS PR lukska kT 03 VRONGCRa T 0DFES yy ORI DA DA e TRADC FETEN4pEQHasw
SuELEDe M v/ SCn+Rdmrodg B S xWECDrE IR1EDG+HThY r Edon EXHO+-ACTYACS
HEIOE T DVpwB ] dpuE0Sri ¥ Se rosEmpBad O A9y AT Ex €S ub3T3dagfOrj A4 vaon M.
M s T IR FEIvAE T £2r Ex XV R0 sRPES roa¥Cgs 1l Lo 5T 0K 732 0C3naTre Tdma THEEE

Copy private key to dlipboard

A& You will not be sble to view the cerificate private ey sfter you close this dislog. To save the keys for future reference, copy end paste the values to
anather locstion

a. Selecione Copiar certificado para a area de transferéncia e cole o certificado na ferramenta de
monitoramento externa.

b. Selecione Copie a chave privada para a area de transferéncia e cole a chave na ferramenta de
monitoramento externa.

@ N&ao sera possivel visualizar a chave privada depois de fechar a caixa de dialogo. Copie
a chave para um local seguro.

c. Selecione Salvar para salvar o certificado no Gerenciador de Grade.
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8. Configure as seguintes configuragdes em sua ferramenta de monitoramento externo, como Grafana.

Um exemplo de Grafana é mostrado na seguinte captura de tela:

sg-prometheus Default (@

HTTP

URL : https://admin-node.example.com:9091

Access Server (default)

Whitelisted Cookies

Auth

Basic auth With Credentials

TLS Client Auth [ @ I |With CA Cert

Skip TLS Verify

Forward OAuth Identity

TLS/SSL Auth Details

ServerName admin-node.example.com

Client Cert

a. Nome: Insira um nome para a conexao.

O StorageGRID néo requer essas informagdes, mas vocé deve fornecer um nome para testar a
conexao.




b. URL: Insira o nome de dominio ou o endereco IP do né Admin. Especifique HTTPS e porta 9091.
Por exemplo: https://admin-node.example.com: 9091

c. Ative TLS Client Authorization e with CA Cert.

d. Copie e cole o certificado do servidor de interface de gerenciamento ou o pacote CA para CA Cert em
Detalhes de autenticagdo TLS/SSL.

e. ServerName: Insira o nome de dominio do né Admin.

O nome do servidor deve corresponder ao nome de dominio como aparece no certificado do servidor
de interface de gerenciamento.

f. Salve e teste o certificado e a chave privada que vocé copiou do StorageGRID ou de um arquivo local.

Agora vocé pode acessar as métricas Prometheus do StorageGRID com sua ferramenta de
monitoramento externo.

Para obter informagdes sobre as métricas, consulte as instrugbes para monitoramento e solugéo de
problemas do StorageGRID.

Informagdes relacionadas
"Usando certificados de seguranga do StorageGRID"

"Configurando um certificado de servidor personalizado para o Gerenciador de Grade e o Gerenciador de
locatario”

"Monitorizar Resolugao de problemas”

Editando certificados de cliente do administrador

Vocé pode editar um certificado para alterar seu nome, ativar ou desativar o acesso Prometheus ou carregar
um novo certificado quando o atual expirar.

O que vocé vai precisar
* Vocé deve ter a permissédo de acesso root.
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve saber o enderego IP ou 0 nome de dominio do né Admin.
« Se vocé quiser carregar um novo certificado e uma chave privada, eles devem estar disponiveis no

computador local.

Passos
1. Selecione Configuragao > Controle de Acesso > certificados de Cliente.

A pagina certificados de cliente € exibida. Os certificados existentes séo listados.

As datas de expiragéo do certificado sao listadas na tabela. Se um certificado expirar em breve ou ja
estiver expirado, uma mensagem sera exibida na tabela e um alerta sera acionado.
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|+ Add || # Edit || % Remove

Name Allow Prometheus Expiration Date
() | test-certificate-upload ' 2021-06-19 16:11:56 MDT
® test-cerificate-generate + 2022-08-20 09:42:00 MDT

Displaying 2 certificates.
2. Selecione o botédo de opgao a esquerda do certificado que deseja editar.
3. Selecione Editar.

A caixa de dialogo Editar certificado € exibida.

Edit Certificate test-cerificate-generate
Name @ test-certificate-generate

Allow Prometheus @

Certificate Details

Upload the public key for the client cerlificate.

Upload Client Cerlificate ‘ ‘ Generate Client Certificate

Certificats metadata © Subject DN: (Chi=test.com

Serial Number: 0C:11:37:8C.1E:FD:13:16:F3:F2:06:09:DA6D:BC.CE:2A A9:C3:53
lssuer DN: (Chi=test.com
Issued On: 2020-11-23T15:53:33.0002
Expires On: 2022-11-23T15:53:33.0002
SHA-1 Fingerprint: AEES:T0:ATD3:C3:38:7A 09 F3:62.98:81:8A:87:.CO:43: 16:8 AT
SHA-256 Fingerprint: 63.07:BF:FF.08;1E:84:F1:04:67.C6:16:B0:35:26:00:C6A3:13: 11, TE.5E:9
ECTATEEF23:14:55:30:56

CertificatePEM @ | —==—- SEGIN CEZRATIFICATE----—- -~
1MwBOY JEoZ ThveNAQEL

fzMzWhclM] IxMITz

yRINkEBDATRC+dOrvES
wrkpWIHeBnColx W

YolubWz i VEIgL MRS r TTT 30 x T 00ME 2 AL =MEMBUWEWYD VR OEBAW

Copy cerlificate to clpboard ‘

B3]

4. Faga as alteragdes desejadas no certificado.
5. Selecione Salvar para salvar o certificado no Gerenciador de Grade.
6. Se vocé carregou um novo certificado:

a. Selecione Copiar certificado para a area de transferéncia para colar o certificado em sua
ferramenta de monitoramento externa.

b. Use uma ferramenta de edicao para copiar e colar a nova chave privada na sua ferramenta de
monitoramento externo.
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c. Salve e teste o certificado e a chave privada em sua ferramenta de monitoramento externa.
7. Se vocé gerou um novo certificado:

a. Selecione Copiar certificado para a area de transferéncia para colar o certificado em sua
ferramenta de monitoramento externa.

b. Selecione Copiar chave privada para a area de transferéncia para colar o certificado em sua
ferramenta de monitoramento externa.

@ Nao sera possivel visualizar ou copiar a chave privada depois de fechar a caixa de
dialogo. Copie a chave para um local seguro.

c. Salve e teste o certificado e a chave privada em sua ferramenta de monitoramento externa.

Removendo certificados de cliente de administrador

Se vocé nao precisar mais de um certificado, vocé pode remové-lo.

O que vocé vai precisar
* Vocé deve ter a permissédo de acesso root.

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Passos
1. Selecione Configuragao > Controle de Acesso > certificados de Cliente.

A péagina certificados de cliente é exibida. Os certificados existentes s&o listados.

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
) | test-certificate-upload v 2021-06-19 16:11:56 MDT
® test-cerificate-generate s 2022-08-20 09:42:00 MDT

Displaying 2 certificates.

2. Selecione o botédo de opgéo a esquerda do certificado que deseja remover.

3. Selecione Remover.

E apresentada uma caixa de dialogo de confirmagao.

A Warning

Delete certificate

Are you sure you want to delete the cerfificate "test-cerdificate-generate”?

| ceca [

4. Selecione OK.
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O certificado é removido.

Configurando servidores de gerenciamento de chaves

Vocé pode configurar um ou mais servidores de gerenciamento de chaves externos
(KMS) para proteger os dados em nés de dispositivo especialmente configurados.

O que é um servidor de gerenciamento de chaves (KMS)?

Um servidor de gerenciamento de chaves (KMS) é um sistema externo de terceiros que fornece chaves de
criptografia para noés de dispositivos StorageGRID no site associado do StorageGRID usando o Protocolo de
interoperabilidade de Gerenciamento de chaves (KMIP).

Vocé pode usar um ou mais servidores de gerenciamento de chaves para gerenciar as chaves de criptografia
de nos para qualquer né de dispositivo StorageGRID que tenha a configuragéo criptografia de né ativada
durante a instalagao. O uso de servidores de gerenciamento de chaves com esses nos de dispositivo permite
que vocé proteja seus dados mesmo que um dispositivo seja removido do data center. Depois que os volumes
do dispositivo séo criptografados, vocé ndo pode acessar nenhum dado no dispositivo, a menos que o n6
possa se comunicar com o KMS.

O StorageGRID nao cria nem gerencia as chaves externas usadas para criptografar e
descriptografar os nés do dispositivo. Se vocé pretende usar um servidor de gerenciamento de
chaves externo para proteger dados do StorageGRID, vocé deve entender como configurar

@ esse servidor e entender como gerenciar as chaves de criptografia. A execugéo de tarefas de
gerenciamento de chaves esta além do escopo dessas instrugdes. Se precisar de ajuda,
consulte a documentacao do servidor de gerenciamento de chaves ou entre em Contato com o
suporte técnico.

Rever os métodos de encriptagao StorageGRID

O StorageGRID fornece varias opgdes para criptografar dados. Vocé deve analisar os
meétodos disponiveis para determinar quais métodos atendem aos requisitos de protecao
de dados.

A tabela fornece um resumo de alto nivel dos métodos de criptografia disponiveis no StorageGRID.
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Opcao de criptografia

Servidor de gerenciamento de
chaves (KMS) no Grid Manager

Conduza a seguranga no
Gerenciador de sistemas do
SANTtricity

Opcéao de grade de criptografia de
objetos armazenados

Como funciona

Configure um servidor de
gerenciamento de chaves para o
site StorageGRID (Configuragao >
Configuragdes do sistema >
servidor de gerenciamento de
chaves) e habilite a criptografia de
no para o dispositivo. Em seguida,
um no de dispositivo se coneta ao
KMS para solicitar uma chave de
criptografia de chave (KEK). Essa
chave criptografa e descriptografa
a chave de criptografia de dados
(DEK) em cada volume.

Se o recurso Seguranga da
unidade estiver habilitado para um
dispositivo de armazenamento,
vocé podera usar o Gerenciador de
sistema do SANTtricity para criar e
gerenciar a chave de seguranga. A
chave é necessaria para aceder
aos dados nas unidades seguras.

A opcéo Stored Object
Encryption pode ser ativada no
Grid Manager (Configuration >
System Settings > Grid Options).
Quando ativado, todos os novos
objetos que nao sao criptografados
no nivel do bucket ou no nivel do
objeto sao criptografados durante a
ingestao.

Aplica-se a

No6s de dispositivo que tém Node
Encryption ativado durante a
instalacdo. Todos os dados no
dispositivo s&o protegidos contra
perda fisica ou remocéao do data
center. Pode ser usado com alguns
dispositivos de armazenamento e
servigos StorageGRID.

Dispositivos de storage com
unidades Full Disk Encryption
(FDE) ou unidades FIPS (Federal
Information Processing Standard).
Todos os dados nas unidades
protegidas séo protegidos contra
perda fisica ou remocéao do data
center. Nao pode ser usado com
alguns dispositivos de
armazenamento ou com qualquer
dispositivo de servigo.

"SG6000 dispositivos de
armazenamento”

"SG5700 dispositivos de
armazenamento"

"SG5600 dispositivos de
armazenamento"”

Dados de objeto S3 e Swift recém-
ingeridos.os objetos armazenados
existentes nao sao criptografados.
Os metadados de objetos e outros
dados confidenciais nao sao
criptografados.

"Configurando a criptografia de
objeto armazenado”
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Opcao de criptografia
Criptografia de bucket do S3

Criptografia do lado do servidor de
objetos S3 (SSE)

Criptografia do lado do servidor de
objetos S3 com chaves fornecidas
pelo cliente (SSE-C)

Criptografia de volume externo ou
datastore
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Como funciona

Vocé emite uma solicitagao de
criptografia PUT Bucket para
habilitar a criptografia para o
bucket. Todos os novos objetos
que nao sao criptografados no
nivel do objeto séo criptografados
durante a ingestao.

Vocé emite uma solicitagcao S3
para armazenar um objeto e incluir
0 x-amz-server-side-
encryption cabegalho da
solicitacao.

Vocé emite uma solicitagdo S3
para armazenar um objeto e incluir
trés cabecalhos de solicitacao.

* x—amz-server-side-
encryption-customer-
algorithm

* x—amz-server-side-
encryption-customer-key

* x—amz-server-side-
encryption-customer-
key-MD5

Vocé usa um método de
criptografia fora do StorageGRID
para criptografar um volume ou
armazenamento de dados inteiro,
se sua plataforma de implantacao
O suportar.

Aplica-se a

Apenas dados de objetos S3
recém-ingeridos.a encriptacéo tem
de ser especificada para o
intervalo. Os objetos bucket
existentes nao sao criptografados.
Os metadados de objetos e outros
dados confidenciais nao sao
criptografados.

"Use S3"

Somente dados de objeto S3
recém-ingeridos.a criptografia deve
ser especificada para o objeto. Os
metadados de objetos e outros
dados confidenciais ndo séo
criptografados.

StorageGRID gerencia as chaves.

"Use S3"

Somente dados de objeto S3
recém-ingeridos.a criptografia deve
ser especificada para o objeto. Os
metadados de objetos e outros
dados confidenciais nao sao
criptografados.

As chaves sao gerenciadas fora do
StorageGRID.

"Use S3"

Todos os dados de objetos,
metadados e dados de
configuragao do sistema, supondo
que cada volume ou datastore seja
criptografado.

Um método de criptografia externo
fornece controle mais rigoroso
sobre algoritmos e chaves de
criptografia. Pode ser combinado
com os outros métodos listados.
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Opcao de criptografia Como funciona Aplica-se a

Criptografia de objetos fora do Vocé usa um método de Somente dados e metadados de
StorageGRID criptografia fora do StorageGRID  objetos (os dados de configuracao
para criptografar dados e do sistema n&o sdo

metadados de objetos antes que criptografados).

eles sejam ingeridos no

StorageGRID. Um método de criptografia externo
fornece controle mais rigoroso
sobre algoritmos e chaves de
criptografia. Pode ser combinado
com os outros métodos listados.

"Amazon Simple Storage Service -
Guia do desenvolvedor:
Protegendo dados usando
criptografia do lado do cliente"

Usando varios métodos de criptografia

Dependendo dos seus requisitos, vocé pode usar mais de um método de criptografia de cada vez. Por
exemplo:

* Vocé pode usar um KMS para proteger os nés do dispositivo e também usar o recurso de seguranga da
unidade no Gerenciador de sistema do SANTtricity para "criptografar" os dados nas unidades de
autocriptografia nos mesmos dispositivos.

* Vocé pode usar um KMS para proteger dados nos nés do dispositivo e também usar a opgéo de grade
criptografia de objetos armazenados para criptografar todos os objetos quando eles s&o ingeridos.

Se apenas uma pequena parte de seus objetos exigir criptografia, considere controlar a criptografia no
intervalo ou no nivel de objeto individual. Ativar varios niveis de criptografia tem um custo de desempenho
adicional.

Visao geral do KMS e da configuragao do appliance

Antes de usar um servidor de gerenciamento de chaves (KMS) para proteger dados do
StorageGRID nos nos do dispositivo, vocé deve concluir duas tarefas de configuragao:
Configurar um ou mais servidores KMS e habilitar a criptografia de nds para os nés do
dispositivo. Quando essas duas tarefas de configuragcdo sao concluidas, o processo de
gerenciamento de chaves ocorre automaticamente.

O fluxograma mostra as etapas de alto nivel para usar um KMS para proteger os dados do StorageGRID em
nos do dispositivo.
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O fluxograma mostra a configuragdo do KMS e a configuragéo do appliance ocorrendo em paralelo; no
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KMS setup

Create a StorageGRID
client in the KMS

Obtain KMS details:

¢ Host names and port

s Alias for encryption key
e Server CA certificate

* Public client certificate
e (Client private key

Add KMS to Grid Manager
for a site or group of sites

Fn. r"-.a"ﬂ'_-‘i |:| I

Poweron

or reboot?

Appliance setup

Enable node encryption in
Appliance Installer

install appliance:

e Disks are encrypted
with data encryption
keys (DEKs)

* DEKs are encrypted
with temporary key
encryption key (KEK)

Deploy appliance asa
node in StorageGRID

Has a KMS

been configured for
the site?

Appliance receives KMS
configuration

Appliance connects to
KMS to request key

KMS key replaces
temporary KEK

Appliance is secured by
KMS




entanto, vocé pode configurar os servidores de gerenciamento de chaves antes ou depois de habilitar a
criptografia de n6 para novos nos de dispositivo, com base em seus requisitos.

Configurando o servidor de gerenciamento de chaves (KMS)

A configuragéo de um servidor de gerenciamento de chaves inclui as seguintes etapas de alto nivel.

Passo Consulte
Acesse o software KMS e adicione um cliente para "Configurando o StorageGRID como um cliente no
StorageGRID a cada cluster KMS ou KMS. KMS"

Obtenha as informacgdes necessarias para o cliente "Configurando o StorageGRID como um cliente no
StorageGRID no KMS. KMS"

Adicione o KMS ao Gerenciador de Grade, atribua-o  "Adicionar um servidor de gerenciamento de chaves
a um unico site ou a um grupo padrao de sites, (KMS)"

carregue os certificados necessarios e salve a

configuragéo do KMS.

Configurar o aparelho

A configuragédo de um n6 de dispositivo para uso do KMS inclui os seguintes passos de alto nivel.

1. Durante o estagio de configuragédo de hardware da instalagao do dispositivo, use o Instalador de
dispositivos StorageGRID para ativar a configuragao criptografia de no para o dispositivo.

N&o é possivel ativar a configuragéo criptografia de né depois que um dispositivo é
adicionado a grade e nao & possivel usar o gerenciamento de chaves externas para
dispositivos que nao tém criptografia de no ativada.

2. Execute o Instalador de dispositivos StorageGRID. Durante a instalagdo, uma chave de criptografia de
dados aleatérios (DEK) é atribuida a cada volume de dispositivo, da seguinte forma:

o Os DEKs sao usados para criptografar os dados em cada volume. Essas chaves sao geradas usando
a criptografia de disco LUKS (Unified Key Setup) do Linux no sistema operacional do dispositivo e ndo
podem ser alteradas.

o Cada DEK individual é criptografado por uma chave mestra de criptografia (KEK). O KEK inicial € uma
chave temporaria que criptografa os DEKs até que o dispositivo possa se conetar ao KMS.

3. Adicione o no6 do dispositivo ao StorageGRID.
Para obter detalhes, consulte o seguinte:

* "Aparelhos de servicos SG100 SG1000"
» "SG6000 dispositivos de armazenamento”
» "SG5700 dispositivos de armazenamento”

+ "SG5600 dispositivos de armazenamento”
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Processo de criptografia de gerenciamento de chaves (ocorre automaticamente)

A criptografia de gerenciamento de chaves inclui as seguintes etapas de alto nivel que sdo executadas
automaticamente.

1. Quando vocé instala um dispositivo que tem criptografia de n6 ativada na grade, o StorageGRID
determina se existe uma configuracédo de KMS para o site que contém o novo no.
o Se um KMS ja tiver sido configurado para o site, o appliance recebera a configuragao do KMS.

> Se um KMS ainda nao tiver sido configurado para o site, os dados no appliance continuardo a ser
criptografados pelo KEK temporario até que vocé configure um KMS para o site e o appliance receba a
configuragéo do KMS.

2. O dispositivo usa a configuragdo KMS para se conetar ao KMS e solicitar uma chave de criptografia.

3. O KMS envia uma chave de criptografia para o dispositivo. A nova chave do KMS substitui o KEK
temporario e agora é usada para criptografar e descriptografar os DEKs para os volumes do dispositivo.

Todos os dados existentes antes do n6 de dispositivo criptografado se conetarem ao KMS

@ configurado s&o criptografados com uma chave temporaria. No entanto, os volumes do
dispositivo ndo devem ser considerados protegidos contra a remog¢ao do data center até
que a chave temporaria seja substituida pela chave de criptografia KMS.

4. Se o aparelho estiver ligado ou reinicializado, ele se reconeta ao KMS para solicitar a chave. A chave, que
€ salva na memoria volatil, ndo pode sobreviver a uma perda de energia ou a uma reinicializago.

Consideragoes e requisitos para usar um servidor de gerenciamento de chaves

Antes de configurar um servidor de gerenciamento de chaves externo (KMS), vocé deve
entender as consideracdes e 0s requisitos.
Quais sao os requisitos do KMIP?

O StorageGRID é compativel com KMIP versao 1,4.
"Especificagao do protocolo de interoperabilidade de gerenciamento de chaves verséo 1,4"

As comunicagdes entre os nés do dispositivo e 0 KMS configurado usam conexdes TLS seguras. O
StorageGRID é compativel com as seguintes cifras TLS v1,2 para KMIP:

. TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384
- TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384

Vocé deve garantir que cada n6 de dispositivo que usa criptografia de né tenha acesso de rede ao cluster
KMS ou KMS configurado para o site.

As configuracgdes do firewall de rede devem permitir que cada no6 do dispositivo se comunique através da
porta usada para comunicagdoes KMIP (Key Management Interoperability Protocol). A porta KMIP padrao é
5696.

Quais aparelhos sao suportados?

Vocé pode usar um servidor de gerenciamento de chaves (KMS) para gerenciar chaves de criptografia para
qualquer dispositivo StorageGRID em sua grade que tenha a configuragao criptografia de né ativada. Esta
definicdo s6 pode ser ativada durante a fase de configuragéo de hardware da instalagao do dispositivo
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utilizando o Instalador de dispositivos StorageGRID.

N&o é possivel ativar a criptografia de né depois que um dispositivo é adicionado a grade e nao
€ possivel usar o gerenciamento de chaves externas para dispositivos que ndo tém a
criptografia de no ativada.

Vocé pode usar o KMS configurado para os seguintes dispositivos e nés de dispositivo StorageGRID:

Aparelho Tipo de né

Dispositivo de servicos SG1000 N6 de administragao ou n6 de gateway
Dispositivo de servigos SG100 N6 de administragao ou n6 de gateway
SG6000 dispositivo de armazenamento No6 de storage

SG5700 dispositivo de armazenamento N6 de storage

SG5600 dispositivo de armazenamento N6 de storage

Vocé néo pode usar o KMS configurado para nés baseados em software (ndo-dispositivo), incluindo o
seguinte:

* Nés implantados como maquinas virtuais (VMs)
* Nos implantados em contentores do Docker em hosts Linux

Os nos implantados nessas outras plataformas podem usar criptografia fora do StorageGRID no
armazenamento de dados ou no nivel de disco.

Quando devo configurar servidores de gerenciamento de chaves?

Para uma nova instalagado, vocé normalmente deve configurar um ou mais servidores de gerenciamento de
chaves no Gerenciador de Grade antes de criar locatarios. Essa ordem garante que os nds sejam protegidos
antes que quaisquer dados de objeto sejam armazenados neles.

Vocé pode configurar os servidores de gerenciamento de chaves no Gerenciador de Grade antes ou depois
de instalar os nds do dispositivo.

Quantos servidores de gerenciamento de chaves eu preciso?

Vocé pode configurar um ou mais servidores de gerenciamento de chaves externos para fornecer chaves de
criptografia aos nés do dispositivo em seu sistema StorageGRID. Cada KMS fornece uma Unica chave de
criptografia para os nos do dispositivo StorageGRID em um Unico local ou em um grupo de sites.

O StorageGRID é compativel com o uso de clusters KMS. Cada cluster KMS contém varios servidores de
gerenciamento de chaves replicados que compartilham configuragdes e chaves de criptografia. O uso de
clusters KMS para gerenciamento de chaves é recomendado porque melhora os recursos de failover de uma
configuragao de alta disponibilidade.

Por exemplo, suponha que seu sistema StorageGRID tenha trés locais de data center. Vocé pode configurar

um cluster KMS para fornecer uma chave para todos os nés do dispositivo no Data Center 1 e um segundo
cluster KMS para fornecer uma chave para todos os nés do dispositivo em todos os outros locais. Ao adicionar
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o segundo cluster KMS, vocé pode configurar um KMS padréo para o Data Center 2 e o Data Center 3.

Observe que vocé nao pode usar um KMS para nés que nao sejam do dispositivo ou para nenhum no de
dispositivo que nao tenha a configuragao criptografia do né ativada durante a instalagao.

Data Center 1

Data Center 2

\ 4

Data Center 3

- Appliance node with node encryption enabled

O que acontece quando uma chave é girada?

X Appliance node without node encryption enabled

- Non-appliance node (not encrypted)

Como pratica recomendada de seguranga, vocé deve girar periodicamente a chave de criptografia usada por

cada KMS configurado.

Ao girar a chave de criptografia, use o software KMS para girar da ultima versao usada da chave para uma

nova versao da mesma chave. Nao rode para uma chave totalmente diferente.

Nunca tente girar uma chave alterando o nome da chave (alias) para o KMS no Gerenciador de
Grade. Em vez disso, gire a chave atualizando a versao da chave no software KMS. Use o

@ mesmo alias de chave para novas chaves que foi usado para chaves anteriores. Se vocé alterar
o alias de chave para um KMS configurado, o StorageGRID pode ndo conseguir descriptografar

seus dados.

Quando a nova versao da chave estiver disponivel:
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* Ele é distribuido automaticamente para os nds de dispositivos criptografados no site ou sites associados
ao KMS. A distribuigdo deve ocorrer dentro de uma hora de quando a chave é girada.

» Se o0 no6 do dispositivo criptografado estiver offline quando a nova versao da chave for distribuida, o n6
recebera a nova chave assim que for reinicializada.

* Se a nova versao de chave nao puder ser usada para criptografar volumes de appliance por qualquer
motivo, o alerta rotagao da chave de criptografia KMS falhou sera acionado para o n6 do appliance.
Talvez seja necessario entrar em Contato com o suporte técnico para obter ajuda na resolugéo desse
alerta.

Posso reutilizar um né de appliance depois que ele foi criptografado?

Se vocé precisar instalar um dispositivo criptografado em outro sistema StorageGRID, primeiro sera
necessario desativar o n6 da grade para mover dados de objeto para outro n6. Em seguida, vocé pode usar o
Instalador de dispositivos StorageGRID para limpar a configuragdo do KMS. A limpeza da configuragdo KMS
desativa a configuragao criptografia de né e remove a associagao entre o n6 do dispositivo e a configuragao
KMS para o site StorageGRID.

@ Sem acesso a chave de criptografia KMS, todos os dados que permanecem no dispositivo nao
podem mais ser acessados e ficam permanentemente bloqueados.

"Aparelhos de servigcos SG100 SG1000"
"SG6000 dispositivos de armazenamento”
"SG5700 dispositivos de armazenamento”

"SG5600 dispositivos de armazenamento”

Consideragoes para alterar o KMS para um site

Cada servidor de gerenciamento de chaves (KMS) ou cluster KMS fornece uma chave
de criptografia para todos os nds do dispositivo em um unico local ou em um grupo de
sites. Se vocé precisar alterar qual KMS é usado para um site, talvez seja necessario
copiar a chave de criptografia de um KMS para outro.

Se vocé alterar o KMS usado para um site, vocé deve garantir que os nés de dispositivo criptografados
anteriormente nesse local possam ser descriptografados usando a chave armazenada no novo KMS. Em
alguns casos, talvez seja necessario copiar a versao atual da chave de criptografia do KMS original para o
novo KMS. Vocé deve garantir que o KMS tenha a chave correta para descriptografar os nés de dispositivo
criptografado no local.

Por exemplo:
1. Vocé configura inicialmente um KMS padréo que se aplica a todos os sites que ndo tém um KMS

dedicado.

2. Quando o KMS ¢ salvo, todos os nos de dispositivo que tém a configuracdo Node Encryption ativada
conetam-se ao KMS e solicitam a chave de criptografia. Essa chave é usada para criptografar os nés do
dispositivo em todos os locais. Esta mesma chave também deve ser usada para descriptografar esses
aparelhos.
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—— Data Center 1 Data Center 2 Data Center 3 e

3. Vocé decide adicionar um KMS especifico para um site (Data Center 3 na figura). No entanto, como os
nos do appliance ja estao criptografados, um erro de validagéo ocorre quando vocé tenta salvar a
configuragado para o KMS especifico do site. O erro ocorre porque o KMS especifico do site ndo tem a

chave correta para descriptografar os nés nesse site.

—— Data Center 1 = Data Center2 — Data Center 3 =

4. Para resolver o problema, copie a versao atual da chave de criptografia do KMS padréo para o novo KMS.
(Tecnicamente, vocé copia a chave original para uma nova chave com o mesmo alias. A chave original
torna-se uma versao anterior da nova chave.) O KMS especifico do local agora tem a chave correta para
descriptografar os nés do appliance no Data Center 3, para que ele possa ser salvo no StorageGRID.
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| | ] |
Default KMS Site-specific
KMS
Data Center 1 Data Center 2 Data Center 3

1D

EEMEEEREEE

Casos de uso para alterar qual KMS é usado para um site

A tabela resume as etapas necessarias para os casos mais comuns para alterar o KMS de um site.

Caso de uso para alterar o KMS de um site Passos necessarios

Vocé tem uma ou mais entradas KMS especificas do Edite o KMS especifico do site. No campo gerencia

site e deseja usar uma delas como KMS padréo. chaves para, selecione Sites ndo gerenciados por
outro KMS (KMS padrao). O KMS especifico do site
agora sera usado como o KMS padréo. Ele se
aplicara a quaisquer sites que nao tenham um KMS
dedicado.

"Editar um servidor de gerenciamento de chaves

(KMS)"
Vocé tem um KMS padréo e adiciona um novo site 1. Se os nods de appliance no novo site ja tiverem
em uma expanséao. Vocé nao deseja usar o KMS sido criptografados pelo KMS padréo, use o
padrao para o novo site. software KMS para copiar a versao atual da
chave de criptografia do KMS padrdo para um
novo KMS.

2. Usando o Gerenciador de Grade, adicione o novo
KMS e selecione o site.

"Adicionar um servidor de gerenciamento de chaves
(KMS)"
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Caso de uso para alterar o KMS de um site Passos necessarios

Vocé quer que o KMS para um site use um servidor 1. Se os nos do dispositivo no local ja tiverem sido

diferente. criptografados pelo KMS existente, use o
software KMS para copiar a versao atual da
chave de criptografia do KMS existente para o
novo KMS.

2. Usando o Gerenciador de Grade, edite a
configuragdo KMS existente e insira 0 novo nome
de host ou endereco IP.

"Adicionar um servidor de gerenciamento de chaves
(KMS)"

Configurando o StorageGRID como um cliente no KMS

Vocé deve configurar o StorageGRID como um cliente para cada servidor de
gerenciamento de chaves externo ou cluster KMS antes de poder adicionar o KMS ao
StorageGRID.

Sobre esta tarefa

Estas instrugdes aplicam-se ao Thales CipherTrust Manager k170v, versdes 2,0, 2,1 e 2,2. Se tiver duvidas
sobre o uso de um servidor de gerenciamento de chaves diferente com o StorageGRID, entre em Contato
com o suporte técnico.

"Thales CipherTrust Manager"

Passos

1. A partir do software KMS, crie um cliente StorageGRID para cada cluster KMS ou KMS que vocé pretende
usar.

Cada KMS gerencia uma unica chave de criptografia para os nés do StorageGRID Appliances em um
unico local ou em um grupo de sites.

2. A partir do software KMS, crie uma chave de criptografia AES para cada cluster KMS ou KMS.
A chave de criptografia precisa ser exportavel.

3. Registre as seguintes informacdes para cada cluster KMS ou KMS.
Vocé precisa dessas informagdes quando vocé adiciona o KMS ao StorageGRID.

> Nome do host ou endereco IP para cada servidor.
o Porta KMIP usada pelo KMS.

> Alias de chave para a chave de criptografia no KMS.

@ A chave de criptografia ja deve existir no KMS. O StorageGRID nao cria nem gerencia
chaves KMS.

4. Para cada cluster KMS ou KMS, obtenha um certificado de servidor assinado por uma autoridade de
certificagéo (CA) ou um pacote de certificados que contém cada um dos arquivos de certificado CA
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codificados em PEM, concatenados em ordem de cadeia de certificados.
O certificado do servidor permite que o KMS externo se autentique no StorageGRID.

> O certificado deve usar o formato X,509 codificado base-64 de Email Avancado de Privacidade (PEM).

> O campo Nome alternativo do assunto (SAN) em cada certificado de servidor deve incluir o nome de
dominio totalmente qualificado (FQDN) ou o endereco IP ao qual o StorageGRID se conetara.

@ Ao configurar o KMS no StorageGRID, vocé deve inserir os mesmos FQDNs ou
enderecos IP no campo Nome do host.

> O certificado do servidor deve corresponder ao certificado usado pela interface KMIP do KMS, que
normalmente usa a porta 5696.

5. Obtenha o certificado de cliente publico emitido para o StorageGRID pelo KMS externo e a chave privada
para o certificado de cliente.

O certificado de cliente permite que o StorageGRID se autentique no KMS.

Adicionar um servidor de gerenciamento de chaves (KMS)

Vocé usa o assistente do servidor de gerenciamento de chaves do StorageGRID para
adicionar cada cluster KMS ou KMS.

O que vocé vai precisar

+ Tem de ter revisto a "consideragdes e requisitos para usar um servidor de gerenciamento de chaves".

* Vocé deve ter "Configurado o StorageGRID como um cliente no KMS", e vocé deve ter as informagdes
necessarias para cada cluster KMS ou KMS

* Vocé deve ter a permissédo de acesso root.

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa

Se possivel, configure qualquer servidor de gerenciamento de chaves especifico do site antes de configurar
um KMS padrao que se aplique a todos os sites néo gerenciados por outro KMS. Se vocé criar o KMS padrao
primeiro, todos os dispositivos criptografados por né na grade serao criptografados pelo KMS padrao. Se vocé
quiser criar um KMS especifico do site mais tarde, primeiro copie a versao atual da chave de criptografia do
KMS padréo para o novo KMS.

"Consideracdes para alterar o KMS para um site"

Passos
1. "Passo 1: Insira os detalhes do KMS"

2. "Passo 2: Carregar certificado de servidor"

3. "Passo 3: Faca o upload de certificados de cliente"

Passo 1: Insira os detalhes do KMS

Na Etapa 1 (Inserir detalhes do KMS) do assistente Adicionar um servidor de
gerenciamento de chaves, vocé fornece detalhes sobre o cluster KMS ou KMS.
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Passos
1. Selecione Configuragao > Configuragoes do sistema > servidor de gerenciamento de chaves.

A pagina Key Management Server (servidor de gerenciamento de chaves) € exibida com a guia
Configuration Details (Detalhes da configuragéo) selecionada.

Key Management Server

If your StorageGRID system includes appliance nodes with node encryplion enahled, you can use an external key management server (KMS) io manage the encryplion keys that protect your StorageGRID at
rest,

Configuration Details Encrypted Nodes
You can configure more than ons KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site.
Before adding a KMS:

» Ensure that the KMS is KMIP-compliant

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID

‘+ Create | | # Edi || @ Remove
KMS Display Name © Key Name © Manages keys for © Hosthame © Certificate Status ©

No key management servers have been configured. Select Create

2. Selecione criar.

O passo 1 (Digite os detalhes do KMS) do assistente Adicionar um servidor de gerenciamento de chaves é
exibido.

Add a Key Management Server

0 :

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Enter information about the external key management server (KMS) and the StorageGRID client you configurad in that
KMS. If you are configuring a KMS cluster, select + to add a hostname for each server in the cluster.

KMS Display Name @
Key Name @
Manages keys for & — Choose One — v
Port @ 5605

Hostname @ S
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3. Insira as seguintes informagdes para o KMS e o cliente StorageGRID que vocé configurou nesse KMS.

Campo Descrigao

Nome de exibicao de KMS Um nome descritivo para ajuda-lo a identificar este
KMS. Deve ter entre 1 e 64 carateres.

Nome da chave O alias exato da chave para o cliente StorageGRID
no KMS. Deve ter entre 1 e 255 carateres.

Gere as chaves para O site StorageGRID que sera associado a este
KMS. Se possivel, vocé deve configurar qualquer
servidor de gerenciamento de chaves especifico do
site antes de configurar um KMS padrao que se
aplica a todos os sites n&o gerenciados por outro
KMS.

» Selecione um site se este KMS gerenciara
chaves de criptografia para os nés do
dispositivo em um local especifico.

» Selecione Sites nao gerenciados por outro
KMS (KMS padrao) para configurar um KMS
padrao que se aplicara a quaisquer sites que
nao tenham um KMS dedicado e a quaisquer
sites que vocé adicionar em expansoes
subsequentes.

Nota: Um erro de validacdo ocorrera quando
vocé salvar a configuragéo do KMS se vocé
selecionar um site que foi criptografado
anteriormente pelo KMS padrao, mas vocé nao
forneceu a versao atual da chave de criptografia
original para o novo KMS.

Porta A porta que o servidor KMS usa para comunicacgdes
KMIP (Key Management Interoperability Protocol).
O padrao é 5696, que € a porta padrao KMIP.

Nome do anfitrido O nome de dominio ou endereco IP totalmente
qualificado para o KMS.

Observacao: o campo SAN do certificado do
servidor deve incluir o FQDN ou o endereco IP que
voceé inserir aqui. Caso contrario, o StorageGRID
nao podera se conetar ao KMS ou a todos os
servidores em um cluster KMS.

4. Se vocé estiver usando um cluster KMS, selecione o sinal de mais ==para adicionar um nome de host
para cada servidor no cluster.

5. Selecione seguinte.
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A etapa 2 (carregar certificado do servidor) do assistente Adicionar um servidor de gerenciamento de
chaves é exibida.

Passo 2: Carregar certificado de servidor

Na Etapa 2 (carregar certificado do servidor) do assistente Adicionar um servidor de
gerenciamento de chaves, vocé carrega o certificado do servidor (ou pacote de
certificados) para o KMS. O certificado do servidor permite que o KMS externo se
autentique no StorageGRID.

Passos

1. A partir de passo 2 (carregar certificado do servidor), navegue até a localizagdo do certificado ou
pacote de certificados do servidor guardado.

Add a Key Management Server

[ 1) o 3
o

Enter KMS Uplead Upload Client
Dietails Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) or a
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate € Browse

2. Carregue o ficheiro de certificado.

Os metadados do certificado do servidor sao exibidos.
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Add a Key Management Server

rFN
. _
41 1
I"{:_::'L,H’ 3

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) ora
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate @ Browse k170vCA pem

Server Certficate Metadata

Server DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA
Serial Number: 71:CD:6D:72:53:B5:60:0A:8C:69:13.0D0:4D:D7 .51:0E
Issue DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySacurs Root CA
lssued On: 2020-10-15T21:12:45.0002
Expires On: 2030-10-13T21:12:45.0002
SHA-1 Fingerprint: EE:E4:6E:17:86.DF:56:B4 F5:AF:A2:3C:BD:56:6B:10:DB:B2:5A 79

= 1

@ Se vocé carregou um pacote de certificados, os metadados de cada certificado serdo
exibidos em sua propria guia.

3. Selecione seguinte.

A etapa 3 (carregar certificados de cliente) do assistente Adicionar um servidor de gerenciamento de
chaves é exibida.

Passo 3: Faga o upload de certificados de cliente

Na Etapa 3 (carregar certificados de cliente) do assistente Adicionar um servidor de
gerenciamento de chaves, vocé carrega o certificado de cliente e a chave privada do
certificado de cliente. O certificado de cliente permite que o StorageGRID se autentique
no KMS.

Passos

1. A partir do passo 3 (carregar certificados de cliente), navegue até a localizagéo do certificado de
cliente.
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Add a Key Management Server

—0 0

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate € Browse

Client Cerificate Private Key @ Browse

oo | e [

Carregue o ficheiro de certificado do cliente.

Os metadados do certificado do cliente sdo exibidos.

3. Navegue até a localizagdo da chave privada para o certificado do cliente.
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Add a Key Management Server

o A
| A

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Ceriificate @ Browse k170vClientCert. pem

Server DN:  /CN=admin/UID=
Serial Number: 7D:5ABA2T:02:40:C8:F5:19:A1:28:22:E7:D6:E2:EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySecure Root CA
Issued On: 2020-10-15T23:31:48.0002
Expires On: 2022-10-15T723:31:48.000Z
SHA-1 Fingerprint: A7:10:AC:39:85:42:80:8F FF:62:AD-A1:BD:CF:4C:50:F 3:E9:36:65

Client Certificate Private Key @ Browse k170vClientKey. pem

oo [ [ e

5. Selecione Guardar.

As conexdes entre o servidor de gerenciamento de chaves e os nds do dispositivo séo testadas. Se todas
as conexdes forem validas e a chave correta for encontrada no KMS, o novo servidor de gerenciamento
de chaves sera adicionado a tabela na pagina servidor de gerenciamento de chaves.

Imediatamente apds adicionar um KMS, o status do certificado na pagina Key Management

(D Server (servidor de gerenciamento de chaves) aparece como desconhecido. Pode demorar
StorageGRID até 30 minutos para obter o status real de cada certificado. Vocé deve
atualizar o navegador da Web para ver o status atual.

6. Se uma mensagem de erro for exibida quando vocé selecionar Salvar, revise os detalhes da mensagem e
selecione OK.

Por exemplo, vocé pode receber um erro de entidade 422: Nao processavel se um teste de conexao
falhar.

7. Se vocé precisar salvar a configuragao atual sem testar a conexao externa, selecione Force Save.
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Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Senver Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server DN:  /CN=admin/UID=
Serial Number: 7D5A8A2T.02:40:CH:F519AT1.28:22.E7V-DG:E2.EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySacure Root CA
Issued On: 2020-10-15T23:31:49.0002
Expires On: 2022-10-15T23:31:49.000Z
SHA-1 Fingerprint:  A7:10:AC:39.85:42:80:8F FF 62:AD:A1:BD:CF-4C:90:F3:E9:36:69

Client Certificate Private Key @ Browse k170vClisntKey. pem

Select Force Save to save this KMS without testing the external connections. If there is an issue with the configuration,

you might not be able to reboat any FDE-enablad appliance nodes at the affected site, and you might lose access to
your data.

OE=SE

Selecionar Force Save salva a configuracdo do KMS, mas néo testa a conexao externa de
cada dispositivo para esse KMS. Se houver um problema com a configuragao, talvez vocé
CD nao consiga reinicializar os nés de dispositivo que tém a criptografia de n6 ativada no site

afetado. Vocé pode perder o acesso aos seus dados até que os problemas sejam
resolvidos.

8. Reveja o aviso de confirmacéo e selecione OK se tiver a certeza de que pretende forgar a gravagao da
configuragéo.
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A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

Ifthere is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

=

A configuragao do KMS é salva, mas a conexdo com o KMS néo é testada.

Visualizar detalhes do KMS

Vocé pode exibir informagdes sobre cada servidor de gerenciamento de chaves (KMS)

em seu sistema StorageGRID, incluindo o status atual do servidor e dos certificados de
cliente.

Passos

1. Selecione Configuragao > Configuragdes do sistema > servidor de gerenciamento de chaves.

A pagina Key Management Server (servidor de gerenciamento de chaves) € exibida. A guia Detalhes da
configuragdo mostra todos os servidores de gerenciamento de chaves configurados.

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted MNodes

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

« Ensure that the KMS is KMIP-compliant.
» Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| & Create | ‘ # Edit | | & Remove|

KMS Display Name @ Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.99 164 «" All certificates are valid

2. Reveja as informagdes na tabela para cada KMS.

Campo Descrigao

Nome de exibicao de KMS O nome descritivo do KMS.
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Campo Descrigao

Nome da chave O alias de chave para o cliente StorageGRID no
KMS.
Gere as chaves para O site StorageGRID associado ao KMS.

Este campo exibe o nome de um site StorageGRID
especifico ou sites nao gerenciados por outro
KMS (KMS padrao).

Nome do anfitrido O nome de dominio totalmente qualificado ou
endereco IP do KMS.

Se houver um cluster de dois servidores de
gerenciamento de chaves, o nome de dominio
totalmente qualificado ou o endereco IP de ambos
os servidores serao listados. Se houver mais de
dois servidores de gerenciamento de chaves em
um cluster, o nome de dominio totalmente
qualificado ou o endereco IP do primeiro KMS sao
listados juntamente com o numero de servidores de
gerenciamento de chaves adicionais no cluster.

Por exemplo: 10.10.10.10 and 10.10.10.11
Ou10.10.10.10 and 2 others.

Para exibir todos os nomes de host em um cluster,
selecione um KMS e, em seguida, selecione Editar.

Estado do certificado Estado atual do certificado do servidor, do
certificado da CA opcional e do certificado do
cliente: Valido, expirado, proximo da expiragao ou
desconhecido.

Nota: pode demorar StorageGRID até 30 minutos
para obter atualizacdes do status do certificado.
Vocé deve atualizar o navegador da Web para ver
os valores atuais.

3. Se o Status do certificado for desconhecido, aguarde até 30 minutos e, em seguida, atualize o navegador
da Web.

Imediatamente apds adicionar um KMS, o status do certificado na pagina Key Management

@ Server (servidor de gerenciamento de chaves) aparece como desconhecido. Pode demorar
StorageGRID até 30 minutos para obter o status real de cada certificado. Vocé deve
atualizar o navegador da Web para ver o status real.

4. Se a coluna Status do certificado indicar que um certificado expirou ou esta prestes a expirar, solucione o
problema o mais rapido possivel.

Consulte as acdes recomendadas para os alertas expirag¢ao do certificado KMS CA, expira¢ao do
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certificado do cliente KMS e expiragdo do certificado do servidor KMS nas instrugdes para
monitoramento e solugao de problemas do StorageGRID.

@ Vocé deve resolver quaisquer problemas de certificado o mais rapido possivel para manter
0 acesso aos dados.

Informagodes relacionadas

"Monitorizar Resolugéo de problemas”

Exibindo nés criptografados

Vocé pode exibir informagdes sobre os nés do dispositivo no seu sistema StorageGRID

que tém a configuragao criptografia de né ativada.

Passos

1. Selecione Configuragao > Configuragoes do sistema > servidor de gerenciamento de chaves.

A pagina Key Management Server (servidor de gerenciamento de chaves) é exibida. A guia Detalhes da
configuracdo mostra todos os servidores de gerenciamento de chaves que foram configurados.

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Caonfiguration Details Encrypted Modes

*You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

Ensure that the KMS is KMIP-compliant.
Configure StorageGRID as a client in the KMS.

Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administaring StorageGRID.

| 4 Create | ‘ # Edit | | o Remove|

KMS Display Name & Key Name & Manages keys for @ Hostname @ Certificate Status @
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.95 164 +" All certificates are valid

2. Na parte superior da pagina, selecione a guia nés criptografados.

Key Management Server

If vour StorageGRID system includes appliance nodes with Full Disk Encryption (FDE) enabled, vou can use an external key management server (KMS) to manage the
encryption keys that protect vour StorageGRID data at rest

Configuration Details Encrypted Nodes

You can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one

default KMS to manage the keys for all appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a
particular site.

A guia n6s criptografados lista os nés do dispositivo no sistema StorageGRID que tém a configuragao
criptografia de né ativada.
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3.

4.
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Configuration Details Encrypted Nodes

Review the KMS status for all appliance nodes that have node encryption enabled. Address any issues immediately to ensure your data is fully protected. If no KMS exists for a site
select Configuration Details and add a KMS.

Nodes with Encryption Enabled

Node Name Node Type Site KMS Display Name @ Key UID © Status @
SGA-010-096-104-67 (§ Storage Node Data Center 1 Default KMS 41bi...5c¢57 # Connected to KMS (2021-03-12 10:59:32 MST)

Revise as informagdes na tabela para cada n6 de dispositivo.

Coluna Descrigcao

Nome do né O nome do n6 do dispositivo.

Tipo n6 O tipo de né: Storage, Admin ou Gateway.

Local O nome do site do StorageGRID onde o né esta instalado.
Nome de exibicao de KMS O nome descritivo do KMS usado para o no.

Se nenhum KMS estiver listado, selecione a guia Detalhes da
configuragéo para adicionar um KMS.

"Adicionar um servidor de gerenciamento de chaves (KMS)"

UID da chave O ID exclusivo da chave de criptografia usada para criptografar e
descriptografar dados no n6 do dispositivo. Para exibir um UID de
chave inteiro, passe o cursor sobre a célula.

Um trago (--) indica que a chave UID é desconhecida, possivelmente

por causa de um problema de conexao entre o né do aparelho e o
KMS.

Estado O status da conexao entre o KMS e o n6 do dispositivo. Se o n6
estiver conetado, o carimbo de data/hora sera atualizado a cada 30
minutos. Pode levar varios minutos para que o status da conexao
seja atualizado apds as alteragdes de configuragao do KMS.

Observacgao: vocé deve atualizar seu navegador para ver os novos
valores.

Se a coluna Status indicar um problema KMS, solucione o problema imediatamente.

Durante as operagdes normais de KMS, o status sera conectado ao KMS. Se um n6 for desconetado da
grade, o estado de conexao do n6 é mostrado (administrativamente para baixo ou desconhecido).

Outras mensagens de status correspondem a alertas StorageGRID com os mesmos nomes:

> Falha ao carregar a configuragdo DE KMS



> Erro de conetividade DE KMS
> Nome da chave de encriptagao KMS nao encontrado
> Falha na rotagdo da chave de CRIPTOGRAFIA KMS

o

A chave KMS falhou ao desencriptar um volume de aparelho

o

O KMS néo esta configurado consulte as agdes recomendadas para esses alertas nas instrugées para
monitoramento e solugéo de problemas do StorageGRID.

@ Vocé deve resolver quaisquer problemas imediatamente para garantir que seus dados
estejam totalmente protegidos.

Informacgdes relacionadas

"Monitorizar Resolugéo de problemas"

Editar um servidor de gerenciamento de chaves (KMS)

Talvez seja necessario editar a configuracdo de um servidor de gerenciamento de
chaves, por exemplo, se um certificado estiver prestes a expirar.

O que vocé vai precisar
+ Tem de ter revisto a "consideragdes e requisitos para usar um servidor de gerenciamento de chaves".

» Se pretende atualizar o local selecionado para um KMS, tem de ter revisto o "Consideracoes para alterar o
KMS para um site".

* Vocé deve ter a permisséo de acesso root.

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Passos

1. Selecione Configuragao > Configuragoes do sistema > servidor de gerenciamento de chaves.

A pagina Key Management Server (servidor de gerenciamento de chaves) é exibida e mostra todos os
servidores de gerenciamento de chaves que foram configurados.

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted MNodes

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

Ensure that the KMS iz KMIP-compliant.
Configure StorageGRID as a client in the KMS.

Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| 4 Create | ‘ # Edit | | & Remove|

KMS Display Name @ Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.99 164 «" All certificates are valid
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2. Selecione o0 KMS que deseja editar e selecione Editar.

3. Opcionalmente, atualize os detalhes em Etapa 1 (Inserir detalhes do KMS) do assistente Editar um
servidor de gerenciamento de chaves.

Campo Descricao

Nome de exibicao de KMS Um nome descritivo para ajuda-lo a identificar este KMS. Deve ter
entre 1 e 64 carateres.

Nome da chave O alias exato da chave para o cliente StorageGRID no KMS. Deve ter
entre 1 e 255 carateres.

Vocé so precisa editar o nome da chave em casos raros. Por
exemplo, vocé deve editar o nome da chave se o alias for renomeado
no KMS ou se todas as versdes da chave anterior tiverem sido
copiadas para o histérico de versdes do novo alias.

Nunca tente girar uma chave alterando o nome da
chave (alias) para o KMS. Em vez disso, gire a chave
atualizando a versao da chave no software KMS. O
StorageGRID requer que todas as versdes de chave
usadas anteriormente (bem como quaisquer versoes

@ futuras) sejam acessiveis a partir do KMS com o
mesmo alias de chave. Se vocé alterar o alias de
chave para um KMS configurado, o StorageGRID pode
nao conseguir descriptografar seus dados.

"Consideragoes e requisitos para usar um servidor de
gerenciamento de chaves"

Gere as chaves para Se vocé estiver editando um KMS especifico do site e ainda nao tiver
um KMS padrao, opcionalmente selecione Sites ndo gerenciados
por outro KMS (KMS padrao). Esta selecédo converte um KMS
especifico do site para o KMS padrao, que se aplicara a todos os
sites que nao tém um KMS dedicado e a quaisquer sites adicionados
em uma expansao.

Observacao: se vocé estiver editando um KMS especifico do site,
nao podera selecionar outro site. Se vocé estiver editando o KMS
padrao, ndo podera selecionar um site especifico.

Porta A porta que o servidor KMS usa para comunicagdes KMIP (Key
Management Interoperability Protocol). O padrao é 5696, que € a
porta padrao KMIP.
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10.

1.

12.

Campo Descrigcao

Nome do anfitrido O nome de dominio ou endereco IP totalmente qualificado para o
KMS.

Observagao: o campo SAN do certificado do servidor deve incluir o
FQDN ou o enderego IP que vocé inserir aqui. Caso contrario, o
StorageGRID néo podera se conetar ao KMS ou a todos os
servidores em um cluster KMS.

Se vocé estiver configurando um cluster KMS, selecione o sinal de mais <=para adicionar um nome de
host para cada servidor no cluster.

Selecione seguinte.

A etapa 2 (carregar certificado do servidor) do assistente Editar um servidor de gerenciamento de chaves
€ exibida.

Se precisar substituir o certificado do servidor, selecione Procurar e carregue o novo arquivo.

Selecione seguinte.

A etapa 3 (carregar certificados de cliente) do assistente Editar um servidor de gerenciamento de chaves é
exibida.

Se precisar substituir o certificado de cliente e a chave privada do certificado de cliente, selecione
Procurar e carregue 0s novos arquivos.

Selecione Guardar.

As conexdes entre o servidor de gerenciamento de chaves e todos os nés de dispositivos criptografados
por nés nos locais afetados séo testadas. Se todas as conexdes de no6 forem validas e a chave correta for
encontrada no KMS, o servidor de gerenciamento de chaves sera adicionado a tabela na pagina servidor
de gerenciamento de chaves.

Se for apresentada uma mensagem de erro, reveja os detalhes da mensagem e selecione OK.

Por exemplo, vocé pode receber um erro de entidade 422: Nao processavel se o site selecionado para
este KMS ja for gerenciado por outro KMS, ou se um teste de conexao falhou.

Se vocé precisar salvar a configuragao atual antes de resolver os erros de conexao, selecione Force
Save.

Selecionar Force Save salva a configuragao do KMS, mas nao testa a conexao externa de
cada dispositivo para esse KMS. Se houver um problema com a configuracgéao, talvez vocé

@ nao consiga reinicializar os nés de dispositivo que tém a criptografia de n6 ativada no site
afetado. Vocé pode perder o acesso aos seus dados até que os problemas sejam
resolvidos.

A configuragéo do KMS é salva.

Reveja o aviso de confirmagéo e selecione OK se tiver a certeza de que pretende forgar a gravagéo da
configuragao.
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A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

Ifthere is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected sita, and you might lose access to your data.

A configuragao do KMS é salva, mas a conexdo com o KMS néo é testada.

Remover um servidor de gerenciamento de chaves (KMS)

Em alguns casos, vocé pode querer remover um servidor de gerenciamento de chaves.
Por exemplo, vocé pode querer remover um KMS especifico do site se vocé tiver
desativado o site.

O que vocé vai precisar
+ Tem de ter revisto a "consideragdes e requisitos para usar um servidor de gerenciamento de chaves".

* Vocé deve ter a permissédo de acesso root.

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa

Vocé pode remover um KMS nestes casos:

* Vocé pode remover um KMS especifico do site se o site tiver sido desativado ou se o site ndo incluir nés
de dispositivo com criptografia de n6 ativada.

* Vocé pode remover o KMS padrao se um KMS especifico do site ja existir para cada site que tenha nos de
dispositivo com criptografia de n6 ativada.

Passos
1. Selecione Configuragao > Configuragdes do sistema > servidor de gerenciamento de chaves.

A pagina Key Management Server (servidor de gerenciamento de chaves) é exibida e mostra todos os
servidores de gerenciamento de chaves que foram configurados.

104



Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enahled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

‘You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administaring StorageGRID

= Create | ‘ & Edt | | & Remnve|

KMS Display Name & Key Name & Manages keys for @ Hostname © Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.99.164 +" All certificates are valid

2. Selecione o botédo de opgéo para o KMS que deseja remover e selecione Remover.

3. Reveja as consideracgdes na caixa de didlogo de aviso.

A Warning

Delete KMS Configuration
You can anly remove a KMS in these cases:

« 'You are removing a site-specific KMS for a site that has no appliance nodes with node
encryption enabled.

= You are removing the default KMS, but a site-specific KIMS already exists for each site
with node encryption.

Are you sure you want to delete the Default KMS KMS configuration?

=

4. Selecione OK.

A configuragédo do KMS é removida.

Gerenciamento de locatarios

Como administrador de grade, voceé cria e gerencia as contas de locatario que os
clientes S3 e Swift usam para armazenar e recuperar objetos, monitorar o uso do
armazenamento e gerenciar as agoes que os clientes podem executar usando seu
sistema StorageGRID.
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Quais sao as contas de inquilino

As contas de locatario permitem que aplicativos clientes que usam a APl REST do Simple Storage Service
(S3) ou a API REST Swift armazenem e recuperem objetos no StorageGRID.

Cada conta de locatario suporta o uso de um unico protocolo, que vocé especifica quando vocé cria a conta.
Para armazenar e recuperar objetos em um sistema StorageGRID com ambos os protocolos, vocé deve criar
duas contas de locatario: Uma para buckets e objetos do S3 e outra para contentores e objetos do Swift. Cada
conta de locatario tem seu proprio ID de conta, grupos e usuarios autorizados, buckets ou containers e
objetos.

Opcionalmente, vocé pode criar contas de locatario adicionais se quiser segregar os objetos armazenados em
seu sistema por diferentes entidades. Por exemplo, vocé pode configurar varias contas de locatario em
qualquer um desses casos de uso:

* * Caso de uso corporativo:* se vocé estiver administrando um sistema StorageGRID em um aplicativo
corporativo, talvez queira separar o armazenamento de objetos da grade pelos diferentes departamentos
da sua organizagao. Nesse caso, vocé pode criar contas de inquilino para o departamento de marketing, o
departamento de suporte ao cliente, o departamento de recursos humanos e assim por diante.

Se vocé usar o protocolo cliente S3, vocé pode simplesmente usar buckets e politicas de

@ bucket do S3 para segregar objetos entre os departamentos de uma empresa. Vocé nao
precisa usar contas de locatario. Consulte as instrugdes para implementar aplicativos
cliente S3 para obter mais informagdes.

» * Caso de uso do provedor de servigos:* se vocé estiver administrando um sistema StorageGRID como
provedor de servigos, vocé pode segregar o armazenamento de objetos da grade pelas diferentes
entidades que alugarao o armazenamento em sua grade. Neste caso, vocé criaria contas de inquilino para
a empresa A, empresa B, empresa C e assim por diante.

Criando e configurando contas de inquilino

Ao criar uma conta de locatario, vocé especifica as seguintes informagoes:

* Nome de exibicdo da conta de locatario.
» Qual protocolo de cliente sera usado pela conta de locatario (S3 ou Swift).

» Para contas de locatario do S3: Se a conta de locatario tem permissao para usar servigos de plataforma
com buckets do S3. Se vocé permitir que as contas de inquilino usem servicos de plataforma, vocé deve
garantir que a grade esteja configurada para suportar seu uso. Consulte ""Gerenciando servigos de
plataforma.™

» Opcionalmente, uma cota de armazenamento para a conta de locatario - o nUmero maximo de gigabytes,
terabytes ou petabytes disponiveis para os objetos do locatario. Se a cota for excedida, o locatario néo
podera criar novos objetos.

@ A cota de armazenamento de um locatario representa uma quantidade légica (tamanho do
objeto), e ndo uma quantidade fisica (tamanho no disco).

» Se a federagao de identidade estiver ativada para o sistema StorageGRID, qual grupo federado tem
permissao de acesso root para configurar a conta de locatario.

» Se o logon unico (SSO) nao estiver em uso para o sistema StorageGRID, se a conta do locatario usara
sua propria origem de identidade ou compartilhara a origem de identidade da grade e a senha inicial para
0 usuario raiz local do locatario.
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Depois que uma conta de locatario for criada, vocé podera executar as seguintes tarefas:

» Gerenciar servigos de plataforma para a grade: Se vocé habilitar servicos de plataforma para contas de
locatarios, certifique-se de entender como as mensagens de servigos de plataforma sdo entregues e os
requisitos de rede que o uso de servigos de plataforma coloca na implantagao do StorageGRID.

* Monitorar o uso de armazenamento de uma conta de locatario: Depois que os locatarios comecam a
usar suas contas, vocé pode usar o Grid Manager para monitorar quanto armazenamento cada locatario
consome.

Se vocé tiver definido cotas para locatarios, podera ativar o alerta uso alto da cota do locatario para
determinar se os locatéarios estdo consumindo suas cotas. Se ativado, esse alerta é acionado quando um
locatario usou 90% de sua cota. Para obter mais informacgdes, consulte a referéncia de alertas nas
instrugdes para monitoramento e solugéo de problemas do StorageGRID.

» Configurar operagoes do cliente: Vocé pode configurar se alguns tipos de operagdes do cliente sdo
proibidos.

Configurando S3 locatarios

Depois que uma conta de locatario do S3 for criada, os usuarios do locatario poderéo acessar o Gerenciador
do locatario para executar tarefas como as seguintes:

» Configurando a federagéo de identidade (a menos que a origem de identidade seja compartilhada com a
grade) e criando grupos e usuarios locais

» Gerenciando chaves de acesso S3

 Criagao e gerenciamento de buckets do S3

* Monitoramento do uso do storage

« Usando servigos de plataforma (se ativado)

Os usuarios de locatarios do S3 podem criar e gerenciar chaves de acesso do S3 e buckets
com o Gerenciador de locatarios, mas devem usar um aplicativo cliente do S3 para obter e
gerenciar objetos.

Configurando os locatarios Swift

Depois que uma conta de locatario Swift for criada, o usuario raiz do locatario podera acessar o Gerenciador
do locatario para executar tarefas como as seguintes:

» Configurando a federagéo de identidade (a menos que a origem de identidade seja compartilhada com a
grade) e criando grupos e usuarios locais

* Monitoramento do uso do storage

Os usuarios Swift devem ter a permissao de acesso root para acessar o Gerenciador do

@ locatario. No entanto, a permissé&o de acesso root ndo permite que 0s usuarios se autentiquem
na API REST do Swift para criar contentores e ingerir objetos. Os usuarios devem ter a
permissao Swift Administrator para se autenticar na APl Swift REST.

Informacgdes relacionadas
"Use uma conta de locatario"
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Criando uma conta de locatario

Vocé deve criar pelo menos uma conta de locatario para controlar o acesso ao storage
no sistema StorageGRID.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Passos

1. Selecione tenants.

A pagina Contas do locatario é exibida e lista todas as contas de locatario existentes.

Tenant Accounts
View information for each tenant account.

Hote; Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recentvalues selectthe tenant and select View Details.

i+ Create | & \iew details | | # Edit | | Actions - || Exportto CSY Search by MamelD Q

Display Hame & “ Space Used © 1 Quota Utilization @ 1T Quota & I Object Count & n Signin &

Neo resulfs found.

Show 20 ¥ rows per page

2. Selecione criar.

A pagina criar conta de locatario é exibida. Os campos incluidos na pagina dependem se o logon unico
(SSO) foi ativado para o sistema StorageGRID.

> Se 0 SSO nao estiver sendo usado, a pagina criar conta do locatario sera assim.
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Create Tenant Account

Tenant Details

Display Mame
Protocol g3 T Swift
Storage Quota (optional) GB -

Authentication @

Canfigure how the tenant account will be accessed.

Uses Own ldentity Source W

Specify a passwaord for the tenant's local root user.
lsername roat
Password

Canfirm Passwaord

> Se 0 SSO estiver ativado, a pagina criar conta do locatario sera assim.
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Create Tenant Account

Tenant Details
Display Mame S3 tenant (330 enabled)

Protocol & g3  Swift

Allow Platform Services W

Storage Qluota (optional) GE -

Authentication

Because single sign-on is enabled, the tenant must use the Grid Managers identity federation
service, and no local users can sign in. You must select an existing federated group to have the
initial Root Access permission for the tenant.

Uses Own |dentity Source [

Single sign-on is enabled. The tenant cannot
use its own identity source.

Root Access Group gagrp oo

=1 3

Informacgdes relacionadas
"Usando a federacéao de identidade"

"Configurando logon unico"

Criando uma conta de locatario se o StorageGRID nao estiver usando SSO

Quando vocé cria uma conta de locatario, vocé especifica um nome, um protocolo de
cliente e, opcionalmente, uma cota de armazenamento. Se o StorageGRID nao estiver
usando logon unico (SSO), vocé também deve especificar se a conta de locatario usara
sua prépria origem de identidade e configurar a senha inicial para o usuario raiz local do
locatario.

Sobre esta tarefa

Se a conta de locatario usar a origem de identidade configurada para o Gerenciador de Grade e vocé quiser
conceder permissao de acesso raiz para a conta de locatario a um grupo federado, vocé deve ter importado
esse grupo federado para o Gerenciador de Grade. Vocé nao precisa atribuir nenhuma permissao do
Gerenciador de Grade a esse grupo de administradores. Consulte as instrugées para "gerenciando grupos de
administradores”.

Passos
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1. Na caixa de texto Nome de exibigao, insira um nome de exibicdo para essa conta de locatario.

Os nomes de exibigdo ndo precisam ser exclusivos. Quando a conta de locatario € criada, ela recebe um
ID de conta numérico unico.

2. Selecione o protocolo de cliente que sera usado por esta conta de locatario, seja S3 ou Swift.

3. Para contas de locatario do S3, mantenha a caixa de selegao permitir Servigos de Plataforma
selecionada, a menos que vocé nao queira que esse locatario use servigos de plataforma para buckets do
S3.

Se os servigos de plataforma estiverem ativados, um locatario podera usar recursos, como a replicagdo do
CloudMirror, que acessam servigos externos. Talvez vocé queira desativar o uso desses recursos para
limitar a quantidade de largura de banda da rede ou outros recursos que um locatario consome. Consulte
""Gerenciando servicos de plataforma.""

4. Na caixa de texto cota de armazenamento, insira opcionalmente o nimero maximo de gigabytes,
terabytes ou petabytes que vocé deseja disponibilizar para os objetos desse locatario. Em seguida,
selecione as unidades na lista suspensa.

Deixe esse campo em branco se vocé quiser que esse locatario tenha uma cota ilimitada.

A cota de armazenamento de um locatario representa uma quantidade légica (tamanho do

@ objeto), e ndo uma quantidade fisica (tamanho no disco). As copias ILM e a codificagao de
apagamento nao contribuem para a quantidade de cota usada. Se a cota for excedida, a
conta de locatario ndo podera criar novos objetos.

Para monitorar o uso de armazenamento de cada conta de locatario, selecione uso. As
contas de locatario também podem monitorar seu préprio uso de storage no Dashboard no

@ Gerenciador do locatario ou com a API de gerenciamento do locatario. Observe que os
valores de uso de storage de um locatario podem ficar desatualizados se os nos forem
isolados de outros nos na grade. Os totais serdo atualizados quando a conetividade de rede
for restaurada.

5. Se o locatario gerenciar seus proprios grupos e usuarios, siga estas etapas.

a. Marque a caixa de selegéo usa a propria fonte de identidade (padrao).

Se esta caixa de verificacao estiver selecionada e pretender utilizar a federacao de
identidade para grupos de inquilinos e utilizadores, o inquilino tem de configurar a sua
propria origem de identidade. Consulte as instrugcdes para usar contas de locatario.

b. Especifique uma senha para o usuario raiz local do locatario.

6. Se o locatario usar os grupos e usuarios configurados para o Gerenciador de Grade, siga estas etapas.
a. Desmarque a caixa de selegdo usa a propria fonte de identidade.
b. Faga um ou ambos os procedimentos a seguir:

= No campo Grupo de Acesso raiz, selecione um grupo federado existente no Gerenciador de Grade
que deve ter a permissao de acesso raiz inicial para o locatario.

Se vocé tiver permissdes adequadas, os grupos federados existentes do
Gerenciador de Grade seréo listados quando vocé clicar no campo. Caso contrario,
introduza o nome exclusivo do grupo.
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7.

8.
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= Especifique uma senha para o usuario raiz local do locatario.

Clique em Salvar.
A conta de locatario é criada.

Opcionalmente, acesse o novo locatario. Caso contrario, va para a etapa acessando o locatario mais
tardede .

Se vocé é... Facaisso...
Acessando o Gerenciador de Clique em restrito para saber mais sobre como acessar essa conta
Grade em uma porta restrita de locatério.

O URL do Gerenciador do Locatario tem este formato:

https://FODN or Admin Node IP:port/?accountId=20-
digit-account-id/

* FODN or Admin Node IPE um nome de dominio totalmente
qualificado ou o enderecgo IP de um né de administrador
* port & a porta somente locatario

* 20-digit-account-idE o ID exclusivo da conta do locatario

Acessando o Gerenciador de Clique em entrar e insira as credenciais de um usuario no grupo
Grade na porta 443, mas vocé federado de acesso root.

nao definiu uma senha para o

usuario raiz local

Acessando o Gerenciador de Va para a préxima etapa para faca login como root.
Grade na porta 443 e vocé define

uma senha para o usuario raiz

local

Faga login no locatario como root:

a. Na caixa de dialogo Configurar conta de locatario, clique no botdo entrar como root.



Configure Tenant Account

" Account 53 tenant created successfully.

If you are ready to configure this tenant account, sign in as the tenant's root user. Then, click the

links below.

# Buckets - Create and manage buckets.
» Groups - Manage user groups, and assign group permissions.
» Users - Manage local users, and assign users to groups.

Uma marca de selegao verde aparece no botao, indicando que vocé agora esta conetado a conta de
locatario como usuario raiz.

Signinasroot

a. Clique nos links para configurar a conta de locatario.

Cada link abre a pagina correspondente no Gerenciador do Locatario. Para concluir a pagina, consulte
as instrucdes para usar contas de locatario.
b. Cliqgue em Finish.

10. para acessar o locatario mais tarde:

Se vocé estiver usando... Faca um destes...

Porta 443 * No Gerenciador de Grade, selecione tenants e clique em Sign in
a direita do nome do locatario.

* Insira o URL do locatario em um navegador da Web:

https://FODN or Admin Node IP/?accountId=20-
digit-account-id/

° FODN or Admin Node IPE um nome de dominio
totalmente qualificado ou o endereco IP de um né de
administrador

° 20-digit-account-idE o ID exclusivo da conta do
locatario
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Se vocé estiver usando... Faca um destes...

Uma porta restrita * No Gerenciador de Grade, selecione tenants e clique em
Restricted.

* Insira o URL do locatario em um navegador da Web:

https://FODN or Admin Node IP:port/?accountId=20
-digit-account-id

° FODN or Admin Node IPE um nome de dominio
totalmente qualificado ou o enderecgo IP de um né de
administrador

° port é a porta restrita somente para locatario

° 20-digit-account-idE o ID exclusivo da conta do
locatario

Informacgdes relacionadas

"Controlar o acesso através de firewalls"
"Gerenciamento de servicos de plataforma para contas de locatarios do S3"

"Use uma conta de locatario"

Criando uma conta de locatario se o SSO estiver habilitado

Quando vocé cria uma conta de locatario, vocé especifica um nome, um protocolo de
cliente e, opcionalmente, uma cota de armazenamento. Se o logon unico (SSO) estiver
ativado para o StorageGRID, vocé também especificara qual grupo federado tem
permissao de acesso root para configurar a conta de locatario.

Passos
1. Na caixa de texto Nome de exibigao, insira um nome de exibigdo para essa conta de locatario.

Os nomes de exibicao nao precisam ser exclusivos. Quando a conta de locatario é criada, ela recebe um
ID de conta numérico unico.

2. Selecione o protocolo de cliente que sera usado por esta conta de locatario, seja S3 ou Swift.

3. Para contas de locatario do S3, mantenha a caixa de selegao permitir Servigos de Plataforma
selecionada, a menos que vocé nao queira que esse locatario use servigos de plataforma para buckets do
S3.

Se os servigos de plataforma estiverem ativados, um locatario podera usar recursos, como a replicagdo do
CloudMirror, que acessam servigos externos. Talvez vocé queira desativar o uso desses recursos para
limitar a quantidade de largura de banda da rede ou outros recursos que um locatario consome. Consulte
""Gerenciando servigos de plataforma."

4. Na caixa de texto cota de armazenamento, insira opcionalmente o nimero maximo de gigabytes,

terabytes ou petabytes que vocé deseja disponibilizar para os objetos desse locatario. Em seguida,
selecione as unidades na lista suspensa.
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Deixe esse campo em branco se vocé quiser que esse locatario tenha uma cota ilimitada.

A cota de armazenamento de um locatario representa uma quantidade légica (tamanho do

@ objeto), e ndo uma quantidade fisica (tamanho no disco). As copias ILM e a codificagao de
apagamento n&o contribuem para a quantidade de cota usada. Se a cota for excedida, a
conta de locatario ndo podera criar novos objetos.

Para monitorar o uso de armazenamento de cada conta de locatario, selecione uso. As
contas de locatario também podem monitorar seu préprio uso de storage no Dashboard no

@ Gerenciador do locatario ou com a API de gerenciamento do locatario. Observe que os
valores de uso de storage de um locatario podem ficar desatualizados se os nés forem
isolados de outros nds na grade. Os totais serdo atualizados quando a conetividade de rede
for restaurada.

5. Observe que a caixa de selecdo usa a propria fonte de identidade esta desmarcada e desativada.

Como o SSO esta habilitado, o locatario deve usar a origem de identidade que foi configurada para o
Gerenciador de Grade. Nenhum usuario local pode entrar.

6. No campo Root Access Group, selecione um grupo federado existente no Gerenciador de Grade para ter
a permissao de acesso raiz inicial para o locatario.

Se vocé tiver permissdes adequadas, os grupos federados existentes do Gerenciador de
Grade seréo listados quando vocé clicar no campo. Caso contrario, introduza o nome
exclusivo do grupo.

7. Clique em Salvar.

A conta de locatario é criada. A pagina Contas do locatario € exibida e inclui uma linha para o novo
locatario.

8. Se vocé for um usuario no grupo de acesso root, opcionalmente clique no link entrar para que o novo
locatario acesse imediatamente o Gerenciador de Locatario, onde vocé pode configurar o locatario. Caso
contrario, fornegca o URL do link entrar para o administrador da conta do locatario. (O URL de um locatario

€ o nome de dominio totalmente qualificado ou o endereco IP de qualquer né Admin, seguido de
/?accountId=20-digit-account-id.)

@ Uma mensagem de acesso negado sera exibida se vocé clicar em entrar, mas vocé n&o
pertencer ao grupo de acesso raiz da conta de locatario.

Informagodes relacionadas
"Configurando logon unico"
"Gerenciamento de servigos de plataforma para contas de locatarios do S3"

"Use uma conta de locatario"

Alterando a senha do usuario raiz local de um locatario

Talvez seja necessario alterar a senha do usuario raiz local de um locatario se o usuario
raiz estiver bloqueado para fora da conta.
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O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Se o logon unico (SSO) estiver habilitado para o sistema StorageGRID, o usuario raiz local ndo podera entrar
na conta de locatario. Para executar tarefas de usuario raiz, os usuarios devem pertencer a um grupo
federado que tenha a permissao de acesso raiz para o locatario.

Passos
1. Selecione tenants.

A pagina Contas do locatario é exibida e lista todas as contas de locatario existentes.

Tenant Accounts
View information for each tenant account.

Hote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be cut of date. To view
mare recentvalues, select the tenant and select View Details.

|_-|- Create | |@,) View details i ! # Edit | i Actions w | | Exportto CS\;]: Search by NameD Q

Display Name €& A Space Used @ ! Quota Utilization @ 1T Quota @11 ObjectCount @11 Signin ©

® Account0? 500.00 KB 0.00% 2000 GB 100 L3
O Account02 250 MB 0.01% 30.00 GB 500 ]
(O Account03 605 00 MB 4 03% 15.00 GB 31,000 +]
(0 Account04 1.00.G6B 10.00% 10.00 GB 200,000 ]
) Account0s 0 bytes — Unlimited ] 3

Show 20 ¥  rows perpage

2. Selecione a conta de locatario que vocé deseja editar.
Se o sistema incluir mais de 20 itens, vocé pode especificar quantas linhas sdo mostradas em cada
pagina de uma vez. Use a caixa de pesquisa para procurar uma conta de locatario por nome de exibigao
ou ID de locatario.

Os botdes Ver Detalhes, Editar e a¢des ficam ativados.

3. Na lista suspensa ag¢oes, selecione alterar senha de root.
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Change Root User Password - Account03

Username

Mew Fassword

Confirm Mew Fassword

4. Introduza a nova palavra-passe para a conta de locatario.

5. Selecione Guardar.

Informacgdes relacionadas

root

"Controlar o acesso do administrador ao StorageGRID"

Editando uma conta de locatario

Vocé pode editar uma conta de locatario para alterar o nome de exibicao, alterar a

configuragao de origem de identidade, permitir ou desativar servigcos de plataforma ou

inserir uma cota de armazenamento.

O que voceé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Passos

1. Selecione tenants.

A pagina Contas do locatario é exibida e lista todas as contas de locatario existentes.

Tenant Accounts

View information for each tenant account.

Mate: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view

more recentvalues, selectthe tenant and select View Details.

|4 Create | | @ View details || # Edit |

| Actions || Exportto CSV |

NamedD Q

aearch by |

Display Name €& A Space Used © I Quota Utilization @ 1T Quota @11 ObjectCount @ 11 Signin ©

Account
AccountD2
Account03
Account04

O00C0®

Account0s

500.00 KB
250 MB
605.00 MB
1.00.GB
0 bytes

0.00%
0.01%
4.03%
10.00%

20.00 GB
30.00 GB
15.00 GB
10.00 GB
Unlimited

100
500
31.000
200.000
0

Show 20

=)
=)

¥  [OWS per page
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2. Selecione a conta de locatario que vocé deseja editar.
Se o sistema incluir mais de 20 itens, vocé pode especificar quantas linhas sdo mostradas em cada
pagina de uma vez. Use a caixa de pesquisa para procurar uma conta de locatario por nome de exibi¢cao
ou ID de locatario.

3. Selecione Editar.

A pagina Editar conta do locatario é exibida. Este exemplo € para uma grade que n&do usa logon unico
(SSO). Essa conta de locatario ndo configurou sua prépria origem de identidade.

Edit Tenant Account

Tenant Details

Cisplay Mame Account03

Allow Platform Services

Storage Quota (opticnal} 15

Uses Own |dentity Source

o [

4. Altere os valores dos campos conforme necessario.
a. Altere o nome de exibicao dessa conta de locatario.

b. Altere a configuragéo da caixa de selecao permitir Servigos de Plataforma para determinar se a
conta de locatario pode usar servigcos de plataforma para seus buckets do S3.

Se vocé desabilitar os servigos de plataforma para um locatario que ja os esteja
usando, 0s servi¢cos que eles configuraram para seus buckets do S3 deixardo de

@ funcionar. Nenhuma mensagem de erro € enviada ao locatario. Por exemplo, se o
locatario tiver configurado a replicagdo do CloudMirror para um bucket do S3, ele ainda
podera armazenar objetos no bucket, mas as copias desses objetos nao serdo mais
feitas no bucket externo do S3 configurado como um endpoint.

c. Para cota de armazenamento, altere 0 nimero maximo de gigabytes, terabytes ou petabytes
disponiveis para os objetos desse locatario ou deixe o campo em branco se desejar que esse locatario
tenha uma cota ilimitada.

A cota de armazenamento de um locatario representa uma quantidade légica (tamanho do objeto), e

nao uma quantidade fisica (tamanho no disco). As cépias ILM e a codificagao de apagamento néo
contribuem para a quantidade de cota usada.

118



Para monitorar o uso de armazenamento de cada conta de locatario, selecione uso. As
contas de inquilino também podem monitorar seu préprio uso no Dashboard no

@ Gerenciador do locatario ou com a API de gerenciamento do locatario. Observe que os
valores de uso de storage de um locatario podem ficar desatualizados se os nos forem
isolados de outros nés na grade. Os totais serdo atualizados quando a conetividade de
rede for restaurada.

d. Altere a configuragdo da caixa de selegédo usa a propria origem de identidade para determinar se a
conta de locatario usara sua propria origem de identidade ou a origem de identidade que foi
configurada para o Gerenciador de Grade.

@ Se a caixa de verificacdo usa a propria fonte de identidade for:

= Desativado e verificado, o locatario ja habilitou sua propria fonte de identidade. Um locatario deve
desativar sua origem de identidade antes de poder usar a fonte de identidade que foi configurada
para o Gerenciador de Grade.

= Desativado e desmarcado, SSO esta ativado para o sistema StorageGRID. O locatario deve usar a
fonte de identidade que foi configurada para o Gerenciador de Grade.

5. Selecione Guardar.

Informacgdes relacionadas

"Gerenciamento de servicos de plataforma para contas de locatarios do S3"

"Use uma conta de locatario"

Excluindo uma conta de locatario

Vocé pode excluir uma conta de locatario se quiser remover permanentemente o acesso
do locatario ao sistema.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de acesso especificas.
» Vocé deve ter removido todos os buckets (S3), contentores (Swift) e objetos associados a conta de
locatario.

Passos
1. Selecione tenants.

2. Selecione a conta de locatario que deseja excluir.
Se o sistema incluir mais de 20 itens, vocé pode especificar quantas linhas sdo mostradas em cada
pagina de uma vez. Use a caixa de pesquisa para procurar uma conta de locatario por nome de exibigao
ou ID de locatario.

3. Na lista suspensa agodes, selecione Remover.
4. Selecione OK.

Informacgodes relacionadas

"Controlar o acesso do administrador ao StorageGRID"
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Gerenciamento de servigos de plataforma para contas de locatarios do S3

Se vocé ativar os servigos de plataforma para contas de locatario do S3, configure sua
grade para que os locatarios possam acessar 0s recursos externos necessarios para
usar esses Sservicos.

+ "Quais sdo os servicos de plataforma"
* "Rede e portas para servigos de plataforma"
* "Entrega por local de mensagens de servigos de plataforma”

* "Solucao de problemas de servicos da plataforma"

Quais sao os servigos de plataforma

Os servigos de plataforma incluem replicagao do CloudMirror, notificagdes de eventos e
0 servigo de integracao de pesquisa.

Esses servigos permitem que os locatarios usem a seguinte funcionalidade com seus buckets do S3:

* Replicagao do CloudMirror: O servigo de replicagdo do StorageGRID CloudMirror € usado para espelhar
objetos especificos de um bucket do StorageGRID para um destino externo especificado.

Por exemplo, vocé pode usar a replicagao do CloudMirror para espelhar Registros especificos de clientes
no Amazon S3 e aproveitar os servicos da AWS para realizar analises nos seus dados.

@ A replicacao do CloudMirror ndo € suportada se o bucket de origem tiver o S3 Object Lock
ativado.

* Notificag6es: As notificacbes de eventos por bucket sdo usadas para enviar notificagbes sobre agoes
especificas executadas em objetos para um Amazon Simple Notification Service (SNS) externo
especificado.

Por exemplo, vocé pode configurar alertas para serem enviados aos administradores sobre cada objeto
adicionado a um bucket, onde os objetos representam arquivos de log associados a um evento critico do
sistema.

Embora a notificagdo de evento possa ser configurada em um bucket com o bloqueio de
@ objeto S3 ativado, os metadados do bloqueio de objeto S3 (incluindo o status reter até a
data e retencgéao legal) dos objetos ndo serao incluidos nas mensagens de notificagao.

» Servigo de integragao de pesquisa: O servigo de integragdo de pesquisa é usado para enviar
metadados de objetos S3 para um indice Elasticsearch especificado, onde os metadados podem ser
pesquisados ou analisados usando o servico externo.

Por exemplo, vocé pode configurar seus buckets para enviar metadados de objeto S3 para um servigo
Elasticsearch remoto. Vocé pode usar o Elasticsearch para realizar pesquisas entre buckets e realizar
analises sofisticadas de padrdes presentes nos metadados do objeto.

Embora a integragao do Elasticsearch possa ser configurada em um bucket com o bloqueio
@ de objeto S3 ativado, os metadados do bloqueio de objeto S3 (incluindo o status reter até a
data e retengéao legal) dos objetos néo serado incluidos nas mensagens de notificagao.
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Com os servicos de plataforma, os locatarios tém a capacidade de usar recursos de storage externos,
servigos de notificagéo e servicos de pesquisa ou analise com seus dados. Como o local de destino para
servigos de plataforma geralmente é externo a implantagdo do StorageGRID, vocé deve decidir se deseja
permitir que os locatarios usem esses servigos. Se o fizer, vocé devera habilitar o uso de servigos de
plataforma quando criar ou editar contas de locatario. Vocé também deve configurar sua rede de modo que as
mensagens de servigos de plataforma que os locatarios geram possam chegar aos destinos deles.

Recomendacgées para o uso de servigos de plataforma

Antes de usar os servigos de plataforma, vocé deve estar ciente das seguintes recomendacgoes:

* Vocé nao deve usar mais de 100 locatarios ativos com solicitagbes do S3 que exigem replicagao,
notificagdes e integragcéo de pesquisa do CloudMirror. Ter mais de 100 inquilinos ativos ativos pode
resultar em desempenho mais lento do cliente S3.

» Se um bucket do S3 no sistema StorageGRID tiver o controle de versao e a replicagdo do CloudMirror
habilitado, vocé também devera habilitar o controle de versdo do bucket do S3 para o endpoint de destino.
Isso permite que a replicacao do CloudMirror gere versdes de objetos semelhantes no endpoint.

Informacgodes relacionadas

"Use uma conta de locatario"
"Configurando as configuragdes de proxy de armazenamento”

"Monitorizar Resolugéo de problemas"

Rede e portas para servigos de plataforma

Se vocé permitir que um locatario do S3 use servicos de plataforma, vocé deve
configurar a rede para a grade para garantir que as mensagens de servigos de
plataforma possam ser entregues aos seus destinos.

Vocé pode ativar os servigos de plataforma para uma conta de locatario do S3 ao criar ou atualizar a conta de
locatario. Se os servigos de plataforma estiverem ativados, o locatario podera criar endpoints que servem
como destino para replicagao do CloudMirror, notificagdes de eventos ou mensagens de integragao de
pesquisa a partir de seus buckets do S3. Essas mensagens de servigos de plataforma sdo enviadas de nds de
storage que executam o servigco ADC para os endpoints de destino.

Por exemplo, os locatarios podem configurar os seguintes tipos de endpoints de destino:

* Um cluster Elasticsearch hospedado localmente
* Um aplicativo local compativel com o recebimento de mensagens do Simple Notification Service (SNS)
* Um bucket do S3 hospedado localmente na mesma ou em outra instancia do StorageGRID
* Um endpoint externo, como um endpoint no Amazon Web Services.
Para garantir que as mensagens dos servigos da plataforma possam ser entregues, vocé deve configurar a

rede ou as redes que contém os nos de armazenamento ADC. Vocé deve garantir que as portas a seguir
possam ser usadas para enviar mensagens de servigos de plataforma para os endpoints de destino.

Por padrao, as mensagens dos servigos da plataforma sdo enviadas nas seguintes portas:

» 80: Para URIs de endpoint que comegcam com http

* 443: Para URIs de endpoint que comegam com https
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Os locatarios podem especificar uma porta diferente quando criam ou editam um endpoint.

Se uma implantagdo do StorageGRID for usada como destino para a replicagéo do CloudMirror,

@ as mensagens de replicagdo podem ser recebidas em uma porta diferente de 80 ou 443.
Verifique se a porta que esta sendo usada para S3 pela implantagdo do StorageGRID de
destino esta especificada no endpoint.

Se vocé usar um servidor proxy nao transparente, também devera configurar as configuragdes de proxy de
armazenamento para permitir que as mensagens sejam enviadas para endpoints externos, como um endpoint
na Internet.

Informacgdes relacionadas

"Configurando as configuragdes de proxy de armazenamento”

"Use uma conta de locatario"

Entrega por local de mensagens de servigos de plataforma

Todas as operacdes de servicos de plataforma séo realizadas por local.

Ou seja, se um locatario usar um cliente para executar uma operagao de criagdo de APl S3 em um objeto

conetando-se a um no de gateway no Data Center Site 1, a notificagéo sobre essa agao sera acionada e
enviada a partir do Data Center Site 1.
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Se o cliente executar posteriormente uma operagéo de exclusdo de APl S3 nesse mesmo objeto do Data
Center Site 2, a notificagdo sobre a agdo de exclusido sera acionada e enviada do Data Center Site 2.
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Certifigue-se de que a rede em cada local esta configurada de forma a que as mensagens dos servigos da
plataforma possam ser entregues aos seus destinos.

Solugéao de problemas de servigos da plataforma

Os endpoints usados nos servicos de plataforma sao criados e mantidos por usuarios de
inquilinos no Gerenciador de inquilinos; no entanto, se um locatario tiver problemas para
configurar ou usar servigos de plataforma, talvez vocé possa usar o Gerenciador de
Grade para ajudar a resolver o problema.

Problemas com novos endpoints

Antes que um locatario possa usar os servicos da plataforma, ele deve criar um ou mais pontos de
extremidade usando o Gerenciador do locatario. Cada endpoint representa um destino externo para um
servigo de plataforma, como um bucket do StorageGRID S3, um bucket do Amazon Web Services, um topico
do servigo de notificagdo simples ou um cluster do Elasticsearch hospedado localmente ou na AWS. Cada
endpoint inclui a localizagédo do recurso externo e as credenciais necessarias para acessar esse recurso.

Quando um locatario cria um endpoint, o sistema StorageGRID valida que o endpoint existe e que ele pode

ser alcancado usando as credenciais especificadas. A conexdao com o endpoint é validada a partir de um né
em cada local.
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Se a validagao do endpoint falhar, uma mensagem de erro explica por que a validagao do endpoint falhou. O
usuario do locatario deve resolver o problema e tentar criar o endpoint novamente.

@ A criagédo do endpoint falhara se os servigos da plataforma n&o estiverem habilitados para a
conta do locatario.

Problemas com endpoints existentes

Se ocorrer um erro quando o StorageGRID tenta alcangar um endpoint existente, uma mensagem é exibida
no Dashboard no Gerenciador de locatario.

a One or more endpoints have experienced an error and might not be functioning properly. Go to the Endpoints page to view
the error details. The last error occurred 2 hours ago.

Os usuarios do locatario podem ir para a pagina Endpoints para revisar a mensagem de erro mais recente
para cada endpoint e determinar quanto tempo atras o erro ocorreu. A coluna ultimo erro exibe a mensagem
de erro mais recente para cada endpoint e indica quanto tempo atras o erro ocorreu. Erros que incluem o €3
icone ocorreram nos ultimos 7 dias.

Platform services endpoints

A platform services endpoint stores the information StorageGRID needs to use an external resource as a target for a platform service (CloudMirror
replication, notifications, or search integration). You must configure an endpoint for each platform service you plan to use.

0 One or more endpoints have experienced an error. Select the endpoint for more details about the error. Meanwhile, the platform service request will be retried automatically.

5 endpoints Create endpoint

Display name @ + Lasterror @ * Type ® +~ URI® = URN® <

my-endpoint-2 0 2 hours ago Search http://10.96.104.30:9200 urn:sgws:es::mydomain/sveloso/_doc
my-endpoint-3 0 3 days ago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::examplel
my-endpoint-5 12 days ago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::example3
my-endpoint-4 Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2:example2
my-endpaoint-1 53 Bucket http://10.96.104.167:10443 urn:sgws:s3::bucketl

Algumas mensagens de erro na coluna ultimo erro podem incluir um LOGID entre parénteses.
Um administrador de grade ou suporte técnico pode usar esse ID para localizar informagdes
mais detalhadas sobre o erro no bycast.log.

Problemas relacionados aos servidores proxy

Se vocé tiver configurado um proxy de storage entre nos de storage e endpoints de servigo de plataforma,
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poderao ocorrer erros se 0 servigo proxy nao permitir mensagens do StorageGRID. Para resolver esses
problemas, verifique as configura¢des do servidor proxy para garantir que as mensagens relacionadas ao
servigo da plataforma n&o sejam bloqueadas.

Determinar se ocorreu um erro

Se algum erro de endpoint tiver ocorrido nos ultimos 7 dias, o Dashboard no Gerenciador de inquilinos exibira
uma mensagem de alerta. Pode aceder a pagina Endpoints para ver mais detalhes sobre o erro.

Falha nas operagdes do cliente

Alguns problemas de servigos de plataforma podem causar falha nas operagdes do cliente no bucket do S3.
Por exemplo, as operagdes do cliente S3 falhardo se o servigo interno da Maquina de Estado replicado (RSM)
parar ou se houver muitas mensagens de servigos de plataforma enfileiradas para entrega.

Para verificar o status dos servigos:

1. Selecione Support > Tools > Grid Topology.

2. Selecione site > Storage Node > SSM > Servicos.

Erros de endpoint recuperaveis e irrecuperaveis

Apos a criagdo de endpoints, os erros de solicitagdo de servigo da plataforma podem ocorrer por varios
motivos. Alguns erros sdo recuperaveis com a intervencgao do usuario. Por exemplo, erros recuperaveis
podem ocorrer pelos seguintes motivos:

* As credenciais do usuario foram excluidas ou expiraram.

» O intervalo de destino néo existe.

» A notificagdo nao pode ser entregue.

Se o StorageGRID encontrar um erro recuperavel, a solicitagao de servigo da plataforma sera tentada
novamente até que seja bem-sucedida.

Outros erros séao irrecuperaveis. Por exemplo, um erro irrecuperavel ocorre se o endpoint for excluido.

Se o StorageGRID encontrar um erro de endpoint irrecuperavel, o alarme de Eventos totais (SMTT) é
acionado no Gerenciador de Grade. Para visualizar o alarme Total de Eventos:

1. Selecione nés.

2. Selecione site > grid node > Eventos.

3. Veja o ultimo evento na parte superior da tabela.
As mensagens de evento também séo listadas em /var/local/log/bycast-err.log.

. Siga as orientagdes fornecidas no conteudo do alarme SMTT para corrigir o problema.
. Cliqgue em Redefinir contagens de eventos.

. Notificar o locatario dos objetos cujas mensagens de servigos da plataforma ndo foram entregues.

N O o b~

. Instrua o locatario a reativar a replicagao ou notificagao com falha atualizando os metadados ou as tags do
objeto.

O locatario pode reenviar os valores existentes para evitar fazer alteragdes indesejadas.

126



As mensagens dos servigos da plataforma ndo podem ser entregues

Se o destino encontrar um problema que o impecga de aceitar mensagens de servigos da plataforma, a
operacgao do cliente no bucket sera bem-sucedida, mas a mensagem de servigos da plataforma nao sera
entregue. Por exemplo, esse erro pode acontecer se as credenciais forem atualizadas no destino, de modo
que o StorageGRID nao possa mais se autenticar no servigo de destino.

Se as mensagens dos servigos da plataforma ndo puderem ser entregues devido a um erro irrecuperavel, o
alarme de Eventos totais (SMTT) é acionado no Gerenciador de Grade.

Desempenho mais lento para solicitagdes de servigo de plataforma

O software StorageGRID pode controlar as solicitagdes recebidas do S3 para um bucket se a taxa na qual as
solicitacbes estdo sendo enviadas exceder a taxa na qual o endpoint de destino pode receber as solicitagbes.
O estrangulamento sé ocorre quando ha um backlog de solicitagdes aguardando para serem enviadas para o
endpoint de destino.

O unico efeito visivel é que as solicitagdes S3 recebidas demorardo mais tempo para serem executadas. Se
vocé comegar a detetar desempenho significativamente mais lento, vocé deve reduzir a taxa de ingestao ou
usar um endpoint com maior capacidade. Se o backlog de solicitagdes continuar a crescer, as operagdes do
cliente S3 (como SOLICITACOES PUT) acabarao falhando.

As solicitagoes do CloudMirror sdo mais propensas a serem afetadas pelo desempenho do endpoint de
destino, pois essas solicitagbes geralmente envolvem mais transferéncia de dados do que solicitagbes de
integragao de pesquisa ou notificagdo de eventos.

As solicitagoes de servigo da plataforma falham
Para visualizar a taxa de falha da solicitacéo para servicos de plataforma:

1. Selecione nés.
2. Selecione site > Servigos de Plataforma.

3. Veja o grafico taxa de falha de solicitagao.
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Alerta de servigos de plataforma indisponiveis

O alerta Platform services unavailable indica que nenhuma operagao de servigo de plataforma pode ser
executada em um local porque poucos nos de storage com o servigo RSM estdo em execugéo ou disponiveis.

O servigo RSM garante que as solicitagdes de servigo da plataforma sejam enviadas para seus respetivos
endpoints.

Para resolver esse alerta, determine quais nés de storage no local incluem o servigo RSM. (O servigo RSM

esta presente nos nés de storage que também incluem o servico ADC.) Em seguida, certifique-se de que uma
maioria simples desses nos de storage esteja em execugao e disponivel.

128



@ Se mais de um no6 de storage que contém o servico RSM falhar em um local, vocé perdera
quaisquer solicitacbes de servigo de plataforma pendentes para esse site.

Orientacgao adicional para solugdo de problemas para endpoints de servigos de plataforma

Para obter informagdes adicionais sobre a solugéo de problemas de endpoints de servigos de plataforma,
consulte as instrugdes para o uso de contas de locatario.

"Use uma conta de locatario"

Informacgdes relacionadas
"Monitorizar Resolu¢éo de problemas"

"Configurando as configura¢des de proxy de armazenamento”

Configurando conexoes de cliente S3 e Swift

Como administrador de grade, vocé gerencia as opgdes de configuragdo que controlam
como os locatarios S3 e Swift podem conetar aplicativos clientes ao seu sistema
StorageGRID para armazenar e recuperar dados. Existem varias opgdes diferentes para
atender a diferentes requisitos de cliente e locatario.

Os aplicativos clientes podem armazenar ou recuperar objetos conetando-se a qualquer um dos seguintes:

* O servigo Load Balancer em nos de administragéo ou nés de gateway, ou, opcionalmente, o enderego IP
virtual de um grupo de alta disponibilidade (HA) de nds de administragdo ou nés de gateway

* O servico CLB em nés de Gateway, ou, opcionalmente, o endereco IP virtual de um grupo de nés de
gateway de alta disponibilidade

O servigo CLB estéa obsoleto. Os clientes configurados antes da versao do StorageGRID

@ 11,3 podem continuar a usar o servico CLB nos nos de gateway. Todos os outros aplicativos
clientes que dependem do StorageGRID para fornecer balanceamento de carga devem se
conetar usando o servigo de balanceamento de carga.

* Nos de storage, com ou sem um balanceador de carga externo
Opcionalmente, vocé pode configurar os seguintes recursos em seu sistema StorageGRID:

» Servigco de balanceamento de carga: Vocé permite que os clientes usem o servigo de balanceamento de
carga criando pontos de extremidade do balanceador de carga para conexdes de cliente. Ao criar um
endpoint de balanceador de carga, vocé especifica um numero de porta, se o endpoint aceita conexdes
HTTP ou HTTPS, o tipo de cliente (S3 ou Swift) que usara o endpoint e o certificado a ser usado para
conexdes HTTPS (se aplicavel).

* Rede Cliente nao confiavel: Vocé pode tornar a rede Cliente mais segura configurando-a como nao
confiavel. Quando a rede do cliente nao é confiavel, os clientes sé podem se conetar usando pontos de
extremidade do balanceador de carga.

* Grupos de alta disponibilidade: Vocé pode criar um grupo de HA de nés de Gateway ou nos de
administrador para criar uma configuragéo de backup ativo ou usar DNS de round-robin ou um
balanceador de carga de terceiros e varios grupos de HA para obter uma configuragéo ativo-ativo. As
conexoes de cliente sao feitas usando os enderecos IP virtuais de grupos HA.
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Vocé também pode habilitar o uso de HTTP para clientes que se conetam ao StorageGRID diretamente aos
nos de armazenamento ou usando o servigo CLB (obsoleto), e vocé pode configurar nomes de dominio de
endpoint de API S3 para clientes S3.

Resumo: Enderecos IP e portas para conexoes de clientes

Os aplicativos clientes podem se conetar ao StorageGRID usando o endereco IP de um
nd de grade e o numero da porta de um servigo nesse nd. Se os grupos de alta
disponibilidade (HA) estiverem configurados, os aplicativos clientes poder&o se conetar
usando o endereco IP virtual do grupo HA.

Sobre esta tarefa

Esta tabela resume as diferentes maneiras pelas quais os clientes podem se conetar ao StorageGRID e os
enderecos IP e as portas usadas para cada tipo de conexdo. As instru¢cdes descrevem como localizar essas
informagdes no Gerenciador de Grade se os pontos de extremidade do balanceador de carga e os grupos de
alta disponibilidade (HA) ja estiverem configurados.

Onde a conexdo é feita Servigo ao qual o cliente Endereco IP Porta
se coneta
Grupo HA Balanceador de carga Endereco IP virtual de um  + Porta de extremidade
grupo HA do balanceador de
carga
Grupo HA CLB Endereco IP virtual de um Portas S3 padrao:
grupo HA
Nota: o servico CLB esta « HTTPS: 8082
obsoleto. « HTTP: 8084

Portas Swift padrao:

* HTTPS:8083
» HTTP:8085

N6 de administracao Balanceador de carga Endereco IP do n6 Admin * Porta de extremidade
do balanceador de
carga

N6 de gateway Balanceador de carga Enderego IP do n6 de * Porta de extremidade
gateway do balanceador de
carga
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Onde a conexdo é feita Servigo ao qual o cliente Endereco IP
se coneta
N6 de gateway CLB Endereco IP do n6 de

gateway

Nota: o servigo CLB esta

obsoleto. Nota: por padréao, as
portas HTTP para CLB e
LDR néo estéo ativadas.

N6 de storage LDR Endereco IP do n6 de
armazenamento

Exemplos

Porta

Portas S3 padrao:

- HTTPS: 8082
- HTTP: 8084

Portas Swift padrao:

+ HTTPS:8083
* HTTP:8085

Portas S3 padrao:

* HTTPS: 18082
* HTTP: 18084

Portas Swift padrao:

* HTTPS: 18083
* HTTP:18085

Para conetar um cliente S3 ao ponto de extremidade do Load Balancer de um grupo de HA de nés de

Gateway, use um URL estruturado como mostrado abaixo:

®* https://VIP-of-HA-group:LB-endpoint-port

Por exemplo, se o endereco IP virtual do grupo HA for 192.0.2.5 e o numero da porta de um endpoint do

balanceador de carga S3 for 10443, um cliente S3 podera usar o seguinte URL para se conetar ao

StorageGRID:

* https://192.0.2.5:10443

Para conetar um cliente Swift ao endpoint do Load Balancer de um grupo de HA de nds de Gateway, use um

URL estruturado como mostrado abaixo:

* https://VIP-of-HA-group:LB-endpoint-port

Por exemplo, se o endereco IP virtual do grupo HA for 192.0.2.6 e o numero da porta de um endpoint do Swift

Load Balancer for 10444, um cliente Swift podera usar o seguinte URL para se conetar ao StorageGRID:

* https://192.0.2.6:10444

E possivel configurar um nome DNS para o endereco IP que os clientes usam para se conetar ao

StorageGRID. Contacte o administrador da rede local.

Passos
1. Faga login no Gerenciador de Grade usando um navegador compativel.
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2. Para localizar o endereco IP de um né de grade:
a. Selecione noés.
b. Selecione o n6 de administragéo, né de gateway ou n6 de armazenamento ao qual deseja se conetar.
c. Selecione a guia Visao geral.
d. Na secao informacdes do no, observe os enderecos IP do no.

e. Cliqgue em Mostrar mais para visualizar enderecos IPv6 e mapeamentos de interface.
Vocé pode estabelecer conexdes de aplicativos cliente para qualquer um dos enderecos IP na lista:

= eth0: rede de Grade
= eth1: Admin Network (opcional)

= eth2: rede de clientes (opcional)

Se vocé estiver exibindo um n6 de administrador ou um n6 de gateway e for o né
ativo em um grupo de alta disponibilidade, o endereco IP virtual do grupo de HA
sera exibido em eth2.

3. Para localizar o endereco IP virtual de um grupo de alta disponibilidade:
a. Selecione Configuragao > Configuragdes de rede > grupos de alta disponibilidade.
b. Na tabela, anote o endereco IP virtual do grupo HA.

4. Para localizar o numero da porta de um endpoint do Load Balancer:
a. Selecione Configuration > Network Settings > Load Balancer Endpoints.

A pagina Load Balancer Endpoints é exibida, mostrando a lista de endpoints que ja foram
configurados.

b. Selecione um endpoint e clique em Editar endpoint.
A janela Editar ponto final abre-se e apresenta detalhes adicionais sobre o ponto final.

c. Confirme se o endpoint selecionado esta configurado para uso com o protocolo correto (S3 ou Swift) e,
em seguida, clique em Cancelar.

d. Observe o numero da porta do endpoint que vocé deseja usar para uma conexao de cliente.

Se o numero da porta for 80 ou 443, o endpoint sera configurado apenas em nés de
Gateway, uma vez que essas portas estdo reservadas em nés de administracao. Todas
as outras portas sdo configuradas nos nés de Gateway e nos de Admin.

Gerenciamento do balanceamento de carga

Vocé pode usar as fungdes de balanceamento de carga do StorageGRID para lidar com
cargas de trabalho de ingestao e recuperacgéo de clientes S3 e Swift. O balanceamento
de carga maximiza a velocidade e a capacidade de conexao distribuindo cargas de
trabalho e conexdes entre varios nos de storage.

Vocé pode obter balanceamento de carga em seu sistema StorageGRID das seguintes maneiras:
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* Use o servigo Load Balancer, que ¢é instalado em nés de administragéo e nds de gateway. O servigo Load
Balancer fornece balanceamento de carga de camada 7 e executa o encerramento TLS das solicitagdes
do cliente, inspeciona as solicitagcdes e estabelece novas conexdes seguras aos nos de storage. Este é o
mecanismo de balanceamento de carga recomendado.

» Use o servigo CLB (Connection Load Balancer), que é instalado somente em nos de Gateway. O servigo
CLB fornece balanceamento de carga da camada 4 e suporta custos de link.

@ O servigo CLB esta obsoleto.

* Integre um balanceador de carga de terceiros. Entre em Contato com o representante da sua conta
NetApp para obter detalhes.

Como funciona o balanceamento de carga - Servigo do Load Balancer

O servico Load Balancer distribui conexdes de rede recebidas de aplicativos clientes
para nos de storage. Para ativar o balanceamento de carga, vocé deve configurar pontos
de extremidade do balanceador de carga usando o Gerenciador de Grade.

Vocé pode configurar pontos de extremidade do balanceador de carga somente para nés de administrador ou
nés de gateway, uma vez que esses tipos de né contém o servigo Load Balancer. Nao é possivel configurar
pontos de extremidade para nés de storage ou nés de arquivamento.

Cada ponto de extremidade do balanceador de carga especifica uma porta, um protocolo (HTTP ou HTTPS),
um tipo de servigo (S3 ou Swift) e um modo de encadernagéo. Os endpoints HTTPS requerem um certificado
de servidor. Os modos de vinculagao permitem restringir a acessibilidade das portas de endpoint a:

» Enderecos IP virtuais (VIPs) especificos de alta disponibilidade (HA)

* Interfaces de rede especificas de nés especificos

Consideragoes de porta

Os clientes podem acessar qualquer um dos pontos de extremidade que vocé configurar em qualquer né
executando o servico Load Balancer, com duas excecoes: As portas 80 e 443 sao reservadas em noés de
administragao, portanto, os pontos de extremidade configurados nessas portas suportam operagdes de
balanceamento de carga somente em nos de Gateway.

Se vocé tiver remapeado quaisquer portas, ndo podera usar as mesmas portas para configurar pontos de
extremidade do balanceador de carga. Vocé pode criar endpoints usando portas remapeadas, mas esses
endpoints serdo remapeados para as portas e servigos CLB originais, ndo para o servigo Load Balancer. Siga
as etapas nas instrucdes de recuperacao e manutengao para remover os remapas de portas.

@ O servico CLB esta obsoleto.

Disponibilidade da CPU

O servico Load Balancer em cada né de administragdo e n6 de gateway opera independentemente ao
encaminhar trafego S3 ou Swift para os nos de storage. Por meio de um processo de ponderagéao, o servigo
Load Balancer encaminha mais solicitagdes para nés de storage com maior disponibilidade de CPU. As
informacgdes de carga da CPU do nd séo atualizadas a cada poucos minutos, mas a ponderagéo pode ser
atualizada com mais frequéncia. Todos os nos de storage recebem um valor minimo de peso basico, mesmo
que um no informe a utilizagao de 100% ou nao consiga relatar sua utilizagao.
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Em alguns casos, as informagdes sobre a disponibilidade da CPU estao limitadas ao local onde o servigo
Load Balancer esta localizado.

Informagodes relacionadas

"Manter recuperar”

Configuracado dos pontos de extremidade do balanceador de carga

Vocé pode criar, editar e remover pontos de extremidade do balanceador de carga.

Criagdo de pontos de extremidade do balanceador de carga

Cada ponto de extremidade do balanceador de carga especifica uma porta, um protocolo de rede (HTTP ou
HTTPS) e um tipo de servigo (S3 ou Swift). Se criar um endpoint HTTPS, tem de carregar ou gerar um
certificado de servidor.

O que vocé vai precisar
* Vocé deve ter a permisséo de acesso root.
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

« Se vocé tiver anteriormente as portas remapeadas que pretende usar para o servigo Load Balancer, vocé
deve ter removido os remapes.

Se vocé tiver remapeado quaisquer portas, ndo podera usar as mesmas portas para
configurar pontos de extremidade do balanceador de carga. Vocé pode criar endpoints

@ usando portas remapeadas, mas esses endpoints serao remapeados para as portas e
servicos CLB originais, ndo para o servigo Load Balancer. Siga as etapas nas instru¢des de
recuperagao e manutengao para remover os remapas de portas.

@ O servico CLB esta obsoleto.

Passos
1. Selecione Configuration > Network Settings > Load Balancer Endpoints.
A pagina Load Balancer Endpoints é exibida.

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage
Modes. HTTPS endpoint certificates are configured per endpoint.

€ Changes to endpoints can take up to 15 minutes to be applied to all nodes.

| & Add endpaint port

Display name Port Using HTTPS

Mo endpoints configured.

2. Selecione Adicionar endpoint.
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A caixa de dialogo criar ponto final é exibida.

Create Endpoint
Display Mame
Port 10443
Pratocol (O HTTP (O HTTPS
Endpoint Binding Mode @ Global (O HA Group VIPs (O Node Interfaces

Cancel

3. Insira um nome de exibigdo para o endpoint, que aparecera na lista na pagina Load Balancer Endpoints.

. Introduza um numero de porta ou deixe o numero de porta pré-preenchido como esta.

Se vocé inserir o numero da porta 80 ou 443, o endpoint sera configurado somente nos nés do Gateway,
uma vez que essas portas serdo reservadas nos nds de administragéo.

@ As portas usadas por outros servigos de grade ndo sao permitidas. Consulte as diretrizes
de rede para obter uma lista de portas usadas para comunicacdes internas e externas.

. Selecione HTTP ou HTTPS para especificar o protocolo de rede para este endpoint.

. Selecione um modo de encadernacgao de endpoint.

> Global (padrao): O endpoint esta acessivel em todos os nés de Gateway e n6s de Admin no nimero
de porta especificado.

Create Endpoint
Display Mame
Part 10443
Protocol (O HTTP (O HTTPS
Endpoint Binding Mode (@) Global O HA Group VIPs (O Node Interfaces

@ This endpoaint is currently bound globally. All nodes will use this endpoint unless an endpaint with an overriding binding mode exists for a specific port.

Cancel

> VIPs do grupo HA: O endpoint s6 pode ser acessado através dos enderecgos IP virtuais definidos para
os grupos de HA selecionados. Os endpoints definidos neste modo podem reutilizar o mesmo nimero
de porta, desde que os grupos de HA definidos por esses endpoints ndo se sobreponham entre si.

Selecione os grupos de HA com os enderecos IP virtuais onde deseja que o endpoint apareca.
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Create Endpoint

Display Mame
Port 10443
Protocol () HTTP O HTTPS
Endpoint Binding Mode () Global ® HA Group VIPs (O Node Interfaces
Name Description Virtual IP Addresses Interfaces
O Groupi 192.168.5.163 CO-REF-DC1-ADMA1:eth0 (preferred Master)
O Group2 47.47.5.162 CO-REF-DC1-ADM1:eth2 (preferred Master)

Displaying 2 HA groups.

A\ No HA groups selected. You must select one or more HA Groups; otherwise, this endpoint will act as a globally bound endpoint.

Cancel

o * Interfaces de n6*: O ponto de extremidade é acessivel apenas nos nds designados e interfaces de
rede. Os endpoints definidos neste modo podem reutilizar o mesmo numero de porta desde que essas
interfaces ndo se sobreponham umas as outras.

Selecione as interfaces de n6 em que vocé deseja que o endpoint apareca.

Create Endpoint

Display Mame
Port 10443
Protocol (O HTTP (O HTTPS
Endpaint Binding Mode (O Global (O HA Group VIPs ® MNode Interfaces
Node Interface
[0 CO-REF-DC1-ADMA eth0
[ CO-REF-DC1-ADMA1 eth1
[0 CO-REF-DC1-ADMA1 eth2
[0 CO-REF-DC1-GWA eth0
[J CO-REF-DCZ-ADMA1 eth0
[0 CO-REF-DC2-GWA eth0

A\ No node interfaces selected. You must select one or more node interfaces; otherwise, this endpoint will act as a globally bound endpoint.

Cancel

7. Selecione Guardar.
A caixa de dialogo Editar ponto final € exibida.

8. Selecione S3 ou Swift para especificar o tipo de trafego que este endpoint ira servir.
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Edit Endpoint Unsecured Port A (port 10449)

Endpoint Service Configuration

Endpoint service type @ S3 () Swift

9. Se vocé selecionou HTTP, selecione Salvar.

O ponto final ndo protegido € criado. A tabela na pagina Load Balancer Endpoints lista o nome de
exibicao, o numero da porta, o protocolo e o ID do endpoint.

10. Se selecionou HTTPS e pretende carregar um certificado, selecione carregar certificado.

Load Certificate

pload the FEM-encoded custom certiﬂcate]:private key and CA bundle files.

Server Cerificate Browse

Cerificate Frivate Key Browse

CABundle Browse

a. Procure o certificado do servidor e a chave privada do certificado.
Para permitir que os clientes S3 se conetem usando um nome de dominio de endpoint da API S3, use

um certificado de dominio multidominio ou curinga que corresponda a todos os nomes de dominio que
o cliente possa usar para se conetar a grade. Por exemplo, o certificado do servidor pode usar o0 nome

de dominio *.example.com .
"Configurando nomes de dominio de endpoint da APl S3"

a. Opcionalmente, procure um pacote de CA.

b. Selecione Guardar.
Os dados de certificado codificados em PEM para o endpoint sdo exibidos.

11. Se vocé selecionou HTTPS e deseja gerar um certificado, selecione Generate Certificate.
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Generate Certificate
Domain 1 *.53.example.com +
IF1 0.0.0.0 +
Subject JCN=StorageGRID

Drays valid 730

a. Introduza um nome de dominio ou um endereco IP.
Vocé pode usar wildcards para representar os nomes de dominio totalmente qualificados de todos os
nos de administrador e nés de gateway que executam o servigo Load Balancer. Por exemplo,

* . sgws.foo.com usa o caractere curinga * para representar gnl.sgws.foo.com €
gn2.sgws.foo.com.

"Configurando nomes de dominio de endpoint da APl S3"
a. =s=Selecione para adicionar outros nomes de dominio ou enderecos IP.

Se vocé estiver usando grupos de alta disponibilidade (HA), adicione os nomes de dominio e
enderecos IP dos IPs virtuais de HA.

b. Opcionalmente, insira um assunto X,509, também chamado de Nome distinto (DN), para identificar
quem possui o certificado.

c. Opcionalmente, selecione o numero de dias em que o certificado é valido. O padrao é de 730 dias.

d. Selecione Generate.

Os metadados do certificado e os dados do certificado codificados em PEM para o endpoint sdo
exibidos.

12. Clique em Salvar.

O endpoint é criado. A tabela na pagina Load Balancer Endpoints lista 0 nome de exibigdo, o numero da
porta, o protocolo e o ID do endpoint.

Informagdes relacionadas

"Manter recuperar”
"Diretrizes de rede"
"Gerenciamento de grupos de alta disponibilidade"

"Gerenciando redes de clientes ndo confiaveis"
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Editar pontos de extremidade do balanceador de carga

Para um endpoint nao protegido (HTTP), vocé pode alterar o tipo de servigo de endpoint entre S3 e Swift.
Para um endpoint seguro (HTTPS), vocé pode editar o tipo de servigo de endpoint e exibir ou alterar o
certificado de seguranca.

O que vocé vai precisar

* Vocé deve ter a permissédo de acesso root.

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Passos
1. Selecione Configuration > Network Settings > Load Balancer Endpoints.

A pagina Load Balancer Endpoints é exibida. Os endpoints existentes sao listados na tabela.
Endpoints com certificados que expirardo em breve séo identificados na tabela.

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 83 and Swift requests to Storage Nodes. HTTPS
endpoint cerificates are configured per endpoint.

| = Add endpoint | | # Edit endpoint | | ®* Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpoint § 10444 Mo
® Secured Endpoint 1 10443 Yes

Displaying 2 endpoints.

2. Selecione o ponto de extremidade que pretende editar.

3. Clique em Editar endpoint.
A caixa de dialogo Editar ponto final € exibida.
Para um ponto de extremidade nao protegido (HTTP), apenas a secgéo Configuragao do servigo de
extremidade da caixa de didlogo é apresentada. Para um ponto de extremidade seguro (HTTPS), as

seccoes Configuracao do servigo de extremidade e certificados da caixa de dialogo sdo apresentadas,
conforme ilustrado no exemplo seguinte.
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Endpeint Service Configuration

Endpoint service type @ S3 ) Swift
Certificates
Upload Certificate ‘ ‘ Generate Certificate
Server CA
Certificate metadata Subject DN: /C=CA/ST=British Columbia/O=NetApp, Inc./OU=SGQA/CN="mraymond-grid-a.50qa.eng.netapp.com

Serial Number: 1C:FD:27:8B:EG:ASBA30:45:A9:16:4F . DC:77:3E:C6:80:.7D:AFE9
Issuer DN: /C=CA/ST=British Columbia/O=EqualSign, Inc/OU=IT/CN=EqualSign Issuing CA
Issued On: 2000-01-01T00:00:00.000Z
Expires On: 3000-01-01T00:00:00.000Z2
SHA-1 Fingerprint: 60:30:5A8C:62:C5:B8:49:DC:9A:B3:FT:B9:0B:5B:.0E:D2:AZFE.CT
SHA-256 Fingerprint: AF:75.7F:44:C6:86:A4:84:82:7D:11:DE:9F:49:D3:F6:2ATE:D9:4D:2A:1B:84:0B:B3:7E:23:0F . B3:CB:84:8
9
Alternative Names: DMNS:* mraymond-grid-a.5gga.eng.netapp.com
DMS:*.99-140-dc1-g1.mraymond-grid-a.sgga.eng.netapp.com
DME:*.99-142-dc1-51.mraymond-grid-a.sgga.eng.netapp.com

Certificate PEM BEGIN CERTIFICATE-———- A
MITHEDCCBWSgAWIBAGIUHPONI +21ujBFQRZFIHC+x0BIr+kwDQYJKoZIhveNAQEL
BORwb] ELMEkGA] UEBhMCQ0EXGTEXBgNVBAQMEE JyaXRpc2gg02 95dW1 i aWEXGDAN
BgNVBACMDOVxAWFSU21nbiwgSW5 L ELMAKGR] UECwwCSVOxHT AbBHVEAMMFEV:
dWFsU21nbiBJc3N1 aW5nIENBMCEX DT AwMDEWMT AwMDAWMF oY DzMwMDAWMT AxMDRw
MDRwi] B-+MQswCQYDVOQEEwIDTEZMBCGA TECAW)Qn JpdG] zaCBOb2x 1 bRIpYTEV
MBMGA1 UECqwMTmV QXBwLCEIbrMuMQ0wCwYDVQGLDARTR] FEMS 4wLAYDVQQDDCTg

Lmly¥X1th25SkLWdyaW)t¥352Z3FhImVuZySuZXRheHAuY29tMI TRI JANBgkghkiG
SwOBAQEFAROCAQEAMI IBCgKCAQERON TkwkFg/B1lULY+bIRE0OMaVISC+RTSIz102v
Hz4rSnr¥Cn,/WIRCT+fznmxzaG3 ZRRUDIinNLn¥] Y+QUPAAIFZ+51dr6HIrYTE/NK

4. Faga as alteragdes desejadas no endpoint.

Para um endpoint n&o protegido (HTTP), vocé pode:

o

Altere o tipo de servigo de endpoint entre S3 e Swift.

o

Altere o modo de encadernagao de endpoint. Para um endpoint seguro (HTTPS), vocé pode:

o

Altere o tipo de servigo de endpoint entre S3 e Swift.

o

Altere o modo de encadernacao de endpoint.

o

Exibir o certificado de seguranca.

o Carregue ou gere um novo certificado de seguranga quando o certificado atual estiver expirado ou
prestes a expirar.

Selecione uma guia para exibir informagdes detalhadas sobre o certificado padrao do servidor
StorageGRID ou um certificado assinado pela CA que foi carregado.

Para alterar o protocolo de um endpoint existente, por exemplo, de HTTP para HTTPS,
@ vocé deve criar um novo endpoint. Siga as instrugdes para criar pontos de extremidade do
balanceador de carga e selecione o protocolo desejado.

5. Clique em Salvar.

Informacgdes relacionadas

Criagao de pontos de extremidade do balanceador de carga
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Remocao dos pontos finais do balanceador de carga

Se vocé nao precisar mais de um ponto de extremidade do balanceador de carga, podera remové-lo.

O que vocé vai precisar

* Vocé deve ter a permisséo de acesso root.

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
Passos

1. Selecione Configuration > Network Settings > Load Balancer Endpoints.

A pagina Load Balancer Endpoints é exibida. Os endpoints existentes sao listados na tabela.

Load Balancer Endpoints

Load balancer endpoints define Gateway Node and Admin Mode poris that accept and load balance 23 and Swift requests to Storage Modes, HTTPS
endpoint cerificates are configured per endpoint.

| = Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port

Using HTTPS
O  Unsecured Endpaint & 10444 Mo
® Secured Endpoint 1 10443 Yes

Displaying 2 endpoints.

2. Selecione o botédo de opgéo a esquerda do ponto de extremidade que pretende remover.

3. Clique em Remover endpoint.

E apresentada uma caixa de didlogo de confirmagao.

A Warning

Remove Endpoint

Are you sure you want to remove endpoint ‘Secured Endpoint 17

4. Clique em OK.

O ponto final & removido.

Como funciona o balanceamento de carga - servico CLB

O servigco CLB (Connection Load Balancer) nos nés de Gateway esta obsoleto. O servico
Load Balancer € agora o mecanismo de balanceamento de carga recomendado.

O servigo CLB usa o balanceamento de carga da camada 4 para distribuir conexdes de rede TCP de entrada
de aplicativos clientes para o n6 de armazenamento ideal com base na disponibilidade, carga do sistema e
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custo de link configurado pelo administrador. Quando o né de armazenamento ideal é escolhido, o servico
CLB estabelece uma conexao de rede bidirecional e encaminha o trafego de e para o n6 escolhido. O CLB
nao considera a configuracdo da rede de Grade ao direcionar conexdes de rede recebidas.

Para visualizar informacgdes sobre o servico CLB, selecione Support > Tools > Grid Topology e expanda um
Gateway Node até selecionar CLB e as opgdes abaixo.

l Overview I|I Alarms Reports Configuration |

Main

m StorageGRID Webscale Deploymeant

-4 Data Center 1 i .
-‘. e Rl e ‘\ Overview: Summary - DC1-G1-88-161
I_l___'_‘ e Updated: 2015-10-27 18:23:33 POT
é].' S5M
= cLe
L :
e Storage Capacity
ﬁ Resources
zoes B £t Storage Nodes Installed MNiA :ﬂ_‘j
|_1|.. DC1-52-55-163 Storage Nodas Readable: M )
|L|.., DCI-S3-06-164 Storage Nodes Wiitable A =
L
(c-dlhy DC1-ARC1-98-165 Installed Storage Capacity NAA i)
!;_-‘ Data Center 2 Used Storage Capacity N/A s
(i Data Center 3 Used Starage Capacity for Data NIA i}
Used Starage Capacity for Metadata: MN/A g
Usable Storage Capacily NAA 5]

Se vocé optar por usar o servico CLB, considere configurar os custos de link para o seu sistema
StorageGRID.

Informacgdes relacionadas

"Quais s&o os custos da ligagéo"

"Atualizar custos de link"

Gerenciando redes de clientes nao confiaveis

Se vocé estiver usando uma rede cliente, vocé pode ajudar a proteger o StorageGRID
contra ataques hostis aceitando trafego de clientes de entrada apenas em endpoints
configurados explicitamente.

Por padrao, a rede do cliente em cada no6 de grade é confiavel. Ou seja, por padrao, o StorageGRID confia em
conexdes de entrada para cada n6 de grade em todas as portas externas disponiveis (consulte as
informacgdes sobre comunicagdes externas nas diretrizes de rede).

Vocé pode reduzir a ameaga de ataques hostis em seu sistema StorageGRID especificando que a rede de
clientes em cada né seja néao confiavel. Se a rede de cliente de um né nao for confiavel, o n6 sé aceita
conexdes de entrada em portas explicitamente configuradas como pontos de extremidade do balanceador de
carga.

Exemplo 1: O Gateway Node aceita apenas solicitagoes HTTPS S3

Suponha que vocé queira que um no de gateway recuse todo o trafego de entrada na rede do cliente, exceto
para solicitagbes HTTPS S3. Vocé executaria estes passos gerais:

1. Na pagina Load Balancer Endpoints, configure um ponto de extremidade do balanceador de carga para
S3 em HTTPS na porta 443.

2. Na pagina redes de clientes ndo confiaveis, especifique que a rede de cliente no né de gateway néo é
confiavel.
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Depois de salvar sua configuracao, todo o trafego de entrada na rede de clientes do né de Gateway sera
descartado, exceto para solicitagdbes HTTPS S3 na porta 443 e ICMP echo (ping).

Exemplo 2: O n6 de storage envia S3 solicitagoes de servigos de plataforma

Suponha que vocé queira ativar o trafego de servigo de plataforma S3 de saida de um né de armazenamento,
mas vocé deseja impedir quaisquer conexdes de entrada para esse no6 de armazenamento na rede cliente.
Vocé executaria este passo geral:

* Na pagina redes de clientes n&o confiaveis, indique que a rede de cliente no né de armazenamento nao &
confiavel.

Depois de salvar sua configuragao, o né de armazenamento nao aceita mais nenhum trafego de entrada na
rede do cliente, mas continua a permitir solicitacées de saida para a Amazon Web Services.

Informacgdes relacionadas
"Diretrizes de rede"

"Configuragao dos pontos de extremidade do balanceador de carga"

Especificar a rede cliente de um né nao é confiavel

Se vocé estiver usando uma rede de cliente, podera especificar se a rede de cliente de
cada no é confiavel ou ndo confiavel. Vocé também pode especificar a configuragao
padrao para novos nés adicionados em uma expansao.

O que voceé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permissao de acesso root.

« Se vocé quiser que um no de administrador ou n6 de gateway aceite o trafego de entrada somente em
endpoints configurados explicitamente, vocé definiu os endpoints do balanceador de carga.

@ As conexodes de cliente existentes podem falhar se os pontos de extremidade do
balanceador de carga nao tiverem sido configurados.

Passos
1. Selecione Configuragao > Configuragoes de rede > rede cliente nao confiavel.
A pagina redes de clientes nao confiaveis é exibida.

Esta pagina lista todos os nés no seu sistema StorageGRID. A coluna motivo indisponivel inclui uma
entrada se a rede do cliente no né tiver de ser fidedigna.
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Untrusted Client Networks

ITyou are using a Client Network, you can specify wheiher a node frusis inbound traffic from the Client Network. If the Client Network is untrusied, the
node only accepts inbound trafiic on ports configured as load balancer endpoints.
Set New Node Default
This setting applies to new nodes expanded into the grid
New Node Client Network & Trusted
Default ) Untrusted
Select Untrusted Client Network Nodes

Select nodes that should have untrusted Client Network enforcement.

Node Name Unavailable Reason
| DC1-ADMA
£ ' DC1-G1
= | DC1-31
2 | DG1-52
& |Dec1-s3
DC1-54

Clisnt Metwork untrusted on 0 nodes

2. Na secao Definir novo padrao de né, especifique qual deve ser a configuragdo padrédo quando novos
nos forem adicionados a grade em um procedimento de expansao.

o Trusted: Quando um no é adicionado em uma expansao, sua rede de clientes é confiavel.

> Nao confiavel: Quando um n6 é adicionado em uma expansao, sua rede cliente ndo é confiavel.
Conforme necessario, vocé pode retornar a esta pagina para alterar a configuragao de um novo no
especifico.

@ Esta configuragéo nao afeta os nos existentes no seu sistema StorageGRID.

3. Na secgao Selecione nés de rede de cliente ndo confiaveis, selecione os nés que devem permitir
conexdes de cliente somente em pontos de extremidade do balanceador de carga configurados
explicitamente.

Vocé pode selecionar ou desmarcar a caixa de selecdo no titulo para selecionar ou desmarcar todos os
nos.

4. Clique em Salvar.

As novas regras de firewall sdo imediatamente adicionadas e aplicadas. As conexdes de cliente existentes
podem falhar se os pontos de extremidade do balanceador de carga néao tiverem sido configurados.

Informacgdes relacionadas

"Configuragao dos pontos de extremidade do balanceador de carga"
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Gerenciamento de grupos de alta disponibilidade

Grupos de alta disponibilidade (HA) podem ser usados para fornecer conexdes de dados
altamente disponiveis para clientes S3 e Swift. Os GRUPOS HA também podem ser
usados para fornecer conexdes altamente disponiveis ao Gerenciador de Grade e ao
Gerenciador de Locatario.

* "O que é um grupo HA"

+ "Como os grupos de HA s&o usados"

* "Opcgdes de configuracao para grupos de HA"
 "Criando um grupo de alta disponibilidade"

» "Edicdo de um grupo de alta disponibilidade"

* "Removendo um grupo de alta disponibilidade"

O que é um grupo HA

Os grupos de alta disponibilidade usam enderegos IP virtuais (VIPs) para fornecer
acesso de backup ativo aos servigos do n6 de gateway ou n6é de administrador.

Um grupo de HA consiste em uma ou mais interfaces de rede em nds de administragdo e nés de gateway. Ao
criar um grupo HA, vocé seleciona interfaces de rede pertencentes a rede Grid (eth0) ou a rede Client (eth2).
Todas as interfaces de um grupo HA devem estar dentro da mesma sub-rede de rede.

Um grupo de HA mantém um ou mais enderegos IP virtuais que sdo adicionados a interface ativa no grupo.
Se a interface ativa ficar indisponivel, os enderecos IP virtuais serdo movidos para outra interface. Esse
processo de failover geralmente leva apenas alguns segundos e € rapido o suficiente para que os aplicativos
clientes tenham pouco impactos e possam confiar em comportamentos normais de repeticdo para continuar a
operacao.

A interface ativa em um grupo HA é designada como Master. Todas as outras interfaces sdo designadas como
Backup. Para visualizar estas designagoes, selecione nodes > node > Overview.

DC1-ADM1 (Admin Node)

Crverview Hardware Metwork Storage Load Balancer Events Tasks

Mode Information @

Name OC1-ADM1

Type Admin Node

1D 7T11bTh9h-8d24-4d9f-87Ta-be3fa3ac?Ted
Connection State +* Connected

Software Version 11 4.0 (build 20200515 2346 Sedchbf)
HA Groups Fabric Pools, Master
IP Addresses 192.168.2.208, 10.224 2 208, 47 A7.2 208, 47 AT 4219 Show more
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Ao criar um grupo HA, vocé especifica uma interface para ser o mestre preferido. O Master preferencial é a
interface ativa, a menos que ocorra uma falha que faga com que os enderegos VIP sejam reatribuidos a uma
interface de backup. Quando a falha é resolvida, os enderecos VIP sao automaticamente movidos de volta
para o Master preferido.

O failover pode ser acionado por qualquer um destes motivos:

* O nd no qual a interface esta configurada é desativado.

* O n6 no qual a interface esta configurada perde a conetividade com todos os outros nés por pelo menos 2
minutos

» Ainterface ativa desce.
* O servigo Load Balancer para.

» O servico de alta disponibilidade para.

O failover pode nao ser acionado por falhas de rede externas ao né que hospeda a interface
ativa. Da mesma forma, o failover ndo é acionado pela falha do servigo CLB (obsoleto) ou
servigos para o Gerenciador de Grade ou o Gerenciador de Tenant.

Se o grupo de HA incluir interfaces de mais de dois nos, a interface ativa podera ser movida para a interface
de qualquer outro né durante o failover.

Como os grupos de HA sao usados
Vocé pode querer usar grupos de alta disponibilidade (HA) por varios motivos.

* Um grupo de HA pode fornecer conexdes administrativas altamente disponiveis ao Gerenciador de Grade
ou ao Gerente do Locatario.

* Um grupo HA pode fornecer conexdes de dados altamente disponiveis para clientes S3 e Swift.

» Um grupo de HA que contém apenas uma interface permite fornecer muitos enderegos VIP e definir
explicitamente enderecos IPVv6.

Um grupo de HA podera fornecer alta disponibilidade somente se todos os nés incluidos no grupo oferecerem
0s mesmos servigos. Ao criar um grupo de HA, adicione interfaces dos tipos de nés que fornecem os servigos
de que vocé precisa.

+ Admin Nodes: Inclua o servico Load Balancer e habilite 0 acesso ao Grid Manager ou ao Tenant
Manager.

+ Gateway Nodes: Incluem o servigo Load Balancer e o servigo CLB (obsoleto).

Objetivo do grupo HA Adicione nés desse tipo ao grupo de HA
Acesso ao Grid Manager * N6 de administragao principal (Mestre preferido)
* Nos de administracdo ndo primarios
Nota: o n6 de administragao principal deve ser o
mestre preferido. Alguns procedimentos de

manutengao s6 podem ser executados a partir do no
de administracao principal.
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Objetivo do grupo HA Adicione nés desse tipo ao grupo de HA

Acesso apenas ao Gestor do Locatario * N6s de administracédo primarios ou nao primarios
Acesso ao cliente S3 ou Swift — Servigo de Load * N6s de administragao
Balancer

* Nos de gateway

Acesso ao cliente S3 ou Swift — servigo CLB * Nos de gateway

Nota: o servico CLB esta obsoleto.

Limitacoes do uso de grupos de HA com Grid Manager ou Tenant Manager

A falha de servicos para o Gerenciador de Grade ou o Gerenciador de locatario ndo aciona o failover dentro
do grupo de HA.

Se vocé estiver conetado ao Gerenciador de Grade ou ao Gerenciador de Locatario quando ocorrer failover,
vocé sera desconetado e devera fazer login novamente para retomar sua tarefa.

Alguns procedimentos de manutengédo ndo podem ser executados quando o n6é de administragao principal nao

esta disponivel. Durante o failover, vocé pode usar o Gerenciador de Grade para monitorar seu sistema
StorageGRID.

Limitagdes do uso de grupos HA com o servigco CLB

A falha do servigo CLB nao aciona o failover no grupo HA.

@ O servico CLB esta obsoleto.

Opcoes de configuragao para grupos de HA

Os diagramas a seguir fornecem exemplos de diferentes maneiras de configurar grupos
de HA. Cada opcéao tem vantagens e desvantagens.
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Active-Backup HA DNS Round Robin

GW 1 (Backup) I—» GW 1P
HA Group 1 VIPs
_Lb GW 2 (Master)

DNS
Entry
W 3 (Master) |
_r) GW 2P
HA Group 2 VIPs
GW 4 (Backup) GW = Gateway Node

VIP =Virtual IP address

Active-Active HA

I_. HA Group 1 VIP
GW 1 (Master in HA 2)
> (Backupin HA 1)

ONS
Entry

| » GW 2 (Master in HA 1)
| (Backup in HA 2)
HA Group 2 VIP

Ao criar varios grupos de HA sobrepostos, como mostrado no exemplo de HA ativo-ativo, a taxa de
transferéncia total € dimensionada com o nimero de nés e grupos de HA. Com trés ou mais nos e trés ou
mais grupos de HA, vocé também pode continuar as opera¢des usando qualquer um dos VIPs, mesmo
durante procedimentos de manutengao que exigem que vocé coloque um né off-line.

A tabela resume os beneficios de cada configuragdo de HA mostrada no diagrama.

Configuragao Vantagens Desvantagens
Active-Backup HA » Gerenciado pelo StorageGRID * Apenas um né em um grupo de
sem dependéncias externas. HA esta ativo. Pelo menos um
+ Failover rapido. no porgrupo de HAficara
inativo.
DNS Round Robin » Maior taxa de transferéncia * Failover lento, que pode
agregada. depender do comportamento
do cliente.

» Sem hosts ociosos.
* Requer configuragéo de
hardware fora do
StorageGRID.

* Precisa de uma verificagao de
integridade implementada pelo
cliente.
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Configuragéao Vantagens Desvantagens

Ativo-ativo * O trafego é distribuido em » Mais complexo de configurar.

varios grupos de HA. » Requer configuragao de

* Alta taxa de transferéncia hardware fora do
agregada que € dimensionada StorageGRID.
com o nimero de grupos de * Precisa de uma verificagao de
HA. . . !
integridade implementada pelo
* Failover rapido. cliente.

Criando um grupo de alta disponibilidade

Vocé pode criar um ou mais grupos de alta disponibilidade (HA) para fornecer acesso
altamente disponivel aos servigos em nds de administracdo ou nds de gateway.

O que voceé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permisséo de acesso root.

Sobre esta tarefa
Uma interface deve atender as seguintes condi¢des para ser incluida em um grupo HA:

» Alinterface deve ser para um né de gateway ou um né de administrador.
» Ainterface deve pertencer a rede de Grade (eth0) ou a rede de Cliente (eth2).

* Ainterface deve ser configurada com enderegamento IP fixo ou estatico, ndo com DHCP.

Passos
1. Selecione Configuragao > Configuragoes de rede > grupos de alta disponibilidade.

A pagina grupos de alta disponibilidade é exibida.

High Availability Groups

High availability (HA) groups allow multiple nodes to paricipate in an aclive-backup group. HA groups maintain virtual IP addresses on the aclive node and switch to a
hackup node automatically f a nade fails.

|+ Creaiel # Edit
Name Description Virtual IP Addresses Interfaces

No HA groups faund.

2. Clique em criar.
A caixa de dialogo criar Grupo de alta disponibilidade € exibida.

3. Digite um nome e, se desejado, uma descrigdo para o grupo HA.

4. Clique em Select interfaces.

A caixa de dialogo Adicionar interfaces ao Grupo de alta disponibilidade & exibida. A tabela lista nds,
interfaces e sub-redes IPv4 elegiveis.
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Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface

gid0-g1
g140-g1
g140-g2
g140-g2
g140-g3
1’ gi40-g3
g140-g4
Ll g140-g4

ethl
eth2
eth0
eth2
ethl
eth2
eth0
eth2

IPv4 Subnet
172.16.0.0/21
47.47.0.0/21
172.16.0.0/21
4747 0.0/21
17216.0.0/21
192.168.0.0/21
172.16.0.0/21
192 168.0.0/21

Unavailable Reason

This IP address is not in the same subnet as the selected interfaces

This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selectad interfaces

This IP address is not in the same subnet as the selected interfaces

This IP addraess is not in the same subnet as the selected interfaces

There are 2 interfaces selectad.

o | o

Uma interface nao aparece na lista se o seu endereco IP for atribuido pelo DHCP.

5. Na coluna Adicionar ao grupo HA, marque a caixa de selecao da interface que deseja adicionar ao grupo
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HA.

Observe as seguintes diretrizes para selecionar interfaces:

> Vocé deve selecionar pelo menos uma interface.

> Se vocé selecionar mais de uma interface, todas as interfaces devem estar na rede de Grade (ethO) ou
na rede de Cliente (eth2).

> Todas as interfaces devem estar na mesma sub-rede ou em sub-redes com um prefixo comum.

Os enderecos IP serédo restritos a sub-rede menor (aquela com o maior prefixo).

> Se vocé selecionar interfaces em diferentes tipos de nds e ocorrer um failover, apenas os servigos
comuns aos nos selecionados estarao disponiveis nos IPs virtuais.

= Selecione dois ou mais nés de administragédo para protegdo de HA do Grid Manager ou do Tenant

Manager.

= Selecione dois ou mais nds de administragéo, nds de gateway ou ambos para protegéo de HA do
servi¢co Load Balancer.

= Selecione dois ou mais nos de Gateway para protegéo de HA do servigo CLB.

@ O servigo CLB esta obsoleto.



Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnel

Add to HA group Node Name Interface IPv4 Subnet Unavailable Reason
] DC1-ADMA athi 10.96.100.0/23
¥ DC1-G1 ethl 10.96.100.0/23
] DC2-ADM1 ethl 10.96.100.0/23

There are 3 interfaces selected.

Attention: You have selected nodes of different types that run different services. If a failover occurs, only the services
common to all node types will be available on the virtual [Ps.

6. Clique em aplicar.

As interfaces selecionadas séo listadas na segao interfaces da pagina criar Grupo de alta disponibilidade.
Por padrao, a primeira interface na lista é selecionada como o mestre preferido.
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Create High Availability Group
High Availability Group
Mame HA Group 1

Description

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Select Interfaces

MNode Name Interface IPv4 Subnet Preferred Master
g140-g1 eth?2 47 47.0.0021 L
g140-g2 eth2 47 47.0.0/21

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet: 47 47 .0.0/21. All virtual IP addresses must be within this subnet. There must he at least 1
and no more than 10 virtual IP addresses.

Virtual IP Address 1 0.0.0.0 +

. Se vocé quiser que uma interface diferente seja o mestre preferido, selecione essa interface na coluna

Preferred Master.

O Master preferencial é a interface ativa, a menos que ocorra uma falha que faga com que os enderecos
VIP sejam reatribuidos a uma interface de backup.

Se o grupo HA fornecer acesso ao Gerenciador de Grade, vocé deve selecionar uma
interface no n6 Admin principal para ser o mestre preferido. Alguns procedimentos de
manutencao s6 podem ser executados a partir do né de administragao principal.

. Na sec¢ao enderecos IP virtuais da pagina, insira um a 10 enderecos IP virtuais para o grupo HA. Clique no

sinal de mais (=) para adicionar varios enderecos IP.

Vocé deve fornecer pelo menos um endereco |IPv4. Opcionalmente, vocé pode especificar enderecos IPv4
e IPv6 adicionais.

Os enderecos IPv4 devem estar dentro da sub-rede IPv4 compartilhada por todas as interfaces membros.



9. Clique em Salvar.
O Grupo HA é criado e agora vocé pode usar os enderegos IP virtuais configurados.
Informacgdes relacionadas
"Instale o Red Hat Enterprise Linux ou CentOS"
"Instale o VMware"
"Instale Ubuntu ou Debian"

"Gerenciamento do balanceamento de carga"

Edicdo de um grupo de alta disponibilidade

Vocé pode editar um grupo de alta disponibilidade (HA) para alterar seu nome e
descri¢ao, adicionar ou remover interfaces ou adicionar ou atualizar um endereco IP
virtual.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permisséo de acesso root.

Sobre esta tarefa
Algumas das razdes para editar um grupo HA incluem o seguinte:

+ Adicionando uma interface a um grupo existente. O endereco IP da interface deve estar dentro da mesma
sub-rede que outras interfaces ja atribuidas ao grupo.

* Remover uma interface de um grupo de HA. Por exemplo, vocé nao pode iniciar um procedimento de
desativagao de site ou no se a interface de um no para a rede de Grade ou a rede de cliente for usada em
um grupo HA.

Passos
1. Selecione Configuragao > Configuracoes de rede > grupos de alta disponibilidade.

A pagina grupos de alta disponibilidade é exibida.

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces
g140-adm1:eth2 (preferrad Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 47.47 4218 g140-g1:eth2 (preferred Master)
47 47 4 217 g140-g2:eth2

Displaying 2 HA groups.
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2. Selecione o grupo HA que deseja editar e clique em Editar.

A caixa de dialogo Editar Grupo de alta disponibilidade é exibida.

3. Opcionalmente, atualize o nome ou a descrigdo do grupo.

4. Opcionalmente, clique em Select interfaces para alterar as interfaces do Grupo HA.

A caixa de dialogo Adicionar interfaces ao Grupo de alta disponibilidade é exibida.

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface

gid0-g1
gid0-gi
g140-g2
g140-g2
g140-g3
4| g140-g3
g140-g4
o?] g140-g4

ethl
eth2
eth0
eth2
ethl
eth2
eth0
eth2

IPv4 Subnet
172.16.0.0/21
47.47.0.0/21
172.16.0.0/21
4747 .0.0/21
17216.0.0/21
192.168.0.0/21
172.16.0.0/21
192 168.0.0/21

Unavailable Reason

This IP address is not in the same subnet as the selected interfaces

This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selectad interfaces

This IP address is not in the same subnet as the selected interfaces

This IP addraess is not in the same subnet as the selected interfaces

There are 2 interfaces selectad.

oot | oy

Uma interface nao aparece na lista se o seu endereco IP for atribuido pelo DHCP.

5. Selecione ou desmarque as caixas de selecao para adicionar ou remover interfaces.
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Observe as seguintes diretrizes para selecionar interfaces:

o

Vocé deve selecionar pelo menos uma interface.

Se vocé selecionar mais de uma interface, todas as interfaces devem estar na rede de Grade (ethQ) ou
na rede de Cliente (eth2).

Todas as interfaces devem estar na mesma sub-rede ou em sub-redes com um prefixo comum.

Os enderegos IP serdo restritos a sub-rede menor (aquela com o maior prefixo).

Se vocé selecionar interfaces em diferentes tipos de nds e ocorrer um failover, apenas os servigos
comuns aos noés selecionados estarao disponiveis nos IPs virtuais.

= Selecione dois ou mais nos de administragéo para protegdo de HA do Grid Manager ou do Tenant

Manager.

= Selecione dois ou mais nds de administragédo, nds de gateway ou ambos para protegédo de HA do
servigo Load Balancer.

= Selecione dois ou mais nos de Gateway para protecéo de HA do servigo CLB.

@ O servico CLB esta obsoleto.



6. Clique em aplicar.

As interfaces selecionadas sao listadas na segao interfaces da pagina. Por padrao, a primeira interface na

lista é selecionada como o mestre preferido.
Edit High Availability Group 'HA Group - Admin Nodes'
High Availability Group
Mame HA Group - Admin Nodes

Diescription

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet

Select Interfaces

Node Name Interface IPv4 Subnet Preferred Master
DC1-ADMA ethi 10.96.100.0/23 L]
DC2-ADM1 ethi 10.96100.0423

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IF Subnet: 10.96.100.0/23. All virtual IP addresses must be within this subnet. There must be at
least 1 and no more than 10 virtual P addresses

Virtual IP Address 1 10.95.100.1 +

=

7. Se vocé quiser que uma interface diferente seja o mestre preferido, selecione essa interface na coluna

Preferred Master.

O Master preferencial é a interface ativa, a menos que ocorra uma falha que faga com que os enderegos

VIP sejam reatribuidos a uma interface de backup.

Se o grupo HA fornecer acesso ao Gerenciador de Grade, vocé deve selecionar uma
@ interface no n6 Admin principal para ser o mestre preferido. Alguns procedimentos de

manuteng¢ao s6 podem ser executados a partir do né de administragao principal.

8. Opcionalmente, atualize os enderegos IP virtuais para o grupo HA.
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Vocé deve fornecer pelo menos um enderecgo IPv4. Opcionalmente, vocé pode especificar enderegos |IPv4
e IPv6 adicionais.

Os enderecos IPv4 devem estar dentro da sub-rede IPv4 compartilhada por todas as interfaces membros.
9. Clique em Salvar.

O Grupo HA é atualizado.

Removendo um grupo de alta disponibilidade
Vocé pode remover um grupo de alta disponibilidade (HA) que néo esteja mais usando.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permissao de acesso root.

Aborde esta tarefa

Se vocé remover um grupo HA, qualquer cliente S3 ou Swift configurado para usar um dos enderecgos IP
virtuais do grupo ndo podera mais se conetar ao StorageGRID. Para evitar interrupgdes do cliente, vocé deve
atualizar todos os aplicativos clientes S3 ou Swift afetados antes de remover um grupo HA. Atualize cada
cliente para se conetar usando outro endereco IP, por exemplo, o enderego IP virtual de um grupo HA
diferente ou o endereco IP configurado para uma interface durante a instalagdo ou usando DHCP.

Passos
1. Selecione Configuragao > Configuragoes de rede > grupos de alta disponibilidade.

A pagina grupos de alta disponibilidade é exibida.

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces

g140-adm1:eth2 (preferrad Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 47.47.4.218 g140-g1:eth2 (preferred Master)
47.47.4.217 g140-g2:eth2

Displaying 2 HA groups.

2. Selecione o grupo HA que deseja remover e clique em Remover.

O aviso Excluir Grupo de alta disponibilidade é exibido.
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A Warning

Delete High Availability Group

Are you sure you want to delete High Availability Group "HA group 1'7

1 3

3. Clique em OK.

O grupo HA é removido.

Configurando nomes de dominio de endpoint da APl S3

Para oferecer suporte a solicitacdes de estilo hospedado virtual S3, vocé deve usar o
Gerenciador de Grade para configurar a lista de nomes de dominio de endpoint aos
guais os clientes S3 se conetam.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de acesso especificas.

* Vocé deve ter confirmado que uma atualizagao de grade nao esta em andamento.

@ Nao faga alteragdes na configuragdo do nome de dominio quando uma atualizagéo de
grade estiver em andamento.

Sobre esta tarefa

Para permitir que os clientes usem nomes de dominio de endpoint S3, vocé deve executar todas as seguintes
tarefas:

» Use o Gerenciador de Grade para adicionar os nomes de dominio de endpoint S3 ao sistema
StorageGRID.

« Certifique-se de que o certificado que o cliente usa para conexdes HTTPS com o StorageGRID esta
assinado para todos os nomes de dominio que o cliente requer.

Por exemplo, se o endpoint for s3. company.com, vocé deve garantir que o certificado usado para
conexdes HTTPS inclua 0 s3.company . com endpoint e 0 nome alternativo do assunto universal (SAN)
do endpoint: *.s3.company.com.

» Configure o servidor DNS usado pelo cliente. Inclua Registros DNS para os enderecos IP que os clientes

usam para fazer conexdes e verifique se os Registros fazem referéncia a todos os nomes de dominio de
endpoint necessarios, incluindo quaisquer nomes de curinga.
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Os clientes podem se conetar ao StorageGRID usando o enderego IP de um n6 de
gateway, um né de administrador ou um né de armazenamento, ou conetando-se ao

@ endereco IP virtual de um grupo de alta disponibilidade. Vocé deve entender como os
aplicativos cliente se conetam a grade para incluir os enderecos IP corretos nos Registros
DNS.

O certificado que um cliente usa para conexdes HTTPS depende de como o cliente se coneta a grade:

» Se um cliente se conetar usando o servigo Load Balancer, ele usara o certificado para um ponto de
extremidade especifico do balanceador de carga.

Cada ponto de extremidade do balanceador de carga tem seu proprio certificado e cada
ponto de extremidade pode ser configurado para reconhecer nomes de dominio de endpoint
diferentes.

» Se o cliente se conetar a um n6 de armazenamento ou ao servico CLB em um n6 de gateway, o cliente
usara um certificado de servidor personalizado de grade que foi atualizado para incluir todos os nomes de
dominio de endpoint necessarios.

@ O servigo CLB esta obsoleto.

Passos
1. Selecione Configuragao > Configuragdes de rede > nomes de dominio.

A pagina nomes de dominio do endpoint & exibida.

Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of 53 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: 53 example com
s3.example.co.uk, s3-east example.com

Endpoint 1 s3.example.com x

Endpoint 2 + X

2. Para adicionar campos adicionais, insira a lista de nomes de dominio de endpoint da API S3 nos campos
Endpoint.

Se esta lista estiver vazia, o suporte para solicitagdes de estilo hospedado virtual S3 sera desativado.

3. Clique em Salvar.

4. Certifique-se de que os certificados de servidor que os clientes utilizam correspondem aos nomes de
dominio de endpoint necessarios.

o Para clientes que usam o servico Load Balancer, atualize o certificado associado ao ponto de
extremidade do balanceador de carga ao qual o cliente se coneta.

> Para clientes que se conetam diretamente aos nds de storage ou que usam o servico CLB nos nés de
Gateway, atualize o certificado de servidor personalizado para a grade.
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5. Adicione os Registros DNS necessarios para garantir que as solicitacdes de nome de dominio de endpoint
possam ser resolvidas.
Resultado
Agora, quando os clientes usam o endpoint bucket.s3.company.com, 0 servidor DNS resolve para o
endpoint correto e o certificado autentica o endpoint como esperado.

Informacgdes relacionadas
"Use S3"

"Visualizacado de enderecos IP"
"Criando um grupo de alta disponibilidade"

"Configurando um certificado de servidor personalizado para conexdes ao né de armazenamento ou ao
servigo CLB"

"Configuragéo dos pontos de extremidade do balanceador de carga"

Ativar HTTP para comunicagoes cliente

Por padrao, os aplicativos clientes usam o protocolo de rede HTTPS para todas as
conexdes com nds de armazenamento ou para o servigo CLB obsoleto em nés de
gateway. Opcionalmente, vocé pode ativar o HTTP para essas conexdes, por exemplo,
ao testar uma grade que né&o seja de produgao.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Conclua esta tarefa somente se os clientes S3 e Swift precisarem fazer conexées HTTP diretamente aos nés
de armazenamento ou ao servigo CLB obsoleto nos nés de Gateway.

N&o é necessario concluir essa tarefa para clientes que usam somente conexées HTTPS ou para clientes que
se conetam ao servigo Load Balancer (porque vocé pode configurar cada ponto de extremidade do Load
Balancer para usar HTTP ou HTTPS). Consulte as informagdes sobre como configurar pontos de extremidade
do balanceador de carga para obter mais informacgoes.

"Resumo: Enderecos IP e portas para conexdes de clientes"Consulte para saber quais portas S3 e clientes
Swift usam ao se conetar a nds de armazenamento ou ao servico CLB obsoleto usando HTTP ou HTTPS

@ Tenha cuidado ao ativar o HTTP para uma grade de produgao porque as solicitagdes serdo
enviadas sem criptografia.

Passos
1. Selecione Configuragao > Configuragdes do sistema > Opgoes de grade.

2. Na secao Opcoes de rede, marque a caixa de selegao Ativar conexdo HTTP .
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Network Options

Prevent Client Modificaion &
Enable HTTP Connection & 7

Metwork Transfer Encryption @ AES128-5HA = AESZhG-SHA

3. Clique em Salvar.

Informacgdes relacionadas
"Configuracao dos pontos de extremidade do balanceador de carga"

"Use S3"

"Use Swift"

Controlar quais operagoes do cliente sao permitidas

Vocé pode selecionar a opgao Prevent Client Modification grid (impedir a modificagao do
cliente) para negar operagdes especificas do cliente HTTP.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa
Impedir Modificagédo do Cliente € uma configuragdo de todo o sistema. Quando a opgéo impedir modificagédo

de cliente é selecionada, as seguintes solicitagbes sao negadas:
+ S3 APIREST
o Eliminar pedidos de balde

> Quaisquer solicitagbes para modificar os dados de um objeto existente, metadados definidos pelo
usuario ou marcagao de objeto S3

Esta configuragédo néo se aplica a buckets com controle de versao ativado. O controle
de versao ja impede modificagdes nos dados do objeto, metadados definidos pelo
usuario e marcacgao de objetos.

» * Swift REST API*
o Eliminar pedidos de contentor
> Solicitagbes para modificar qualquer objeto existente. Por exemplo, as seguintes operacdes sdo
negadas: Put Overwrite, Delete, Metadata Update e assim por diante.

Passos
1. Selecione Configuragao > Configuragoes do sistema > Opgodes de grade.

2. Na secao Opcoes de rede, marque a caixa de selecdo impedir modificagao de cliente.
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Network Options

Frevent Client Modification

@
Enable HTTF Connection ]
&
Metwork Transfer Encryption ) AES128-8HA (@ AES256-5HA
e

3. Clique em Salvar.

Gerenciamento de redes e conexoes StorageGRID

Vocé pode usar o Gerenciador de Grade para configurar e gerenciar redes e conexodes
StorageGRID.

"Configurando conexdes de cliente S3 e Swift"Consulte para saber como conetar clientes S3 ou Swift.

+ "Diretrizes para redes StorageGRID"

* "Visualizacdo de enderecos IP"

+ "Cifras suportadas para conexbes TLS de saida"
 "Alteragao da encriptacéo de transferéncia de rede"

» "Configurando certificados de servidor"

+ "Configurando as configuragcbes de proxy de armazenamento"
+ "Configurando as configuragbes de proxy Admin"

+ "Gerir politicas de classificagao de trafego"

» "Quais sao os custos da ligagao"

Diretrizes para redes StorageGRID

O StorageGRID suporta até trés interfaces de rede por n6é de grade, permitindo que vocé
configure a rede para cada n6 de grade individual de acordo com seus requisitos de
seguranga e acesso.

Para modificar ou adicionar uma rede para um né de grade, consulte as instrugbes de
recuperagado e manutencgao. Para obter mais informagdes sobre a topologia de rede, consulte
as instrucdes de rede.

Rede de rede

Obrigatério. A rede de grade é usada para todo o trafego interno do StorageGRID. Ele fornece conetividade
entre todos os nés na grade, em todos os sites e sub-redes.
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Rede de administragao

Opcional. A rede de administragdo € normalmente utilizada para administragao e manutengao do sistema. Ele
também pode ser usado para acesso ao protocolo cliente. A rede Admin € normalmente uma rede privada e
nao precisa ser roteavel entre sites.

Rede de clientes

Opcional. A rede de clientes € uma rede aberta normalmente usada para fornecer acesso a aplicativos
clientes S3 e Swift, para que a rede de Grade possa ser isolada e protegida. A rede do cliente pode se
comunicar com qualquer sub-rede acessivel através do gateway local.

Diretrizes

« Cada no de grade do StorageGRID requer uma interface de rede dedicada, enderego IP, mascara de sub-
rede e gateway para cada rede a qual esta atribuido.

* Um no de grade n&o pode ter mais de uma interface em uma rede.

« Um unico gateway, por rede, por n6 de grade € suportado e deve estar na mesma sub-rede que o né.
Vocé pode implementar roteamento mais complexo no gateway, se necessario.

* Em cada no, cada rede mapeia para uma interface de rede especifica.

Rede Nome da interface
Grelha ethO
Admin (opcional) eth1
Cliente (opcional) eth2

* Se o0 no estiver conetado a um dispositivo StorageGRID, portas especificas serdo usadas para cada rede.
Para obter mais detalhes, consulte as instru¢des de instalagcdo do seu aparelho.

» Arota padrao é gerada automaticamente, por n6. Se o eth2 estiver ativado, o 0,0.0.0/0 usara a rede do
cliente no eth2. Se o eth2 nao estiver ativado, 0 0,0.0.0/0 usara a rede de Grade no ethO.

* Arede do cliente n&o se torna operacional até que o n6 da grade se junte a grade

* Arede Admin pode ser configurada durante a implantagao do n6 de grade para permitir o acesso a
interface do usuario de instalagcdo antes que a grade esteja totalmente instalada.

Informacgdes relacionadas
"Manter recuperar”

"Diretrizes de rede"

Visualizagao de enderecos IP

Vocé pode exibir o enderecgo IP de cada né de grade em seu sistema StorageGRID. Em
seguida, vocé pode usar esse endereco IP para fazer login no né da grade na linha de
comando e executar varios procedimentos de manutengao.

O que vocé vai precisar
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Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa

Para obter informacgdes sobre como alterar enderecos IP, consulte as instrucdes de recuperagao e
manutencgao.

Passos
1. Selecione nodes > grid node > Visao geral.

2. Cliqgue em Mostrar mais a direita do titulo de enderecos IP.

Os enderecos IP desse n6 de grade sdo listados em uma tabela.

Node Information @

Mame SGA-lab1

Type Slorage Node

D 0b523829-6650-4c6e-02d0-31461d22ba6T

Connection State +  Connected

Software Version 11.4.0 (build 20200527.0043.61839a2)

IP Addresses 192 168.4.138, 10.224 4 138, 169.254.0.1 Show less a
Interface IP Address
ethD 102 168.4.138
eth0 fd20:331:331.0:2a0:08 fea1:831d
ethD f280::2a0:98f fea1:831d
eth1 10.224.4 138
ethi fd20:327:327:0: 28025 fed3:a90c
ethi fd20:8012:h255 8154:280 25 fe43:a90c
ethl feB0::280:e5f fed3:a00c
hic2 102 168.4.138
hic4 102 168.4.138
mic1 102244138
mitc2 169.254.0.1

Informacgodes relacionadas

"Manter recuperar"

Cifras suportadas para conexdes TLS de saida

O sistema StorageGRID oferece suporte a um conjunto limitado de conjuntos de
codificagao para conexdes TLS (Transport Layer Security) com os sistemas externos
usados para federacao de identidade e pools de armazenamento em nuvem.

Versodes suportadas do TLS

O StorageGRID oferece suporte ao TLS 1,2 e TLS 1,3 para conexdes a sistemas externos usados para
federacao de identidade e pools de armazenamento em nuvem.

As cifras TLS que sao suportadas para utilizagdo com sistemas externos foram selecionadas para garantir a
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compatibilidade com uma gama de sistemas externos. A lista € maior do que a lista de cifras que séo
suportadas para uso com aplicativos cliente S3 ou Swift.

As opcoes de configuragdo TLS, como versdes de protocolo, cifras, algoritmos de troca de

@ chaves e algoritmos MAC, n&o séo configuraveis no StorageGRID. Entre em Contato com o
representante da sua conta do NetApp se vocé tiver solicitacdes especificas sobre essas
configuragées.

Pacotes de codificagao TLS 1,2 suportados

Os seguintes conjuntos de codificagao TLS 1,2 s&o suportados:

. TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256

. TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384

- TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256
« TLS_ECDHE_ECDSA_ WITH_AES_256_GCM_SHA384
« TLS_ECDHE_RSA_WITH_CHACHA20_POLY1305

- TLS_ECDHE_ECDSA_WITH_CHACHA20 POLY1305

. TLS_RSA_WITH_AES_128_GCM_SHA256

. TLS_RSA_WITH_AES_256_GCM_SHA384

Pacotes de codificagao TLS 1,3 suportados

Os seguintes conjuntos de codificagéo TLS 1,3 sdo suportados:

- TLS_AES _256_GCM_SHA384
- TLS_CHACHA20_POLY1305_SHA256
- TLS_AES_128_GCM_SHA256

Alteracao da encriptagao de transferéncia de rede

O sistema StorageGRID usa a Seguranga da camada de Transporte (TLS) para proteger
o trafego de controle interno entre nos de grade. A opgao Network Transfer Encryption
(encriptacao de transferéncia de rede) define o algoritmo utilizado pelo TLS para
encriptar o trafego de controlo entre nds de grelha. Esta definicdo n&o afeta a
encriptacao de dados.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

» Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Por padrao, a criptografia de transferéncia de rede usa o algoritmo AES256-SHA. O trafego de controle
também pode ser criptografado usando o algoritmo AES128-SHA.

Passos
1. Selecione Configuragao > Configuragdes do sistema > Opgodes de grade.
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2. Na secao Opcoes de rede, altere criptografia de transferéncia de rede para AES128-SHA ou AES256-
SHA (padrao).

Network Options

Prevent Client Modification @
Enable HTTP Connection @ |

Metwork Transfer Encryption & 1 AES128-5HA w AFESZ2RG6-SHA

3. Clique em Salvar.

Configurando certificados de servidor
Vocé pode personalizar os certificados de servidor usados pelo sistema StorageGRID.
O sistema StorageGRID usa certificados de seguranga para varios fins distintos:

» Certificados de servidor de interface de gerenciamento: Usado para proteger o acesso ao Gerenciador de
grade, ao Gerenciador de locatario, a APl de gerenciamento de grade e a API de gerenciamento de
locatario.

« Certificados de servidor de API de storage: Usado para proteger o acesso aos nés de armazenamento e
nos de Gateway, que os aplicativos de cliente de APl usam para carregar e baixar dados de objeto.

Vocé pode usar os certificados padrao criados durante a instalagdo, ou pode substituir qualquer um desses
tipos padrao de certificados por seus proprios certificados personalizados.

Tipos suportados de certificado de servidor personalizado

O sistema StorageGRID suporta certificados de servidor personalizados criptografados com RSA ou ECDSA
(algoritmo de assinatura digital de curva elitica).

Para obter mais informagbes sobre como o StorageGRID protege conexdes de clientes para a APl REST,
consulte os guias de implementagédo S3 ou Swift.

Certificados para pontos de extremidade do balanceador de carga

O StorageGRID gerencia os certificados usados para pontos de extremidade do balanceador de carga
separadamente. Para configurar os certificados do balanceador de carga, consulte as instrugdes para
configurar os pontos de extremidade do balanceador de carga.

Informacgdes relacionadas
"Use S3"

"Use Swift"

"Configuragéo dos pontos de extremidade do balanceador de carga"
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Configurando um certificado de servidor personalizado para o Gerenciador de Grade e o Gerenciador
de locatario

Vocé pode substituir o certificado de servidor StorageGRID padrdo por um unico
certificado de servidor personalizado que permite aos usuarios acessar o Gerenciador de
Grade e o Gerenciador de locatario sem encontrar avisos de segurancga.

Sobre esta tarefa

Por padrao, cada n6 de administrador é emitido um certificado assinado pela CA de grade. Esses certificados
assinados pela CA podem ser substituidos por um unico certificado de servidor personalizado comum e uma
chave privada correspondente.

Como um unico certificado de servidor personalizado é usado para todos os nds de administragao, vocé deve
especificar o certificado como um certificado de curinga ou de varios dominios se os clientes precisarem
verificar o nome do host ao se conetar ao Gerenciador de Grade e ao Gerenciador de locatario. Defina o
certificado personalizado de modo que corresponda a todos os nos de administragdo na grade.

Vocé precisa concluir a configuragao no servidor e, dependendo da Autoridade de certificagéo raiz (CA) que
vocé esta usando, os usuarios também podem precisar instalar o certificado de CA raiz no navegador da Web
que eles usarao para acessar o Gerenciador de Grade e o Gerenciador de locatario.

Para garantir que as operagbes nao sejam interrompidas por um certificado de servidor com
falha, o alerta Expiration of Server certificate for Management Interface e o alarme legado

@ de expiragdo de certificado de Interface de Gerenciamento (MCEP) sdo acionados quando este
certificado de servidor esta prestes a expirar. Conforme necessario, vocé pode visualizar o
numero de dias até que o certificado de servigo atual expire selecionando Support > Tools >
Grid Topology. Em seguida, selecione Primary Admin Node > CMN > Resources.

Se vocé estiver acessando o Gerenciador de Grade ou o Gerenciador de locatario usando um
nome de dominio em vez de um endereco IP, o navegador mostrara um erro de certificado sem
uma opgao para ignorar se uma das seguintes situagdes ocorrer:

@ + O certificado do servidor de interface de gerenciamento personalizado expira.

 Vocé reverte de um certificado de servidor de interface de gerenciamento personalizado
para o certificado de servidor padréo.

Passos
1. Selecione Configuragao > Configuragoes de rede > certificados de servidor.

2. Na secao certificado do servidor de interface de gerenciamento, clique em Instalar certificado
personalizado.

3. Carregue os ficheiros de certificado do servidor necessarios:
° Certificado do servidor: O arquivo de certificado do servidor personalizado (. crt).

o Chave privada do certificado do servidor: O arquivo de chave privada do certificado do servidor
personalizado (. key).

@ As chaves privadas EC devem ter 224 bits ou mais. As chaves privadas RSA devem ter
2048 bits ou mais.

o CA Bundle: Um unico arquivo contendo os certificados de cada autoridade de certificacdo de emissao
intermediaria (CA). O arquivo deve conter cada um dos arquivos de certificado CA codificados em
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PEM, concatenados em ordem de cadeia de certificados.

4. Clique em Salvar.

Os certificados de servidor personalizados sdo usados para todas as novas conexdes de cliente
subsequentes.

Selecione uma guia para exibir informagdes detalhadas sobre o certificado padrao do servidor
StorageGRID ou um certificado assinado pela CA que foi carregado.

@ Depois de carregar um novo certificado, aguarde até um dia para que quaisquer alertas de
expiragao de certificado relacionados (ou alarmes legados) sejam apagados.

5. Atualize a pagina para garantir que o navegador da Web seja atualizado.

Restaurando os certificados de servidor padrao para o Gerenciador de Grade e o Gerenciador de
locatario

Vocé pode reverter para o uso dos certificados de servidor padrao para o Gerenciador de
Grade e o Gerenciador de locatario.

Passos
1. Selecione Configuragao > Configuragoes de rede > certificados de servidor.

2. Na secao Gerenciar certificado do servidor de interface, clique em usar certificados padrao.

3. Clique em OK na caixa de dialogo de confirmagéo.

Quando vocé restaura os certificados de servidor padrao, os arquivos de certificado de servidor
personalizado configurados sao excluidos e nao podem ser recuperados do sistema. Os certificados de
servidor padrao sao usados para todas as novas conexdes de cliente subsequentes.

4. Atualize a pagina para garantir que o navegador da Web seja atualizado.

Configurando um certificado de servidor personalizado para conexdes ao né de armazenamento ou ao
servico CLB

Vocé pode substituir o certificado do servidor usado para conexdes de cliente S3 ou Swift
ao no de armazenamento ou ao servigo CLB (obsoleto) no n6 de gateway. O certificado
de servidor personalizado de substituicdo é especifico para a sua organizagao.

Sobre esta tarefa

Por padrao, cada n6 de armazenamento € emitido um certificado de servidor X,509 assinado pela CA de
grade. Esses certificados assinados pela CA podem ser substituidos por um unico certificado de servidor
personalizado comum e uma chave privada correspondente.

Um Unico certificado de servidor personalizado é usado para todos os nés de armazenamento, portanto, vocé
deve especificar o certificado como um certificado curinga ou multi-dominio se os clientes precisarem verificar
o nome do host ao se conetar ao endpoint de armazenamento. Defina o certificado personalizado de modo
que corresponda a todos os nos de storage na grade.

Depois de concluir a configuragéo no servidor, os usuarios também podem precisar instalar o certificado CA
raiz no cliente APl S3 ou Swift que eles usaréo para acessar o sistema, dependendo da Autoridade de
Certificagao raiz (CA) que vocé estiver usando.
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Para garantir que as operagbes nao sejam interrompidas por um certificado de servidor com
falha, o alerta Expiration of Server certificate for Storage APl Endpoints e o alarme legacy

@ Storage API Service Endpoints Certificate Expiration (SCEP) sdo acionados quando o
certificado do servidor raiz esta prestes a expirar. Conforme necessario, vocé pode visualizar o
numero de dias até que o certificado de servigo atual expire selecionando Support > Tools >
Grid Topology. Em seguida, selecione Primary Admin Node > CMN > Resources.

Os certificados personalizados s6 sdo usados se os clientes se conetarem ao StorageGRID usando o servigo
CLB obsoleto nos nés do gateway ou se eles se conetarem diretamente aos nés de armazenamento. Os
clientes S3 ou Swift que se conetam ao StorageGRID usando o servigo de balanceador de carga em nos de
administragdo ou nos de gateway usam o certificado configurado para o ponto de extremidade do balanceador
de carga.

@ O alerta Expiration of load balancer endpoint certificate é acionado para os pontos de
extremidade do balanceador de carga que expirarao em breve.

Passos
1. Selecione Configuragao > Configuragoes de rede > certificados de servidor.

2. Na secao Object Storage API Service Endpoints Server Certificate, clique em Install Custom Certificate
(Instalar certificado personalizado).

3. Carregue os ficheiros de certificado do servidor necessarios:
° Certificado do servidor: O arquivo de certificado do servidor personalizado (. crt).

o Chave privada do certificado do servidor: O arquivo de chave privada do certificado do servidor
personalizado (. key).

@ As chaves privadas EC devem ter 224 bits ou mais. As chaves privadas RSA devem ter
2048 bits ou mais.

o CA Bundle: Um unico arquivo contendo os certificados de cada autoridade de certificacdo de emisséo
intermediaria (CA). O arquivo deve conter cada um dos arquivos de certificado CA codificados em
PEM, concatenados em ordem de cadeia de certificados.

4. Clique em Salvar.

O certificado de servidor personalizado € usado para todas as novas conexdes de cliente API
subsequentes.

Selecione uma guia para exibir informagdes detalhadas sobre o certificado padrao do servidor
StorageGRID ou um certificado assinado pela CA que foi carregado.

@ Depois de carregar um novo certificado, aguarde até um dia para que quaisquer alertas de
expiragao de certificado relacionados (ou alarmes legados) sejam apagados.

5. Atualize a pagina para garantir que o navegador da Web seja atualizado.

Informacgdes relacionadas
"Use S3"

"Use Swift"

"Configurando nomes de dominio de endpoint da APl S3"
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Restaurando os certificados de servidor padrao para os endpoints S3 e Swift REST API

Vocé pode reverter para o uso dos certificados de servidor padrao para os endpoints da
API REST S3 e Swift.

Passos
1. Selecione Configuragao > Configuracoes de rede > certificados de servidor.

2. Na secgao Object Storage API Service Endpoints Server Certificate (certificado do servidor de Endpoints),
cliqgue em Use Default Certificates (usar certificados padrao).

3. Clique em OK na caixa de didlogo de confirmacgao.
Quando vocé restaura os certificados de servidor padrao para os endpoints da APl de armazenamento de
objetos, os arquivos de certificado de servidor personalizado configurados sdo excluidos e ndo podem ser

recuperados do sistema. Os certificados de servidor padréo sdo usados para todas as novas conexdes de
cliente API subsequentes.

4. Atualize a pagina para garantir que o navegador da Web seja atualizado.

Copiar o certificado CA do sistema StorageGRID

O StorageGRID usa uma autoridade de certificagdo (CA) interna para proteger o trafego
interno. Este certificado ndo muda se vocé carregar seus proprios certificados.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Se um certificado de servidor personalizado tiver sido configurado, os aplicativos cliente devem verificar o
servidor usando o certificado de servidor personalizado. Eles ndo devem copiar o certificado da CA do sistema
StorageGRID.

Passos
1. Selecione Configuragao > Configuragoes de rede > certificados de servidor.

2. Na secao certificado de CA interno, selecione todo o texto do certificado.

Vocé deve incluir ----- BEGIN CERTIFICATE----—- e-—---—- END CERTIFICATE----- em sua
selecao.
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Internal CA Certificate

StorageGRID uses an internal Certificate Authority (CA) to secure internal traffic. This cerificate does not change if you upload your own certificates

To export the internal CA certificate, copy all of the certificate text (starting with --——BEGIN CERTIFICATE and ending with END CERTIFICATE--—), and save itas a -pem file.

Subject DN: /C=US/ST=California/lL=Sunnyvale/O=NetApp Inc/OU=NetApp StorageGRID/CN=GPT

Certificatey - - - - - BEGIN CERTIFICATE-----
| MIT ETjCCAzagAWIBAR T JAMIMBF 717 AKQMARGCSqGSTb3DQEBCWUAMHexCzATBENY
BAYTAIVTMRMwEQYDVOQTI EwpDYWxpZm9y bmLhMRIWEAYDVQOHEW] TdWSueXThbGUx
FDASBENVBAOTCAS51dEFwcCE ] bmMuMR swiGQYDVOQLExJ0ZXRBCHAgUZRvemF nZUdS
| SUQ=DDAKBgHVEBAMTAGAQVDAeFwayMDAZMDI yMDE2MDB 2 Fwdz0DAXMT cyMDE2MDBa
MHEXCZATBgNVEAY TALVTMRMWEQYDVQQI EwpDYWxpZmeybm L hMRIWEAYDVOQHEWLT
di5ueXZhbGUXFDASBEgNVBACTCE5 1dEFycCB IbmMuMR swGQYDVQQLEX JOZXRECHAS
U3RvemFnZUdSSUQ=DDAKBENVEBAMTABMQVDC CASTWDQY JKoZ ThwcNAQEBBQADEEEP
ADCCAQoCggEBANIULKF8my5k7 LTX1Kdn3Y290pGFeQLr8+81F x3RwPBoBakVixkb
@RhOLbZIp8hI+v8FHSI85701baMbNOey JdgVywGx0Z+EgXolUShEYK x5Y] /wueod
nkKeTzrhRWkTLBOIKdPVEXIYCKNTS5 1P jx2dssDasPoleqeZts4pfKutiugiGeqdy
| 5+2CSRImMN3kUAHORUZOIMMVYO+PISKIdP+YUNUMSE3KCCYISTINThz LKBYSTZ200QC
| pzfeXncg7ebd/B1kKmEbBibvaerscf+017w6z5kTVed4Qhx 1CkRSY ryHFahe TuniMgu
A4780hstckfEq34hHkrsGatsWzBERYm1gQvBCAWEAADB3DCE2TAIBENVHQLEF gQU
| FiTcKt210ccoen9sx4BDBR5TL gYwgakGA1UdIWSBoTCBNOAUTiTcKt210ccoenss
| 4BDARST LgaheBR5MHCxCzATBgNVBAYTAIVTMRMWEQYDVOQI EwpDYWxpZmaybmlh
i MRIWEAYDVQOHEw1 TdW5ueXZhbGUxFDASBENVBACTCO51dE Fuc CBIbmMuMR swGQYD
VQOLExJOZXRBcHAgU3RvemF nZUdSSUQXDDAKBENVBANTAGOVITIAMIMEF7i7AKD
MAWGAIUd EWQFMAMBAT BwDQY 1K 0ZThvcNAQE L BQADZSEBANNS v I1QaCs72Uz00N jpu
cZKaililQr452hoRjfSY3jKlu7+5Bh9A2PhgmusplgAlq55a7bE3+7Ye3TwstD1l
acbBaB3IuhlxvlpgSQYDVRSTYt04cKaSswongy+yyxoUBMTzneDFXGd4i4pr5+x5S
| /gecXiekopYzfUtKSuqfqjRqUsdFcSEdjp+adDqIBFSmOZXGvIYdlgBuyUjwgdin
| 109bBHH++AKCELRSC gxg/BERZOAGEAKmLBVV+rIrxud/ /NCU3uSKattes62T+g0
| I37X9GEzFtgnnhkXvo2BZ/0LyGeYbgiksadlnFU3VAIK21IVGHHLPAEBQBIx0hYeC
aHM=

G2

3. Clique com o botao direito do rato no texto selecionado e selecione Copiar.
4. Cole o certificado copiado em um editor de texto.

5. Salve o arquivo com a extensdo .pem.

Por exemplo: storagegrid certificate.pem

Configurando certificados StorageGRID para FabricPool

Para clientes S3 que executam validacao estrita de nome de host e ndo suportam a
desativacao estrita de validacido de nome de host, como clientes ONTAP que usam
FabricPool, vocé pode gerar ou carregar um certificado de servidor ao configurar o ponto
de extremidade do balanceador de carga.

O que vocé vai precisar
* Vocé deve ter permissdes de acesso especificas.

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa

Quando vocé cria um ponto de extremidade do balanceador de carga, vocé pode gerar um certificado de
servidor autoassinado ou carregar um certificado assinado por uma autoridade de certificagdo (CA) conhecida.
Em ambientes de producéo, vocé deve usar um certificado assinado por uma CA conhecida. Os certificados
assinados por uma CA podem ser girados sem interrupgoes. Eles também s&o mais seguros porque fornecem
melhor prote¢ao contra ataques do homem no meio.

As etapas a seguir fornecem diretrizes gerais para clientes S3 que usam FabricPool. Para obter informacdes e
procedimentos mais detalhados, consulte as instrugdes de configuracao do StorageGRID for FabricPool.
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@ O servigo CLB (Connection Load Balancer) separado nos nés de gateway esta obsoleto e ndo é
mais recomendado para uso com o FabricPool.

Passos
1. Opcionalmente, configure um grupo de alta disponibilidade (HA) para uso do FabricPool.

2. Crie um ponto de extremidade do balanceador de carga S3 para o FabricPool usar.

Quando vocé cria um endpoint do balanceador de carga HTTPS, é solicitado que vocé carregue o
certificado do servidor, a chave privada do certificado e o pacote CA.

3. Anexar o StorageGRID como uma categoria de nuvem no ONTAP.

Especifique a porta de endpoint do balanceador de carga e o nome de dominio totalmente qualificado
usado no certificado da CA que vocé carregou. Em seguida, fornega o certificado CA.

Se uma CA intermediaria tiver emitido o certificado StorageGRID, vocé devera fornecer o
certificado de CA intermediario. Se o certificado StorageGRID tiver sido emitido diretamente
pela CA raiz, vocé devera fornecer o certificado CA raiz.

Informacgdes relacionadas
"Configurar o StorageGRID para FabricPool"

Gerando um certificado de servidor autoassinado para a interface de gerenciamento

Vocé pode usar um script para gerar um certificado de servidor auto-assinado para
clientes de API de gerenciamento que exigem validagéo estrita do nome de host.

O que vocé vai precisar
* Vocé deve ter permissdes de acesso especificas.
* Tem de ter o Passwords. txt ficheiro.

Sobre esta tarefa

Em ambientes de producao, vocé deve usar um certificado assinado por uma autoridade de certificagdo (CA)
conhecida. Os certificados assinados por uma CA podem ser girados sem interrup¢des. Eles também sao
mais seguros porque fornecem melhor protegéo contra ataques do homem no meio.

Passos
1. Obtenha o nome de dominio totalmente qualificado (FQDN) de cada né Admin.

2. Faga login no n6 de administragao principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

3. Configure o StorageGRID com um novo certificado autoassinado.
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$ sudo make-certificate --domains wildcard-admin-node-fgdn --type management

° Para --domains, use curingas para representar os nomes de dominio totalmente qualificados de
todos os nds de administragdo. Por exemplo, *.ui.storagegrid.example.com usa o caractere
curinga * para representar adminl .ui.storagegrid.example.come
admin2.ui.storagegrid.example.com.

° Defina --type como management para configurar o certificado usado pelo Gerenciador de Grade e
pelo Gerenciador de Tenant.

o Por padrao, os certificados gerados sao validos por um ano (365 dias) e devem ser recriados antes de
expirarem. Vocé pode usar o -—days argumento para substituir o periodo de validade padréo.

O periodo de validade de um certificado comega quando make-certificate &

@ executado. Vocé deve garantir que o cliente da API de gerenciamento esteja
sincronizado com a mesma fonte de tempo que o StorageGRID; caso contrario, o
cliente podera rejeitar o certificado.

$ sudo make-certificate --domains *.ui.storagegrid.example.com --type
management —--days 365

A saida resultante contém o certificado publico necessario pelo cliente da API de gerenciamento.
4. Selecione e copie o certificado.
Inclua as tags DE INICIO e FIM em sua seleg&o.

5. Faca logout do shell de comando. $ exit
6. Confirme se o certificado foi configurado:
a. Acesse o Gerenciador de Grade.

b. Selecione Configuragao > certificados de servidor > certificado de servidor de interface de
gerenciamento.

7. Configure seu cliente de API de gerenciamento para usar o certificado publico que vocé copiou. Inclua as
tags DE INICIO e FIM.

Configurando as configuragdes de proxy de armazenamento

Se vocé estiver usando servigos de plataforma ou pools de storage em nuvem, podera
configurar um proxy néo transparente entre nds de storage e os pontos de extremidade
externos do S3. Por exemplo, vocé pode precisar de um proxy néo transparente para
permitir que mensagens de servigos de plataforma sejam enviadas para endpoints
externos, como um endpoint na Internet.

O que vocé vai precisar

* Vocé deve ter permissdes de acesso especificas.

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa
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Vocé pode configurar as configuragdes para um unico proxy de armazenamento.

Passos
1. Selecione Configuragao > Configuracoes de rede > Configuracoes de proxy.

A pagina Configuragdes do proxy de armazenamento é exibida. Por padréao, Storage esta selecionado no
menu da barra lateral.

Proxy Settings
Storage
Admin
2. Marque a caixa de selegdo Enable Storage Proxy (Ativar proxy de armazenamento®).

Os campos para configurar um proxy de armazenamento sao exibidos.

Storage Proxy Settings

If you are using platform services or Cloud Storage Pools, you can configure a non-transparent proxy server hetween Storage Modes and the external 53 endpoinis.

Enable Storage Proxy v

Pratocol HTTP SOCKS5E
Hostname

Port (optional)

3. Selecione o protocolo para o proxy de armazenamento ndo transparente.
4. Introduza o nome de anfitrido ou o endereco IP do servidor proxy.

5. Opcionalmente, insira a porta usada para se conetar ao servidor proxy.

Vocé pode deixar este campo em branco se usar a porta padrao para o protocolo: 80 para HTTP ou 1080
para SOCKS5.

6. Cligue em Salvar.

Depois que o proxy Storage for salvo, novos endpoints para servigos de plataforma ou pools de
armazenamento em nuvem podem ser configurados e testados.

@ As alteracdes de proxy podem levar até 10 minutos para entrarem em vigor.

7. Verifique as configuragdes do servidor proxy para garantir que as mensagens relacionadas ao servigo da
plataforma do StorageGRID n&o sejam bloqueadas.

Depois de terminar

Se vocé precisar desativar um proxy de armazenamento, desmarque a caixa de selegdo Ativar proxy de
armazenamento e clique em Salvar.

173



Informagdes relacionadas

"Rede e portas para servigos de plataforma"

"Gerenciar objetos com ILM"

Configurando as configuragoes de proxy Admin

Se vocé enviar mensagens AutoSupport usando HTTP ou HTTPS, podera configurar um
servidor proxy n&o transparente entre nés de administragao e suporte técnico
(AutoSupport).

O que vocé vai precisar

* Vocé deve ter permissdes de acesso especificas.

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa

Vocé pode configurar as configuragdes para um unico proxy Admin.

Passos
1. Selecione Configuragao > Configuracoes de rede > Configuragoes de proxy.

E apresentada a pagina Admin Proxy Settings (Definicdes de proxy de administragdo). Por padréo,
Storage esta selecionado no menu da barra lateral.

2. No menu da barra lateral, selecione Admin.

Proxy Settings
Storage

Admin
3. Marque a caixa de selecdo Enable Admin Proxy (Ativar proxy de administrador).

Admin Proxy Settings

Ifyou send AutoSupport messages using HTTPS ar HTTR, you can configure a non-transparent proxy server between Admin Modes and technical support.

Enable Admin Proxy r

Hostname Myproxy example.com
Port 8080
Username (optional} root
Password (optional) ssesssse

4. Introduza o nome de anfitrido ou o endereco IP do servidor proxy.
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5. Introduza a porta utilizada para ligar ao servidor proxy.

6. Opcionalmente, insira 0 nome de usuario do proxy.

Deixe este campo em branco se o servidor proxy ndo exigir um nome de usuario.
7. Opcionalmente, insira a senha do proxy.

Deixe este campo em branco se o servidor proxy ndo exigir uma senha.
8. Clique em Salvar.

Depois que o proxy Admin € salvo, o servidor proxy entre nés Admin e o suporte técnico € configurado.
@ As alteragdes de proxy podem levar até 10 minutos para entrarem em vigor.

9. Se vocé precisar desativar o proxy, desmarque a caixa de selegdo Ativar proxy Admin e clique em
Salvar.

Informacgodes relacionadas

"Especificando o protocolo para mensagens AutoSupport"

Gerir politicas de classificagao de trafego

Para aprimorar suas ofertas de qualidade de servigo (QoS), vocé pode criar politicas de
classificagédo de trafego para identificar e monitorar diferentes tipos de trafego de rede.
Essas politicas podem ajudar na limitagdo e monitoramento de trafego.

As politicas de classificagao de trafego sédo aplicadas a pontos de extremidade no servigco de balanceador de
carga do StorageGRID para nés de gateway e nds de administragdo. Para criar politicas de classificagédo de
trafego, vocé ja deve ter criado pontos de extremidade do balanceador de carga.

Regras de correspondéncia e limites opcionais

Cada politica de classificagdo de trafego contém uma ou mais regras correspondentes para identificar o
trafego de rede relacionado a uma ou mais das seguintes entidades:

+ Baldes

¢ Inquilinos

» Sub-redes (IPv4 sub-redes contendo o cliente)

» Pontos finais (pontos finais do balanceador de carga)
O StorageGRID monitora o trafego que corresponde a qualquer regra dentro da politica de acordo com os
objetivos da regra. Qualquer trafego que corresponda a qualquer regra de uma politica é Tratado por essa

politica. Por outro lado, vocé pode definir regras para corresponder a todo o trafego, exceto uma entidade
especificada.

Opcionalmente, vocé pode definir limites para uma politica com base nos seguintes parametros:

* Agregar largura de banda em

» Agregar largura de banda para fora

175



» Solicitacdes de leitura simultanea

» Solicitagbes de gravagao simulténea

» Largura de banda por solicitagdo in

» Saida de largura de banda por solicitagao
* Leia a taxa de solicitagcao

» Taxa de solicitagbes de gravagao

Vocé pode criar politicas para limitar a largura de banda agregada ou limitar a largura de banda

@ por solicitagdo. No entanto, o StorageGRID nao pode limitar ambos os tipos de largura de
banda ao mesmo tempo. Os limites de largura de banda agregada podem impor um impactos
menor no desempenho adicional no trafego n&o limitado.

Limitagao de trafego

Quando vocé criou politicas de classificacao de trafego, o trafego é limitado de acordo com o tipo de regras e
limites definidos. Para limites de largura de banda agregada ou por solicitagao, as solicitagdes sao
transmitidas ou enviadas pela taxa definida. O StorageGRID s6 pode impor uma velocidade, entdo a
correspondéncia de politica mais especifica, por tipo matcher, é a aplicada. Para todos os outros tipos de
limite, as solicitagdes do cliente sdo atrasadas em 250 milissegundos e recebem uma resposta de retardo 503
para solicitagdes que excedem qualquer limite de politica correspondente.

No Gerenciador de Grade, vocé pode visualizar graficos de trafego e verificar se as politicas estdo aplicando
os limites de trafego esperados.

Usando politicas de classificagao de trafego com SLAs

Vocé pode usar politicas de classificagcao de trafego em conjunto com limites de capacidade e protecao de
dados para aplicar acordos de nivel de servigo (SLAs) que fornecem detalhes sobre capacidade, protegédo de
dados e desempenho.

Os limites de classificagdo de trafego sao implementados por balanceador de carga. Se o trafego for
distribuido simultaneamente em varios balanceadores de carga, as taxas maximas totais sao varios dos
limites de taxa especificados.

O exemplo a seguir mostra trés niveis de um SLA. Vocé pode criar politicas de classificagao de trafego para
alcancar os objetivos de desempenho de cada nivel de SLA.

Nivel de servigo Capacidade Protecao de dados Desempenho Custo

Ouro 1 PB de 3 copiarregralLM 25K dolares por més
armazenamento solicitagcbes/seg
permitido

Largura de banda
de 5 GB/seg (40
Gbps)
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Nivel de servigo Capacidade Protecao de dados Desempenho Custo

Prata 250 TB de 2 copiar regra ILM 10K délares por més
armazenamento solicitacbes/seg
permitido

Largura de banda
de 1,25 GB/seg (10

Gbps)
Bronze 100 TB de 2 copiarregra ILM 5 K solicitagbes/seg ddlares por més
armazenamento
permitido Largura de banda
de 1 GB/seg (8
Gbps)

Criando politicas de classificacao de trafego

Vocé cria politicas de classificagao de trafego se quiser monitorar e, opcionalmente,
limitar o trafego de rede por intervalo, locatario, sub-rede IP ou ponto de extremidade do
balanceador de carga. Opcionalmente, vocé pode definir limites para uma politica com
base na largura de banda, no numero de solicitagdes simultaneas ou na taxa de
solicitacdes.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permissédo de acesso root.
» Vocé precisa ter criado os pontos de extremidade do balanceador de carga que vocé deseja corresponder.

» Vocé deve ter criado os inquilinos que vocé deseja corresponder.

Passos
1. Selecione Configuragao > Configuragoes de rede > classificagao de trafego.

E apresentada a pagina politicas de classificagéo de trafego.

Traffic Classification Policies

Traffiic classification policies can be used to identify netwaork traffic for metrice reporiing and optional traffic limiting.

Name Description 1D

Mo policies found.

2. Clique em criar.

E apresentada a caixa de dialogo criar politica de classificagéo de trafego.
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3.

178

Create Traffic Classification Policy
Policy
Name &

Crescription
Matching Rules

Traffic that matches any rule is included in the policy,

i.+ Cregte | | # Edit || ¥ Remove
Type Inverse Match Match Value

Mo matching rules found,

Limits (Optional)

|+ CFEEItE‘i # Edit || X Remove
Type Value Units

Mo limits fournd.

No campo Nome, insira um nome para a politica.

Introduza um nome descritivo para que possa reconhecer a politica.

. Opcionalmente, adicione uma descri¢cao para a politica no campo Description.

Por exemplo, descreva ao que esta politica de classificagcao de trafego se aplica e ao que ela limitara.

Crie uma ou mais regras correspondentes para a politica.

Regras de correspondéncia controlam quais entidades serao afetadas por esta politica de classificagéo de
trafego. Por exemplo, selecione Locatario se desejar que essa diretiva se aplique ao trafego de rede de
um locatario especifico. Ou selecione ponto final se pretender que esta politica se aplique ao trafego de
rede num ponto de extremidade do balanceador de carga especifico.

a. Clique em criar na segao regras correspondentes.

A caixa de dialogo criar regra de correspondéncia é exibida.



Create Matching Rule

Matching Rules
Type @ -~ Choose One - w
Match Value @ Choose type befare providing mateh value

Inverse Match @ [

[

b. Na lista suspensa Type, selecione o tipo de entidade a ser incluida na regra correspondente.

c. No campo valor de correspondéncia, insira um valor de correspondéncia com base no tipo de
entidade que vocé escolheu.

= Balde: Introduza um nome de intervalo.
= Bucket Regex: Insira uma expressao regular que sera usada para corresponder a um conjunto de
nomes de bucket.

A expresséao regular ndo esta ancorada. Use a ancora "caret" para corresponder ao inicio do nome
do intervalo e use a ancora "doll" para corresponder ao final do nome.
= CIDR: Insira uma sub-rede IPv4, na notagédo CIDR, que corresponda a sub-rede desejada.

= Endpoint: Selecione um endpoint na lista de endpoints existentes. Esses s&o os pontos finais do
balanceador de carga definidos na pagina pontos finais do balanceador de carga.

= Locatario: Selecione um locatario na lista de inquilinos existentes. A correspondéncia de inquilinos
baseia-se na propriedade do bucket que esta sendo acessado. O acesso anénimo a um bucket
corresponde ao locatario que possui o bucket.

d. Se vocé quiser corresponder todo trafego de rede exceto trafego consistente com o valor tipo e
correspondéncia definido, marque a caixa de selegao Inverse. Caso contrario, deixe a caixa de
selecao desmarcada.

Por exemplo, se vocé quiser que essa politica se aplique a todos os pontos finais do balanceador de
carga, especifique o ponto final do balanceador de carga a ser excluido e selecione inverso.

Para uma politica que contenha varios matchers em que pelo menos um é um matcher
inverso, tenha cuidado para nao criar uma politica que corresponda a todas as
solicitacdes.

e. Cliqgue em aplicar.

Aregra é criada e esta listada na tabela regras correspondentes.
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+ Create || # Edit|| X Remove |

Type Inverse Match Match Value
=  Bucket Regex o controkid+

Displaying 1 matching rule.

Limits (Optional)

+ Cr&at;e_| # Edit || % Remove
Type Value Units

No limits found.

==
a. Repita estas etapas para cada regra que vocé deseja criar para a politica.
(D O trafego que corresponde a qualquer regra é Tratado pela politica.

6. Opcionalmente, crie limites para a politica.

CD Mesmo que vocé néo crie limites, o StorageGRID coleta métricas para que vocé possa
monitorar o trafego de rede que corresponde a politica.

a. Clique em criar na secao limites.

A caixa de dialogo criar limite & exibida.
Create Limit
Limits (Optional)

Tipe @ - Choose One — ™ |

Aggregate rate limits in use. Per-request rate
fimits are not available. @

Value €

X

b. Na lista suspensa Type, selecione o tipo de limite que deseja aplicar a politica.

Na lista a seguir, in refere-se ao trafego de clientes S3 ou Swift para o balanceador de carga
StorageGRID, e OUT refere-se ao trafego do balanceador de carga para clientes S3 ou Swift.
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= Agregar largura de banda em

= Agregar largura de banda para fora

= Solicitagbes de leitura simultanea

= Solicitagbes de gravagao simultanea

= Largura de banda por solicitagao in

= Saida de largura de banda por solicitagao
= Leia a taxa de solicitagado

= Taxa de solicitagcdes de gravagao

Vocé pode criar politicas para limitar a largura de banda agregada ou limitar a
largura de banda por solicitagdo. No entanto, o StorageGRID n&o pode limitar

@ ambos os tipos de largura de banda ao mesmo tempo. Os limites de largura de
banda agregada podem impor um impactos menor no desempenho adicional no
trafego nao limitado.

Para limites de largura de banda, o StorageGRID aplica a politica que melhor corresponde ao tipo
de limite definido. Por exemplo, se vocé tem uma politica que limita o trafego em apenas uma
diregéo, entéo o trafego na diregéo oposta sera ilimitado, mesmo que haja trafego que
corresponda a politicas adicionais que tenham limites de largura de banda. A StorageGRID
implementa as correspondéncias "melhores" para limites de largura de banda na seguinte ordem:

= Endereco IP exato (/mascara 32)

= Nome exato do balde

= Regex do balde

= Locatario

= Endpoint

= Correspondéncias CIDR n&o exatas (ndo /32)

= Correspondéncias inversas

¢. No campo value, insira um valor numérico para o tipo de limite escolhido.
As unidades esperadas sao mostradas quando vocé seleciona um limite.
d. Clique em aplicar.

O limite é criado e é listado na tabela limites.
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+ Creats | |/‘ Edit :| ® Remove I

Type Inverse Match Match Value
*  Bucket Regex o controlid+

Displaying 1 matching rule.

Limits (Optional)

|+ Create || # Edit || % Remove |

Type Value Units
= Apggregate Bandwidth Cut 10000600000 Bytes/Second

Displaying 1 limi.

]

e. Repita estas etapas para cada limite que vocé deseja adicionar a politica.
Por exemplo, se vocé quiser criar um limite de largura de banda de 40 Gbps para um nivel SLA, crie

uma largura de banda agregada no limite e um limite de largura de banda agregada para fora e defina
cada um para 40 Gbps.

@ Para converter megabytes por segundo em gigabits por segundo, multiplique por oito. Por
exemplo, 125 MB/s é equivalente a 1.000 Mbps ou 1 Gbps.

7. Quando terminar de criar regras e limites, clique em Salvar.
A politica é guardada e esta listada na tabela politicas de classificagao de trafego.

Traffic Classification Policies

Traffic classification policies can be used to identify nedwork fraffic for metrics reporting and opfional traffic limiting.

| 4 Create || # Edit|| % Remave || Jy Metiics |

Name Description 1D
ERP Traffic Conirol Manage ERP trafiic into the grid cd9aibc7-pEhe-4208-D6IE-Tedar9e2chid
*  Fabric Pools Maonitor Fabric Pools 223h0chb-6968-4646-b32d-7665bddca94b

Displaving 2 trafiic classification policies.

O trafego de clientes S3 e Swift agora é Tratado de acordo com as politicas de classificagdo de trafego.
Vocé pode visualizar graficos de trafego e verificar se as politicas estao aplicando os limites de trafego
esperados.

Informacgdes relacionadas
"Gerenciamento do balanceamento de carga"
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"Visualizagdo de métricas de trafego de rede"

Editar uma politica de classificagao de trafego

Vocé pode editar uma politica de classificagao de trafego para alterar seu nome ou
descrigao, ou para criar, editar ou excluir quaisquer regras ou limites para a politica.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permisséo de acesso root.

Passos
1. Selecione Configuragao > Configuragoes de rede > classificagao de trafego.

A pagina politicas de classificacao de trafego € exibida e as politicas existentes sao listadas na tabela.

Traffic Classification Policies

Traffic classification policies can be used to identify nebwork fraffic for metrics reporting and opfional fraffic limiling.

|+ Create || # Edit || % Remove || i Metics |

Name Description 18]
Manage ERP trafiic into the grid cd9afbc7-DEhe-4208-b6fa-TedarT9e 20574

223plchib-6968-4646-b32d-7665bddcBa4b

ERFP Traffic Conirol
*  Fabric Fools Monitor Fabric Pools

Displaying 2 traffic classification policies:

2. Selecione o botdo de opcao a esquerda da politica que pretende editar.

3. Clique em Editar.

A caixa de dialogo Editar diretiva de classificagédo de trafego é exibida.
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"

Edit Traffic Classification Policy "Fabric Pools
Policy
Mame € Fabric Pools

Description (opfional) Monitor Fabric Poals

Matching Rules

Traffic that maiches any rule ig included in the policy

|+ Create || # Edit|| X Remove

Type Inverse Match Match Value
LEE o515 72 10:10:152.0/24

Displaying 1 matching rule.
Limits (Optional)

,_-l- Crﬂate_ # Edif || X
Type Value Units

No limits found.

=13

4. Crie, edite ou remova regras e limites correspondentes conforme necessario.

a. Para criar uma regra ou limite correspondente, clique em criar e siga as instrugdes para criar uma
regra ou criar um limite.

b. Para editar uma regra ou limite correspondente, selecione o botdo de opg¢ao para a regra ou limite,
clique em Editar na secéo regras correspondentes ou na secao limites e siga as instru¢des para
criar uma regra ou criar um limite.

c. Para remover uma regra ou limite correspondente, selecione o botdo de opgao para a regra ou limite e
clique em Remover. Em seguida, clique em OK para confirmar que deseja remover a regra ou limite.

5. Quando terminar de criar ou editar uma regra ou um limite, clique em aplicar.
6. Quando terminar de editar a politica, clique em Salvar.
As alteragoes feitas na politica sao salvas e o trafego de rede é agora Tratado de acordo com as politicas

de classificagao de trafego. Vocé pode visualizar graficos de trafego e verificar se as politicas estéo
aplicando os limites de trafego esperados.

Eliminar uma politica de classificagao de trafego

Se vocé nao precisar mais de uma politica de classificagao de trafego, vocé pode exclui-
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la.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permisséo de acesso root.

Passos

1. Selecione Configuragao > Configuragoes de rede > classificacao de trafego.

A pagina politicas de classificagcao de trafego € exibida e as politicas existentes sao listadas na tabela.

Traffic Classification Policies

Traffic classification policies can be used to identify network fraffic for metrics reporting and opfional traffic limiting.

[ # create || # Edit || % Remove | | 1y Wetrice |
| Fd || b |

Name Description 1D
ERP Traffic Contral Manage ERP trafiic into the grid cd9afbc-bBhe-4208-b6fa-Tedar9e2ch74
*  Fabric Pools Monitor Fabric Pools 223h0chb-6968-4646-b32d-7665bddcR94b

Displaving 2 traffic classification policies.

2. Selecione o botado de opgéo a esquerda da politica que pretende eliminar.
3. Cliqgue em Remover.

E apresentada uma caixa de dialogo Aviso.

A Warning

Drelete Policy

Are you sure you want to delete the policy "Fabric Pools"?

4. Clique em OK para confirmar que deseja excluir a politica.

A politica é eliminada.

Visualizagcao de métricas de trafego de rede

Pode monitorizar o trafego de rede visualizando os graficos disponiveis na pagina
politicas de classificagédo de trafego.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permissao de acesso root.

Sobre esta tarefa
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Para qualquer politica de classificagdo de trafego existente, vocé pode exibir métricas para o servigo Load
Balancer para determinar se a diretiva esta limitando com éxito o trafego na rede. Os dados nos graficos
podem ajuda-lo a determinar se vocé precisa ajustar a politica.

Mesmo que nenhum limite seja definido para uma politica de classificacdo de trafego, as métricas séo
coletadas e os graficos fornecem informacdes Uteis para entender as tendéncias de trafego.

Passos

1. Selecione Configuragao > Configuragoes de rede > classificagao de trafego.
A pagina politicas de classificacao de trafego € exibida e as politicas existentes sao listadas na tabela.

Traffic Classification Policies

Traffic classification policies can be used to identify nebwork fraffic for metrics reporting and opfional fraffic limiling.

+ Create _1’ Edit| | % Remove_: sh Metrics |

Name Description 18]
ERP Traffic Contro hanage ERP trafiic into the grid cd8afbcT-p8he-4208-b6f3-Te8a79e2c574
= Fabric Pools Menitor Fabric Pools 223b0chb-50968-4546-b32d-7665bddcBo4b

Displaying 2 traffic classification policies.
2. Selecione o botéo de opgéo a esquerda da politica para a qual deseja exibir as métricas.
3. Clique em Metrics.

Uma nova janela do navegador é aberta e os graficos da Politica de classificacédo de trafego sédo exibidos.
Os graficos exibem métricas apenas para o trafego que corresponde a politica selecionada.

Vocé pode selecionar outras politicas para exibir usando a lista suspensa policy.

B2 Traffic C catien Policy -

56173

Average Request Durstion (Non-Emor)

i n : i 1
] P

Os graficos a seguir estéo incluidos na pagina da Web.
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o Trafego de solicitagdo do Load Balancer: Este grafico fornece uma média mével de 3 minutos da taxa
de transferéncia de dados transmitidos entre os pontos de extremidade do balanceador de carga e os
clientes que fazem as solicitagdes, em bits por segundo.

o

Taxa de conclusao da solicitagao do Load Balancer: Este grafico fornece uma média movel de 3
minutos do numero de solicitagdes concluidas por segundo, discriminada por tipo de solicitagao
(OBTER, COLOCAR, CABECA e EXCLUIR). Este valor é atualizado quando os cabecgalhos de uma
nova solicitagdo tiverem sido validados.

Taxa de resposta de erro: Este gréafico fornece uma média movel de 3 minutos do numero de
respostas de erro retornadas aos clientes por segundo, discriminada pelo cédigo de resposta de erro.

o

o Duragédo média da solicitagao (ndo-erro): Este grafico fornece uma média mével de 3 minutos de
duracao da solicitagao, discriminada por tipo de solicitacédo (OBTER, COLOCAR, CABECA e
EXCLUIR). Cada duracéo da solicitagdo comeca quando um cabegalho de solicitagdo é analisado pelo
servigo Load Balancer e termina quando o corpo de resposta completo é retornado ao cliente.

o Taxa de solicitagdo de gravagao por tamanho do objeto: Este mapa de calor fornece uma média movel
de 3 minutos da taxa na qual as solicitagdes de gravagao sédo concluidas com base no tamanho do
objeto. Neste contexto, as solicitagdes de escrita referem-se apenas a SOLICITACOES PUT.

o Taxa de solicitacéo de leitura por tamanho do objeto: Este mapa de calor fornece uma média mével de
3 minutos da taxa na qual as solicitagdes de leitura sdo concluidas com base no tamanho do objeto.
Neste contexto, as solicitacdes de leitura referem-se apenas a SOLICITACOES GET. As cores no
mapa de calor indicam a frequéncia relativa de um tamanho de objeto dentro de um grafico individual.
As cores mais frias (por exemplo, roxo e azul) indicam taxas relativas mais baixas, e as cores mais
quentes (por exemplo, laranja e vermelho) indicam taxas relativas mais altas.

4. Passe o cursor sobre um grafico de linhas para ver um pop-up de valores em uma parte especifica do
grafico.

Load Balancer Request Completion Rate

2020-03-30 21:29:30
=Total: 275
=PUT: 275

o
n
W
ah
=
o
a

=

21:22 21:2 21:26 21:28 21:30 21:32 21:34 21:38 21:40 21:42 21:44 21:46 21:48 21:50

== Total == PUT

5. Passe o cursor sobre um mapa de calor para ver um pop-up que mostra a data e a hora da amostra, os
tamanhos de objetos que sdo agregados na contagem e o numero de solicitagées por segundo durante
esse periodo de tempo.
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Write Request Size -

2020-04-01 22:27:00

et 8 KiB - 32 KiB
mt: 145

6. Use a lista suspensa Policy (Politica*) no canto superior esquerdo para selecionar uma politica diferente.
Sao apresentados os graficos da politica selecionada.

7. Em alternativa, aceda aos graficos a partir do menu Support.
a. Selecione Support > Tools > Metrics.
b. Na secédo Grafana da pagina, selecione Politica de classificagao de trafego.
c. Selecione a politica na lista suspensa no canto superior esquerdo da pagina.

As politicas de classificagado de trafego séo identificadas pelo seu ID. Os IDs de politica sao listados na
pagina politicas de classificagao de trafego.

8. Analise os graficos para determinar com que frequéncia a politica esta limitando o trafego e se vocé
precisa ajustar a politica.

Informacgdes relacionadas

"Monitorizar Resolugao de problemas”

Quais sao os custos da ligagao

Os custos de link permitem que vocé priorize qual local do data center fornece um
servigo solicitado quando existem dois ou mais locais de data center. Vocé pode ajustar
os custos de link para refletir a laténcia entre sites.

* Os custos de link sdo usados para priorizar qual cépia de objeto é usada para cumprir recuperagdes de
objetos.

» Os custos de link sdo usados pela API de gerenciamento de grade e pela API de gerenciamento de
locatario para determinar quais servigos internos do StorageGRID devem ser usados.

* Os custos de link sdo usados pelo servigco CLB nos nds do Gateway para direcionar as conexdes do
cliente.

@ O servigo CLB esta obsoleto.

O diagrama mostra uma grade de trés sites que tem custos de link configurados entre sites:
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—DC1 —DC2

Grid Nodes | } ' ‘Grid Nodes

—DC3

25

» O servigo CLB nos nos de Gateway distribui igualmente as conexdes de cliente para todos os nés de
armazenamento no mesmo local do data center e para qualquer local do data center com um custo de link
de 0.

No exemplo, um n6 de gateway no local do data center 1 (DC1) distribui igualmente as conexdes de
cliente para nos de storage em DC1 e para nds de storage em DC2. Um né de gateway em DC3 envia
conexdes de cliente somente para nés de storage em DC3.

* Ao recuperar um objeto que existe como varias cépias replicadas, o StorageGRID recupera a copia no
data center que tem o menor custo de link.

No exemplo, se um aplicativo cliente em DC2 recupera um objeto que é armazenado em DC1 e DC3, o
objeto é recuperado de DC1, porque o custo do link de DC1 para D2 € 0, o que € menor do que o custo do
link de DC3 para DC2 (25).

Os custos de ligagao sdo numeros relativos arbitrarios sem unidade de medida especifica. Por exemplo, um
custo de link de 50 é usado menos preferencialmente do que um custo de link de 25. A tabela mostra os
custos de link comumente usados.

Link Custo da ligagao Notas

Entre locais de data 25 (predefinicao) Data centers conectados por um link WAN.
center fisico

Entre locais logicos de 0 Data centers logicos no mesmo prédio fisico ou
data center no mesmo campus conetados por uma LAN.
local fisico

Informacgdes relacionadas

"Como funciona o balanceamento de carga - servigco CLB"
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Atualizar custos de link

Vocé pode atualizar os custos de link entre sites de data center para refletir a laténcia
entre sites.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permissédo Configuragao da Pagina de topologia de Grade.

Passos

1. Selecione Configuragao > Definicoes de rede > custo de ligagao.

Link Cost
Updated: 2021-03-20 12:28:41 EDT
Site Names (1-20f2) "4
Site ID Site Name Actions
10 Data Center 1 V 4
20 Data Center 2 V4
Show 50 v Records Per Page Refresh
Link Costs
Link Destination
Link Source 10 20 Actions
v %)

Apply Changes ‘

2. Selecione um site em Link Source e insira um valor de custo entre 0 e 100 em Link Destination.
Nao é possivel alterar o custo do link se a origem for igual ao destino.
Para cancelar as alterages, clique {-}em Revert.

3. Clique em aplicar alteragoes.

Configurando o AutoSupport

O recurso AutoSupport permite que o sistema StorageGRID envie mensagens de status
e integridade para o suporte técnico. O uso do AutoSupport pode acelerar
significativamente a determinacgao e resolugao de problemas. O suporte técnico também
pode monitorar as necessidades de storage do seu sistema e ajuda-lo a determinar se
precisa adicionar novos ndés ou sites. Opcionalmente, vocé pode configurar as
mensagens do AutoSupport para serem enviadas para um destino adicional.

190



Informacgdes incluidas nas mensagens do AutoSupport

As mensagens do AutoSupport incluem informagdes como as seguintes:

» Versao do software StorageGRID

* Versao do sistema operativo

* Informacdes sobre atributos no nivel do sistema e no nivel da localizacao

 Alertas e alarmes recentes (sistema legado)

 Status atual de todas as tarefas de grade, incluindo dados histéricos

* Informacdes de eventos conforme listado na pagina nés > Grid Node > Eventos

« Utilizacdo da base de dados do Admin Node

* Numero de objetos perdidos ou perdidos

* Definigbes de configuracao da grelha

* Entidades NMS

* Politica ILM ativa

* Arquivo de especificagdo de grade provisionada

» Métricas de diagndstico
Vocé pode ativar o recurso AutoSupport e as opc¢des individuais do AutoSupport quando instalar o
StorageGRID pela primeira vez, ou ativa-los posteriormente. Se o AutoSupport ndo estiver habilitado, uma

mensagem sera exibida no Painel de Gerenciamento de Grade. A mensagem inclui um link para a pagina de
configuragéo do AutoSupport.

The AutoSupport feature is disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive monitoring and troubleshooting

Vocé pode selecionar o simbolo "X"  para fechar a mensagem. A mensagem nao aparecera novamente até
que o cache do navegador seja limpo, mesmo que o AutoSupport permaneca desativado.

Usando o Active IQ

O Active 1Q é um consultor digital baseado na nuvem que utiliza as analises preditivas e o conhecimento da
comunidade da base instalada da NetApp. Suas avaliacdes de risco continuas, alertas preditivos, orientacoes
prescritivas e acbes automatizadas ajudam a evitar problemas antes que eles ocorram, levando a uma melhor
integridade do sistema e maior disponibilidade do sistema.

Vocé deve habilitar o AutoSupport se quiser usar os painéis e a funcionalidade do Active IQ no site de suporte
da NetApp.

"Documentacgao do consultor digital da Active IQ"

Aceder as definicoes do AutoSupport

Vocé configura o AutoSupport usando o Gerenciador de Grade (suporte > Ferramentas > AutoSupport). A
pagina AutoSupport tem duas guias: Configuragdes e resultados.
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AutoSupport

The AutoSupport feature enables your StorageGRID system o send penodic and event-driven health and status messages to technical support o allow proactive monitoring
and froubleshooting. StorageGRID AutoSupport also enables the use of Aclive 1Q for prediciive recommendations.

Settings Results
Protocol Details
Protocal @ ® HTTPS HTTP | SMTP
NetApp Support Certificate Validation & Use NetApp support certificate v
AutoSupport Details
Enable Weekly AutoSupport & [«

Enable Event-Triggerad AutoSupport @ |+

Enable AutoSupport on Demand &

Additional AutoSupport Destination

Enable Additional AutoSupport Destination €

“ | Send User-Triggered AutoSupport

Protocolos para envio de mensagens AutoSupport

Vocé pode escolher um dos trés protocolos para enviar mensagens AutoSupport:

- HTTPS
- HTTP
- SMTP

Se vocé enviar mensagens AutoSupport usando HTTPS ou HTTP, podera configurar um servidor proxy nao
transparente entre nds de administracdo e suporte técnico.

Se utilizar SMTP como protocolo para mensagens AutoSupport, tem de configurar um servidor de correio
SMTP.

Opcoes de AutoSupport

Vocé pode usar qualquer combinagao das seguintes opgdes para enviar mensagens do AutoSupport para o
suporte técnico:
» Semanal: Enviar automaticamente mensagens AutoSupport uma vez por semana. Predefinicdo: Activado.

» Event-dispolled: Envie automaticamente mensagens AutoSupport a cada hora ou quando ocorrerem
eventos significativos do sistema. Predefinigdo: Activado.

+ Sob demanda: Permita que o suporte técnico solicite que seu sistema StorageGRID envie mensagens
AutoSupport automaticamente, o que é util quando eles estao trabalhando ativamente em um problema
(requer protocolo de transmissao HTTPS AutoSupport). Predefinigdo: Desativada.

+ Ativado pelo usuario: Envie mensagens AutoSupport manualmente a qualquer momento.
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Informagodes relacionadas
"Suporte a NetApp"

Especificando o protocolo para mensagens AutoSupport
Vocé pode usar um dos trés protocolos para enviar mensagens AutoSupport.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permissédo de Acesso root ou outra Configuracédo de Grade.

» Se vocé usar o protocolo HTTPS ou HTTP para enviar mensagens AutoSupport, vocé deve ter fornecido
acesso de saida a Internet para o né de administragao principal, diretamente ou usando um servidor proxy
(conexdes de entrada ndo necessarias).

« Se utilizar o protocolo HTTPS ou HTTP e pretender utilizar um servidor proxy, tem de ter configurado um
servidor proxy Admin.

« Se utilizar SMTP como protocolo para mensagens AutoSupport, tem de ter configurado um servidor de
correio SMTP. A mesma configuragéo do servidor de e-mail € usada para notificagées de e-mail de alarme
(sistema legado).

Sobre esta tarefa
As mensagens AutoSupport podem ser enviadas usando qualquer um dos seguintes protocolos:

« HTTPS: Esta é a configuracéo padrao e recomendada para novas instalagdes. O protocolo HTTPS utiliza
a porta 443. Se pretender ativar a funcionalidade AutoSupport On Demand, tem de utilizar o protocolo
HTTPS.

* HTTP: Este protocolo ndo é seguro, a menos que seja usado em um ambiente confidvel onde o servidor
proxy converte para HTTPS ao enviar dados pela Internet. O protocolo HTTP usa a porta 80.

* SMTP: Use esta opgao se quiser que as mensagens do AutoSupport sejam enviadas por e-mail. Se
utilizar SMTP como protocolo para mensagens AutoSupport, tem de configurar um servidor de correio
SMTP na pagina Configuragéo de e-mail legado (suporte > Alarmes (legado) > Configuragao de e-mail
legado).

O SMTP era o unico protocolo disponivel para mensagens AutoSupport antes do
langamento do StorageGRID 11,2. Se vocé instalou uma versao anterior do StorageGRID
inicialmente, o SMTP pode ser o protocolo selecionado.

O protocolo definido € utilizado para enviar todos os tipos de mensagens AutoSupport.

Passos
1. Selecione suporte > Ferramentas > AutoSupport.

A pagina AutoSupport € exibida e a guia Configuragdes ¢ selecionada.

2. Selecione o protocolo que pretende utilizar para enviar mensagens AutoSupport.
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Settings Results

Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v
Use NetApp support certificate
AutoSupport Details | Do not verify certificate |

Enable Weekly AutoSupport © v
Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand @

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. Selecione sua escolha para Validagao de certificado de suporte NetApp.

> Use o certificado de suporte NetApp (padréo): A validagéo do certificado garante que a transmissao de
mensagens AutoSupport seja segura. O certificado de suporte do NetApp ja esta instalado com o
software StorageGRID.

> Nao verificar certificado: Selecione esta opgao apenas quando tiver um bom motivo para nao utilizar a
validagao do certificado, como por exemplo, quando houver um problema temporario com um
certificado.

4. Selecione Guardar.

Todas as mensagens semanais, acionadas pelo utilizador e acionadas por eventos sdo enviadas
utilizando o protocolo selecionado.

Informacgdes relacionadas
"Configurando as configura¢des de proxy Admin"

Habilitando o AutoSupport sob demanda

O AutoSupport On Demand pode ajudar a resolver problemas nos quais o suporte
técnico esta trabalhando ativamente. Quando vocé ativa o AutoSupport sob demanda, o
suporte técnico pode solicitar que as mensagens do AutoSupport sejam enviadas sem a
necessidade de sua intervengéo.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

» Vocé deve ter a permissao de Acesso root ou outra Configuragao de Grade.
» Vocé deve ter ativado mensagens AutoSupport semanais.

» Tem de ter definido o protocolo de transporte como HTTPS.
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Sobre esta tarefa

Quando vocé ativa esse recurso, o suporte técnico pode solicitar que seu sistema StorageGRID envie
mensagens do AutoSupport automaticamente. O suporte técnico também pode definir o intervalo de tempo de
polling para consultas AutoSupport On Demand.

O suporte técnico nao pode ativar ou desativar o AutoSupport a pedido.

Passos
1. Selecione suporte > Ferramentas > AutoSupport.

A pagina AutoSupport € exibida com a guia Configuragdes selecionada.

2. Selecione o botéo de opgdo HTTPS na secgéo Protocol Details (Detalhes do protocolo) da pagina.

Settings Results
Protocol Details
Protocol @ ® HTTPS HTTP SMTP

NetApp Support Certificate Validation © Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport © v
Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand @ v

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. Marque a caixa de selecdo Enable Weekly (Ativar AutoSupport semanal*).
4. Marque a caixa de selegdo Enable on Demand (Ativar AutoSupport on Demand*).

5. Selecione Guardar.
O AutoSupport On Demand esta ativado e o suporte técnico pode enviar solicitacbes AutoSupport On
Demand para o StorageGRID.
Desativar mensagens AutoSupport semanais

Por padrao, o sistema StorageGRID esta configurado para enviar uma mensagem
AutoSupport para o suporte da NetApp uma vez por semana.

O que voceé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permissédo de Acesso root ou outra Configuragéo de Grade.
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Sobre esta tarefa

Para determinar quando a mensagem AutoSupport semanal é enviada, consulte hora programada seguinte
em AutoSupport semanal na pagina AutoSupport > resultados.

Settings Results

Weekly AutoSupport

Next Scheduled Time @ 2021-02-12 00:20:00 EST
Most Recent Result © Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)

Pode desativar o envio automatico de uma mensagem AutoSupport a qualquer momento.

Passos
1. Selecione suporte > Ferramentas > AutoSupport.

A pagina AutoSupport & exibida com a guia Configuragdes selecionada.

2. Desmarque a caixa de selegao Ativar AutoSupport semanal.

Settings Results
Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation © Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport ©

Enable Event-Triggered AutoSupport ©

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

“ Send User-Triggered AutoSupport

3. Selecione Guardar.

Desativando mensagens AutoSupport acionadas por eventos

Por padrao, o sistema StorageGRID é configurado para enviar uma mensagem
AutoSupport para o suporte da NetApp quando ocorre um alerta importante ou outro
evento significativo do sistema.
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O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permissado de Acesso root ou outra Configuracédo de Grade.

Sobre esta tarefa

Vocé pode desativar as mensagens AutoSupport acionadas por eventos a qualquer momento.

As mensagens AutoSupport acionadas por eventos também sao suprimidas quando vocé

@ suprime as notificagdes por e-mail em todo o sistema. (Selecione Configuragao >
Configuragoes do sistema > Op¢oes de exibigdo. Em seguida, selecione notificagao
suprimir tudo.)

Passos

1. Selecione suporte > Ferramentas > AutoSupport.
A pagina AutoSupport € exibida com a guia Configuragdes selecionada.

2. Desmarque a caixa de selegdo Enable Event-Triggered (Ativar AutoSupport acionado por evento®).

Settings Results

Protocol Details

Protocol © ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport ©

Enable Event-Triggered AutoSupport ©

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. Selecione Guardar.

Acionando manualmente uma mensagem AutoSupport

Para ajudar o suporte técnico na solugcédo de problemas com o sistema StorageGRID,
vocé pode acionar manualmente uma mensagem AutoSupport a ser enviada.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
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* Vocé deve ter a permissdo de Acesso root ou outra Configuracéo de Grade.

Passos
1. Selecione suporte > Ferramentas > AutoSupport.

A pagina AutoSupport € exibida com a guia Configuragdes selecionada.
2. Selecione Enviar AutoSupport acionado pelo usuario.

O StorageGRID tenta enviar uma mensagem do AutoSupport para o suporte técnico. Se a tentativa for
bem-sucedida, os valores resultado mais recente e ultimo tempo bem-sucedido na guia resultados
serao atualizados. Se houver um problema, o valor resultado mais recente sera atualizado para "Falha"
e o StorageGRID n&o tentara enviar a mensagem AutoSupport novamente.

@ Depois de enviar uma mensagem AutoSupport acionada pelo usuario, atualize a pagina
AutoSupport no seu navegador apds 1 minuto para acessar os resultados mais recentes.

Adicionar um destino AutoSupport adicional

Quando vocé ativa o AutoSupport, as mensagens de estado e de saude sao enviadas
para o suporte do NetApp. Vocé pode especificar um destino adicional para todas as
mensagens do AutoSupport.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permisséo de Acesso root ou outra Configuragédo de Grade.

Sobre esta tarefa

Para verificar ou alterar o protocolo usado para enviar mensagens AutoSupport, consulte as instrugdes para
especificar um protocolo AutoSupport.

@ Nao é possivel usar o protocolo SMTP para enviar mensagens AutoSupport para um destino
adicional.

"Especificando o protocolo para mensagens AutoSupport"

Passos

1. Selecione suporte > Ferramentas > AutoSupport.
A pagina AutoSupport € exibida com a guia Configuragdes selecionada.
2. Selecione Ativar destino AutoSupport adicional.

Sao apresentados os campos de destino AutoSupport adicional.
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Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port © 443
Certificate Validation @ Do not verify certificate v

You are not using a TLS certificate to secure the connection to the additional AutoSupport destination

“ Send User-Triggered AutoSupport

3. Introduza o nome de anfitrido do servidor ou o enderecgo IP de um servidor de destino AutoSupport
adicional.

@ Pode introduzir apenas um destino adicional.

4. Introduza a porta utilizada para ligar a um servidor de destino AutoSupport adicional (a predefinicdo é a
porta 80 para HTTP ou a porta 443 para HTTPS).

5. Para enviar suas mensagens do AutoSupport com validagao de certificado, selecione Use custom CA
bundle no menu suspenso Validagao de certificado. Em seguida, execute um dos seguintes
procedimentos:

o Use uma ferramenta de edigdo para copiar e colar todo o conteido de cada um dos arquivos de
certificado CA codificados em PEM no campo CA bundle, concatenado em ordem de cadeia de
certificados. Vocé deve incluir ----BEGIN CERTIFICATE---- € -—---END CERTIFICATE----em
sua selecao.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination € v

Hostname © testbed.netapp.com
Port © 443 s
Certificate Validation @ Use custom CA bundle v
CABundle © BEGIN CERTIFICATE
abcd zhiij 1234 I
Browse
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o Selecione Procurar, navegue até o arquivo que contém os certificados e selecione abrir para carregar
o arquivo. A validagao do certificado garante que a transmissao de mensagens AutoSupport € segura.

6. Para enviar suas mensagens do AutoSupport sem validagéo de certificado, selecione nao verificar
certificado na lista suspensa Validagao de certificado.

Selecione esta opcéo apenas quando tiver um bom motivo para nao utilizar a validagao do certificado,
como por exemplo, quando houver um problema temporario com um certificado.

Uma mensagem de aviso é exibida: "Vocé nao esta usando um certificado TLS para proteger a conexao
com o destino AutoSupport adicional."

7. Selecione Guardar.

Todas as futuras mensagens AutoSupport semanais, acionadas por eventos e acionadas pelo usuario
serdo enviadas para o destino adicional.

Envio de mensagens do e-Series AutoSupport através do StorageGRID

Vocé pode enviar mensagens do e-Series SANtricity System Manager AutoSupport para
0 suporte técnico por meio de um né de administracdo do StorageGRID, em vez da porta
de gerenciamento do dispositivo de storage.

O que vocé vai precisar
* Vocé esta conetado ao Gerenciador de Grade usando um navegador da Web compativel.

* Vocé tem a permissao Administrador do dispositivo de armazenamento ou a permissao de acesso root.

@ Vocé deve ter o firmware SANtricity 8,70 ou superior para acessar o Gerenciador de sistema do
SANTtricity usando o Gerenciador de Grade.

Sobre esta tarefa

As mensagens AutoSupport do e-Series contém detalhes do hardware de armazenamento e sdo mais
especificas do que outras mensagens AutoSupport enviadas pelo sistema StorageGRID.

Configure um enderecgo de servidor proxy especial no Gerenciador de sistema do SANTtricity para fazer com
que as mensagens do AutoSupport sejam transmitidas através de um né de administragao do StorageGRID
sem o0 uso da porta de gerenciamento do dispositivo. As mensagens AutoSupport transmitidas desta forma
respeitam as definicdes de proxy do Remetente e administrador preferenciais que podem ter sido
configuradas no Gestor de grelha.

Se vocé quiser configurar o servidor proxy Admin no Gerenciador de Grade, consulte as instrugées para
configurar as configuragées do proxy Admin.

"Configurando as configura¢des de proxy Admin"

Este procedimento destina-se apenas a configuragcao de um servidor proxy StorageGRID para
mensagens AutoSupport e-Series. Para obter detalhes adicionais sobre as informacgdes de
@ configuragdo do e-Series AutoSupport, consulte o centro de documentagao do e-Series.

"Centro de Documentacéao de sistemas NetApp e-Series"

Passos
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1. No Gerenciador de Grade, selecione nés.
2. Na lista de nés a esquerda, selecione o n6 do dispositivo de storage que deseja configurar.

3. Selecione Gerenciador do sistema SANtricity.

E apresentada a pagina inicial do Gestor do sistema SAN!tricity.

StorageGRID-NetApp-SGA-108
o @ Your storage array is optimal. Waw Operations in Progresa
= e
STORAGE ARRAY LEVEL PERFORMANCE View Performance Detals >
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PR HIIIII]' :
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0 o N -5 — [ L 1 —
oy 1 5l -
"‘ "‘ Free ‘4' vvl s (& 12 Drves 18 Viirren » 0 Wortioade »
S B Vo Grogs »
TR G R

4. Selecione suporte > Centro de suporte > AutoSupport.

E apresentada a pagina operations (operacdes de AutoSupport).
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Technical Support
Chassis serial number: 031517000693
& NetApp My Support ('

, . US/Canada 888.463.8277
Support Resources Diagnostics AutoSupport Other Contacts

AutoSupport operations AutoSupport status: Enabled @

Enable/Disable AutoSupport Features
AutoSupport proactively monitors the health of your storage array and automatically sends support data ("dispatches”) to the

support team.

Configure AutoSupport Delivery Method
Connect to the support team via HTTPS, HTTP or Mail (SMTP) server delivery methods.

Schedule AutoSupport Dispatches
AutoSupport dispatches are sent daily at 03:06 PM UTC and weekly at 07:39 AM UTC on Thursday.

Send AutoSupport Dispatch
Automatically sends the support team a dispatch to troubleshoot system issues without waiting for periodic dispatches.

View AutoSupport Log
The AutoSupport log provides information about status, dispatch history, and errors encountered during delivery of

AutoSupport dispatches.

Enable AutoSupport Maintenance Window
Enable AutoSupport Maintenance window to allow maintenance activities to be performed on the storage array without
generating support cases.

Disable AutoSupport Maintenance Window

Disable AutoSupport Maintenance window to allow the storage array to generate support cases on component failures and
other destructive actions.

5. Selecione Configurar método de entrega AutoSupport.

A pagina Configurar método de entrega AutoSupport € exibida.
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Configure AutoSupport Delivery Method X

Select AutoSupport dispatch delivery method...

® HTTPS
HTTP
Email

HTTPS delivery settings Show destination address

Connect to support team...
Directly @

F via Proxy server @ |

Host address 0

‘ tunnel-host ‘

Port number 0
| 10225 \

My proxy server requires authentication

via Proxy auto-configuration script (PAC) 0

Save Test Configuration Cancel

. Selecione HTTPS para o método de entrega.
@ O certificado que ativa o protocolo HTTPS esta pré-instalado.

. Selecione via servidor Proxy.

. Introduza tunnel-host o Enderego anfitrido.

tunnel-host E o enderego especial para usar um né de administrador para enviar mensagens
AutoSupport da série e.

. Introduza 10225 o nimero da porta.

10225 E o nimero da porta no servidor proxy StorageGRID que recebe mensagens AutoSupport do
controlador e-Series no dispositivo.

. Selecione Configuragao de teste para testar o roteamento e a configuragéo do servidor proxy
AutoSupport.

Se estiver correto, uma mensagem em um banner verde sera exibida: ""sua configuracdo do AutoSupport
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foi verificada."

Se o teste falhar, uma mensagem de erro sera exibida em um banner vermelho. Verifique as
configuracdes de DNS e a rede do StorageGRID, verifique se o n6 de administrador do remetente
preferido pode se conetar ao site de suporte do NetApp e tente o teste novamente.

11. Selecione Guardar.

A configuragéo é salva e uma mensagem de confirmagao aparece:
configurado."

o0 método de entrega AutoSupport foi

Solugao de problemas de mensagens do AutoSupport

Se uma tentativa de enviar uma mensagem AutoSupport falhar, o sistema StorageGRID
executa acoes diferentes dependendo do tipo de mensagem AutoSupport. Vocé pode
verificar o status das mensagens do AutoSupport selecionando suporte > Ferramentas
> AutoSupport > resultados.

As mensagens AutoSupport acionadas por evento sao suprimidas quando vocé suprime as
@ notificagdes de e-mail em todo o sistema. (Selecione Configuragao > Configuragdes do
sistema > Op¢oes de exibigdo. Em seguida, selecione notificagdo suprimir tudo.)

Quando a mensagem AutoSupport ndo € enviada, "'Falha™ aparece na guia resultados da pagina
AutoSupport.
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to
allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active I1Q for predictive recommendations.

Settings Results

{

Weekly AutbSupport
Next Scheduled Time @ 2020-12-11 23:30:00 EST
Most Recent Result @ Idle (NetApp Support)
Last Successful Time © N/A (NetApp Support)
Event-Triggered AutoSupport
Most Recent Result © N/A (NetApp Support)
Last Successful Time © N/A (NetApp Support)

User-Triggered AutoSupport

=

Most Recent Result © Failed (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AutoSupport On Demand

AutoSupport On Demand messages are only sent to NetApp Support.

Most Recent Result @ N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

Falha semanal da mensagem AutoSupport

Se uma mensagem AutoSupport semanal ndo for enviada, o sistema StorageGRID executa as seguintes
acoes:

1. Atualiza o atributo de resultado mais recente para tentar novamente.

2. Tenta reenviar a mensagem AutoSupport 15 vezes a cada quatro minutos durante uma hora.

3. Apds uma hora de falhas de envio, atualiza o atributo de resultado mais recente para Falha.
4. Tenta enviar uma mensagem AutoSupport novamente na proxima hora programada.
5

. Mantém a programacéao regular do AutoSupport se a mensagem falhar porque o servico NMS nao esta
disponivel e se uma mensagem for enviada antes de sete dias passar.

6. Quando o servigo NMS estiver disponivel novamente, envia uma mensagem AutoSupport imediatamente
se uma mensagem néo tiver sido enviada por sete dias ou mais.
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Falha de mensagem AutoSupport acionada pelo usuario ou por evento

Se uma mensagem AutoSupport acionada pelo usuario ou por um evento nao for enviada, o sistema
StorageGRID executara as seguintes agdes:

1. Exibe uma mensagem de erro se o erro for conhecido. Por exemplo, se um usuario selecionar o protocolo
SMTP sem fornecer as configuragdes corretas de e-mail, o seguinte erro € exibido: AutoSupport
messages cannot be sent using SMTP protocol due to incorrect settings on the
E-mail Server page.

2. N&o tenta enviar a mensagem novamente.

3. Regista o0 erro no nms. log.
Se ocorrer uma falha e o SMTP for o protocolo selecionado, verifique se o servidor de e-mail do sistema
StorageGRID esta configurado corretamente e se o servidor de e-mail esta em execugao (suporte > Alarmes
(legado) > > Configuracao de e-mail legado). A seguinte mensagem de erro pode aparecer na pagina

AutoSupport: AutoSupport messages cannot be sent using SMTP protocol due to
incorrect settings on the E-mail Server page.

Saiba como configurar as definigbes do servidor de correio eletronico no "monitorar solucionar problemas de
instrucoes".

Correcao de uma falha de mensagem AutoSupport

Se ocorrer uma falha e o SMTP for o protocolo selecionado, verifique se o servidor de e-mail do sistema
StorageGRID esta configurado corretamente e se o servidor de e-mail esta em execugao. A seguinte
mensagem de erro pode aparecer na pagina AutoSupport: AutoSupport messages cannot be sent
using SMTP protocol due to incorrect settings on the E-mail Server page.

Informacgodes relacionadas

"Monitorizar Resolugao de problemas"

Gerenciando nés de storage

Os nds de storage fornecem capacidade e servigos de storage em disco. O
gerenciamento de nos de storage envolve o monitoramento da quantidade de espaco
utilizavel em cada nd, usando configuragdes de marca d’agua e aplicando configuragdes
de no6 de storage.

* "O que é um no de storage"

* "Gerenciando Opcodes de armazenamento”

* "Gerenciamento do storage de metadados de objetos"

+ "Configuracdo de configuragdes globais para objetos armazenados”
+ "Configuragdes do no de storage"

+ "Gerenciamento de nés de storage completos”

O que é um no6 de storage

Os nos de storage gerenciam e armazenam dados e metadados de objetos. Cada
sistema StorageGRID precisa ter pelo menos trés nds de storage. Se vocé tiver varios
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locais, cada local no sistema StorageGRID também precisara ter trés nds de storage.

Um né de armazenamento inclui os servicos e processos necessarios para armazenar, mover, verificar e
recuperar dados de objetos e metadados no disco. Vocé pode exibir informacgdes detalhadas sobre os nos de
storage na pagina nos.

O que é o servico ADC

O servico controlador de dominio administrativo (ADC) autentica os nds de grade e suas conexdes entre si. O
servico ADC é hospedado em cada um dos trés primeiros nés de storage em um local.

O servigo ADC mantém informagdes de topologia, incluindo a localizagéo e disponibilidade dos servigos.
Quando um no de grade requer informagdes de outro né de grade ou uma agao a ser executada por outro né
de grade, ele entra em Contato com um servigo ADC para encontrar o melhor né de grade para processar sua
solicitacao. Além disso, o servigo ADC retém uma copia dos pacotes de configuracdo da implantagdo do
StorageGRID, permitindo que qualquer n6 de grade recupere informagdes de configuragao atuais.vocé pode
visualizar informagdes ADC para um né de armazenamento na pagina de topologia de grade (suporte >
topologia de grade).

Para facilitar operacoes distribuidas e desembarcadas, cada servico ADC sincroniza certificados, pacotes de
configuragéo e informagdes sobre servigos e topologia com os outros servicos ADC no sistema StorageGRID.

Em geral, todos os nos de grade mantém uma conexdo com pelo menos um servigo ADC. Isso garante que os
nos de grade estejam sempre acessando as informagdes mais recentes. Quando os nés de grade se
conetam, eles armazenam em cache certificados de outros nés de grade, permitindo que os sistemas
continuem funcionando com nés de grade conhecidos, mesmo quando um servigco ADC néo esta disponivel.
Novos nos de grade s6 podem estabelecer conexdes usando um servigo ADC.

A conexao de cada n6 de grade permite que o servigco ADC colete informagdes de topologia. Essas
informagdes de no6 de grade incluem a carga da CPU, o espago disponivel em disco (se ele tiver
armazenamento), os servigos suportados e o ID do site do n6 de grade. Outros servigos pedem ao servigo
ADC informacdes de topologia por meio de consultas de topologia. O servico ADC responde a cada consulta
com as informagdes mais recentes recebidas do sistema StorageGRID.

O que é o servico DDS

Hospedado por um n6 de armazenamento, o servico armazenamento de dados distribuido (DDS) faz interface
com o banco de dados Cassandra para executar tarefas em segundo plano nos metadados de objetos
armazenados no sistema StorageGRID.

Contagens de objetos

O servigo DDS rastreia o numero total de objetos ingeridos no sistema StorageGRID, bem como o numero
total de objetos ingeridos através de cada uma das interfaces suportadas do sistema (S3 ou Swift).

Vocé pode ver a contagem total de objetos na pagina nés > guia objetos para qualquer n6 de storage.
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ST-DC2-5G-5712-1 (Storage Node)

Overview Hardwars Metwaork Storage Objects ILM Events Tasks SANftricity System Manager
1 hour 1 day 1 week 1 month Custom
S3 Ingest and Retrieve @ Swift Ingest and Retrieve @
1.00 Bs 1.00 Bz
07585 075 Es
No data
0,50 Bs
0.508s
0.25Bs
0.258s
0 Bs
18:00 18:10 18:20 18:30 18:40 18:50 0B
== Ingest rate Retrieve rate 18:00 18:10 18:20 18:30 18:40 18:50

Object Counts

Total Objects 10,860,825
Lost Objects 0 i
53 Buckets and Swift Containers 1943

Queries
Average Latency 4.83 milliseconds
Queries - Successful 607,387 0
Queries - Failed (timed-out) 593 ]
Queries - Failed (consistency level unmet) 2218 2 |

Consultas

Vocé pode identificar o tempo médio que leva para executar uma consulta contra o armazenamento de
metadados através do servigo DDS especifico, o numero total de consultas bem-sucedidas e o nimero total
de consultas que falharam devido a um problema de tempo limite.

Vocé pode querer revisar as informagdes de consulta para monitorar a integridade do armazenamento de
metadados, Cassandra, que afeta o desempenho de ingestéo e recuperagao do sistema. Por exemplo, se a
laténcia de uma consulta média for lenta e 0 nimero de consultas com falha devido a tempos limite for alto, o
armazenamento de metadados pode estar encontrando uma carga maior ou executando outra operagao.

Vocé também pode exibir o numero total de consultas que falharam devido a falhas de consisténcia. Falhas no
nivel de consisténcia resultam de um numero insuficiente de armazenamentos de metadados disponiveis no
momento em que uma consulta é realizada através do servico DDS especifico.

Vocé pode usar a pagina Diagnosticos para obter informagdes adicionais sobre o estado atual da grade. "A
executar o diagnostico"Consulte .

Garantias de consisténcia e controles

O StorageGRID garante consisténcia de leitura apos gravagéo para objetos recém-criados. Qualquer
operacao GET apds uma operagédo PUT concluida com éxito podera ler os dados recém-gravados. As
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substituicdes de objetos existentes, atualizagdes de metadados e exclusdes permanecem, eventualmente,
consistentes.

O que é o servigco LDR

Hospedado por cada n6 de armazenamento, o servigo de roteador de distribuigéo local (LDR) lida com o
transporte de conteudo para o sistema StorageGRID. O transporte de conteddo abrange muitas tarefas,
incluindo armazenamento de dados, roteamento e manuseio de solicitacdes. O servico LDR faz a maior parte
do trabalho arduo do sistema StorageGRID, manipulando cargas de transferéncia de dados e fungdes de
trafego de dados.

O servigo LDR lida com as seguintes tarefas:

» Consultas

« Atividade de gerenciamento do ciclo de vida das informacgdes (ILM)

* Exclusao de objeto

» Storage de dados de objetos

 Transferéncias de dados de objeto de outro servigco LDR (Storage Node)
» Gerenciamento de storage de dados

* Interfaces de protocolo (S3 e Swift)

O servigco LDR também gerencia 0 mapeamento de objetos S3 e Swift para os "manipuladores de conteudo"
exclusivos que o sistema StorageGRID atribui a cada objeto ingerido.

Consultas

As consultas LDR incluem consultas para localizagao de objetos durante operagées de recuperagao e
arquivamento. Vocé pode identificar o tempo médio que leva para executar uma consulta, o numero total de
consultas bem-sucedidas e o numero total de consultas que falharam devido a um problema de tempo limite.

Vocé pode revisar as informagdes de consulta para monitorar a integridade do armazenamento de metadados,
o que afeta o desempenho de ingestao e recuperagéo do sistema. Por exemplo, se a laténcia de uma consulta
meédia for lenta e o numero de consultas com falha devido a tempos limite for alto, 0 armazenamento de
metadados pode estar encontrando uma carga maior ou executando outra operagao.

Vocé também pode exibir o nimero total de consultas que falharam devido a falhas de consisténcia. Falhas no
nivel de consisténcia resultam de um nuimero insuficiente de armazenamentos de metadados disponiveis no
momento em que uma consulta é executada através do servigo LDR especifico.

Vocé pode usar a pagina Diagndsticos para obter informagdes adicionais sobre o estado atual da grade. "A
executar o diagnostico"Consulte .

Atividade ILM

As métricas de gerenciamento do ciclo de vida das informagdes (ILM) permitem monitorar a taxa na qual os
objetos sdo avaliados para a implementacéo do ILM. Vocé pode exibir essas métricas no Dashboard ou na
pagina nos > guia ILM para cada no de storage.

Armazenamentos de objetos

O armazenamento de dados subjacente de um servigo LDR é dividido em um ndmero fixo de
armazenamentos de objetos (também conhecidos como volumes de armazenamento). Cada armazenamento
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de objetos € um ponto de montagem separado.

Vocé pode ver os armazenamentos de objetos para um noé de storage na pagina nés > guia armazenamento.

Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

0000 440 TB 135TB 5 43.99GBE T 0 bytes g 1.00% No Errors
0001 197 TB 157 TB B 4476 GB B 351.14GB B 20.09% No Emors
0002 197 TB 1.46 TB B 4329GB g 465.20 GB B 2581% No Ermors
0003 197 TB 170 TB B 4351GB g 2235838 GB g 13.58% No Emrors
0004 197 TB 192 7TB B 44.03GE 5 0 bytes B 2.23% No Errors
0005 197 TB 146 TB B 4367 GB 9 463.36 GB B 2573% Ne Emors
0006 197 TB 192TB = 4310GB B 161GB B 227% No Errors
0007 197 TB 1.357TB 5 46.05GBE g 575.24GB B 3153% No Emors
0008 197 TB 181 7TB E§ 46.00GB 5 11284 GB 5 8.06% No Emors
0009 1.97 TB 157 1B B 4391GB B 35272GB B 2013% Ne Emors
000A 197 TB 1.70 TB B 4431GE g 226.81GB B 13.76% No Errors
0008 197 TB 192 7TB F 4317 GB B 780.07 MB B 223% No Emors
oooc 197 TB 158 TB B 4432GB 8 33956 GB B 19.48% No Errors
000D 197 TB 1.827TB B 4447 GB F5 107.34GB B 7.70% No Emors
000E 197 TB 168 TB B 43.07TGB B 24170 GB B 14.45% No Errors
0O00F 203718 150 TB 5 4457 GB B 47547 GB B 2567% No Ermors

Os armazenamentos de objetos em um né de armazenamento sao identificados por um nimero hexadecimal
de 0000 a 002F, que € conhecido como ID de volume. O espago € reservado no primeiro armazenamento de
objetos (volume 0) para metadados de objetos em um banco de dados Cassandra; qualquer espago restante
nesse volume é usado para dados de objeto. Todos os outros armazenamentos de objetos s&o usados
exclusivamente para dados de objetos, o que inclui cépias replicadas e fragmentos codificados por
apagamento.

Para garantir até mesmo o uso de espacgo para copias replicadas, os dados de objeto de um determinado
objeto sdo armazenados em um armazenamento de objetos com base no espacgo de storage disponivel.
Quando um ou mais objetos armazenam preenchimento até a capacidade, os armazenamentos de objetos
restantes continuam armazenando objetos até que nao haja mais espaco no n6é de armazenamento.

Protecao de metadados

Metadados de objeto sao informagdes relacionadas ou uma descrigdo de um objeto; por exemplo, tempo de
modificagao de objeto ou local de armazenamento. O StorageGRID armazena metadados de objetos em um
banco de dados Cassandra, que faz interface com o servigco LDR.

Para garantir redundancia e, portanto, protecdo contra perda, trés cépias dos metadados de objetos sao
mantidas em cada local. As copias sao distribuidas uniformemente por todos os nés de storage em cada local.
Esta replicagado nao é configuravel e executada automaticamente.

"Gerenciamento do storage de metadados de objetos"

Gerenciando Opg¢des de armazenamento

Vocé pode exibir e configurar Opg¢des de armazenamento usando o menu Configuragao
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no Gerenciador de Grade. As opcdes de armazenamento incluem as definicdes de
segmentacgao de objetos e os valores atuais para marcas d’agua de armazenamento.
Vocé também pode exibir as portas S3 e Swift usadas pelo servico CLB obsoleto em nds
de Gateway e pelo servico LDR em nds de armazenamento.

Para obter informacdes sobre atribuicdes de portas, "Resumo: Enderecos IP e portas para conexdes de
clientes"consulte .

i Storage Options Overview
Storage Options Updated: 2010-02-22 12:42:15 MOT

Overview

Configuration

Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5GB
Metadata Reserved Space 3,000 GB
Ports

Description Settings
CLB §3 Port 8052
CLB Swift Port 8053
LDR S3 Port 15082
LDR Swift Port 158083

Qual é a segmentacao de objetos

A segmentacao de objetos € o processo de dividir um objeto em uma colecéo de objetos
menores de tamanho fixo, a fim de otimizar o armazenamento e o uso de recursos para
objetos grandes. O upload de varias partes do S3 também cria objetos segmentados,
com um objeto representando cada parte.

Quando um objeto é ingerido no sistema StorageGRID, o servigo LDR divide o objeto em segmentos e cria um
contentor de segmento que lista as informagées do cabecalho de todos os segmentos como conteudo.
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BID

Object Segmentation Disabled Object » LDR
@ (0]in]
L) _"Dhject\
Client
—Container CBID1—
Object Segmentation Enabled—s | CBID2 | CBID3 » LDR

v v
LDR LDR

Se o seu sistema StorageGRID incluir um né de arquivamento cujo tipo de destino € disposicdo em camadas
na nuvem — Servigo de armazenamento simples e o sistema de armazenamento de arquivamento
segmentado for o Amazon Web Services (AWS), o tamanho maximo do segmento deve ser menor ou igual a
4,5 GiB (4.831.838.208 bytes). Esse limite superior garante que a limitagcao de cinco GBs da AWS nao seja
excedida. As solicitacdes a AWS que excedem esse valor falham.

Ao recuperar um contentor de segmento, o servigo LDR monta o objeto original de seus segmentos e retorna
0 objeto ao cliente.

O contentor e os segmentos ndo sdo necessariamente armazenados no mesmo né de armazenamento. O
contentor e os segmentos podem ser armazenados em qualquer né de armazenamento.

Cada segmento é Tratado pelo sistema StorageGRID de forma independente e contribui para a contagem de
atributos, como objetos gerenciados e objetos armazenados. Por exemplo, se um objeto armazenado no
sistema StorageGRID for dividido em dois segmentos, o valor de objetos gerenciados aumentara em trés apos
a ingestao ser concluida, da seguinte forma:

segmento de container e segmento 1 e segmento 2 sao trés objetos armazenados
Vocé pode melhorar o desempenho ao lidar com objetos grandes, garantindo que:

+ Cada Gateway e n6 de armazenamento tem largura de banda de rede suficiente para a taxa de
transferéncia necessaria. Por exemplo, configure redes Grid e Client separadas em interfaces Ethernet de
10 Gbps.

* No6s de Gateway e storage suficientes sdo implantados para a taxa de transferéncia necessaria.

« Cada no de storage tem desempenho de e/S de disco suficiente para a taxa de transferéncia necessaria.

Quais sao as marcas d’agua do volume de armazenamento

O StorageGRID usa marcas d’agua de volume de storage para permitir que vocé
monitore a quantidade de espaco utilizavel disponivel nos nds de storage. Se a
quantidade de espaco disponivel em um n6 for menor do que uma configuragéo de
marca d’agua configurada, o alarme de Status do armazenamento (SSTS) sera acionado
para que vocé possa determinar se precisa adicionar nés de armazenamento.
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Para ver as definigbes atuais das marcas de agua do volume de armazenamento, selecione Configuragao >
Opc¢oes de armazenamento > Visao geral.

Storage Options Overview
Updated: 2018-10-08 13:08:30 MOT

Object Segmentation

Description Seftings
Segmentation Enabled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5 GB
Metadata Reserved Space 3,000 GB

A figura a seguir representa um n6 de armazenamento que tem trés volumes e mostra a posig¢ao relativa das
trés marcas d’agua do volume de armazenamento. Em cada n6 de storage, o StorageGRID reserva espago no
volume 0 para metadados de objetos. Qualquer espaco restante nesse volume é usado para dados de
objetos. Todos os outros volumes sao usados exclusivamente para dados de objetos, o que inclui copias
replicadas e fragmentos codificados por apagamento.
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Volume 0 Volume 1 Volume 2

Storage Volume Hard Read-Only
Watermark (VROM])

Storage Volume Soft Read-Only
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Usable space
(object space) Usable space Usable space
Storage Volume Read-Write mss B B
Watermark (VLWM)

Used object

Reserved for storage
metadata Used object
storage

As marcas de agua do volume de armazenamento sdo padrdes de todo o sistema que indicam a quantidade
minima de espaco livre necessaria em cada volume no né de armazenamento para evitar que o StorageGRID
altere o comportamento de leitura e gravagéo do né ou acione um alarme. Observe que todos os volumes
devem alcangar a marca d’agua antes que o StorageGRID tome medidas. Se alguns volumes tiverem mais do
gue a quantidade minima necessaria de espaco livre, o alarme nao sera acionado e o comportamento de
leitura e gravacao do n6 ndo sera alterado.

Marca d’agua suave apenas de leitura (VHWM)

A marca d’agua somente leitura suave do volume de armazenamento é a primeira marca d’agua a indicar que
0 espaco utilizavel de um né para dados de objeto esta se tornando cheio. Essa marca d’agua representa
quanto espaco livre deve existir em cada volume em um né de armazenamento para impedir que o n6 entre
no "modo somente leitura facil". O modo somente leitura suave significa que o ndé de armazenamento anuncia
servigos somente leitura para o resto do sistema StorageGRID, mas atende a todas as solicitagdes de
gravagao pendentes.

Se a quantidade de espaco livre em cada volume for inferior a definigdo desta marca d’agua, o alarme de
Estado de armazenamento (SSTS) é acionado no nivel de aviso e o n6 de armazenamento passa para o
modo apenas leitura suave.

Por exemplo, suponha que o volume de armazenamento Soft Read-Only Watermark esteja definido como 10
GB, que é o valor padrdo. Se menos de 10 GB de espaco livre permanecer em cada volume no né de
armazenamento, o alarme SSTS € acionado no nivel de aviso e 0 né de armazenamento passa para o modo
apenas leitura suave.
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Marca d’agua apenas de leitura (VROM)

A marca d’agua somente leitura de volume de armazenamento é a proxima marca d’agua para indicar que o
espagco utilizavel de um né para dados de objeto esta se tornando cheio. Essa marca d’agua representa
quanto espaco livre deve existir em cada volume em um né de armazenamento para impedir que o né entre
no modo somente leitura." 0 modo somente leitura dura significa que o n6 de armazenamento € somente
leitura e ndo aceita mais solicitagdes de gravagéo.

Se a quantidade de espaco livre em cada volume em um né de armazenamento for menor do que a
configuragéo desta marca d’agua, o alarme de Status de armazenamento (SSTS) sera acionado no nivel
principal e o né de armazenamento sera transferido para o modo somente leitura.

Por exemplo, suponha que o volume de armazenamento Hard Read-Only Watermark esteja definido como 5
GB, que é o seu valor padrao. Se menos de 5 GB de espaco livre permanecer em cada volume de
armazenamento no né de armazenamento, o alarme SSTS é acionado no nivel principal e o n6é de
armazenamento passa para o modo apenas de leitura dificil.

O valor da marca de agua de apenas leitura de volume de armazenamento tem de ser inferior ao valor da
marca de agua de apenas leitura suave do volume de armazenamento.

Marca d’agua de leitura-escrita do volume de armazenamento (VLWM)

A marca d’agua de leitura e gravacao do volume de armazenamento aplica-se apenas a nés de
armazenamento que tenham sido transferidos para o modo somente leitura. Essa marca d’agua determina
quando o n6 de armazenamento pode ser lido e gravado novamente.

Por exemplo, suponha que um n6 de armazenamento tenha sido transferido para o modo somente leitura
dificil. Se a marca de agua de leitura e gravacao do volume de armazenamento estiver definida como 30 GB
(padréo), o espaco livre em cada volume de armazenamento no né de armazenamento deve aumentar de 5
GB para 30 GB antes que 0 n6 possa ser lido e gravado novamente.

O valor da marca de agua de leitura-escrita do volume de armazenamento deve ser superior ao valor da
marca de agua de leitura suave do volume de armazenamento.

Informacgdes relacionadas

"Gerenciamento de nds de storage completos”

Gerenciamento do storage de metadados de objetos

A capacidade de metadados de objetos de um sistema StorageGRID controla o numero
maximo de objetos que podem ser armazenados nesse sistema. Para garantir que seu
sistema StorageGRID tenha espag¢o adequado para armazenar novos objetos, vocé deve
entender onde e como o StorageGRID armazena os metadados de objetos.

O que é metadados de objetos?

Metadados de objetos sdo qualquer informagao que descreva um objeto. O StorageGRID usa metadados de
objetos para rastrear os locais de todos os objetos na grade e gerenciar o ciclo de vida de cada objeto ao
longo do tempo.

Para um objeto no StorageGRID, os metadados de objeto incluem os seguintes tipos de informacgdes:

» Metadados do sistema, incluindo um ID exclusivo para cada objeto (UUID), o nome do objeto, o nome do
bucket do S3 ou do contentor Swift, o nome ou ID da conta do locatario, o tamanho légico do objeto, a
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data e hora em que o objeto foi criado pela primeira vez e a data e hora em que o objeto foi modificado
pela ultima vez.

* Quaisquer pares de valor-chave de metadados de usuario personalizados associados ao objeto.

» Para objetos S3D, qualquer par de chave-valor de marca de objeto associado ao objeto.

» Para cépias de objetos replicadas, o local de storage atual de cada cépia.

» Para copias de objetos com codificagdo de apagamento, o local de storage atual de cada fragmento.

» Para copias de objetos em um Cloud Storage Pool, o local do objeto, incluindo o nome do bucket externo
e o identificador exclusivo do objeto.

» Para objetos segmentados e objetos multipartes, identificadores de segmento e tamanhos de dados.

Como os metadados de objetos sao armazenados?

O StorageGRID mantém metadados de objetos em um banco de dados Cassandra, que € armazenado
independentemente dos dados do objeto. Para fornecer redundancia e proteger os metadados de objetos
contra perda, o StorageGRID armazena trés cépias dos metadados de todos os objetos no sistema em cada
local. As trés copias dos metadados de objetos sao distribuidas uniformemente por todos os nés de storage
em cada local.

Essa figura representa os nos de storage em dois locais. Cada local tem a mesma quantidade de metadados
de objetos, que é igualmente distribuida pelos nés de storage nesse local.

— Site 1 Site 2
Three Storage Nodes Five Storage Nodes
Object metadata

Onde os metadados de objetos sdo armazenados?

Essa figura representa os volumes de storage de um unico né de storage.
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Storage Node

Volume 0  Volume 1 Volume 2 Volume n

Object
space
Object Object
Sitmote space space
metadata

Como mostrado na figura, o StorageGRID reserva espago para metadados de objetos no volume de storage 0
de cada n6 de storage. Ele usa o espaco reservado para armazenar metadados de objetos e executar
operacgoes essenciais de banco de dados. Qualquer espaco restante no volume de storage 0 e todos os
outros volumes de storage no n6 de storage sao usados exclusivamente para dados de objetos (copias
replicadas e fragmentos codificados por apagamento).

A quantidade de espaco reservada para metadados de objetos em um né de storage especifico depende de
varios fatores, descritos abaixo.

Definicdao de espaco reservado metadados

O Metadata Reserved Space € uma configuragdo em todo o sistema que representa a quantidade de espago
que sera reservada para metadados no volume 0 de cada né de armazenamento. Como mostrado na tabela,
o valor padrao dessa configuragdo para o StorageGRID 11,5 é baseado no seguinte:

» Aversao de software que vocé estava usando quando vocé instalou o StorageGRID inicialmente.

* A quantidade de RAM em cada né de armazenamento.

Versao utilizada para a Quantidade de RAM nos nés de Configuracao de espaco
instalagao inicial do storage reservado de metadados padrao
StorageGRID para o StorageGRID 11,5

11,5 128 GB ou mais em cada né de 8 TB (8.000 GB)

storage na grade

Menos de 128 GB em qualquer né 3 TB (3.000 GB)
de armazenamento na grade

MM1a114 128 GB ou mais em cada no de 4 TB (4.000 GB)
armazenamento em qualquer local

217



Versao utilizada para a Quantidade de RAM nos nos de Configuragao de espago
instalacao inicial do storage reservado de metadados padrao
StorageGRID para o StorageGRID 11,5

Menos de 128 GB em qualquer n6 3 TB (3.000 GB)
de storage em cada local

11,0 ou anterior Qualquer valor 2 TB (2.000 GB)

Para visualizar a definicdo espago reservado metadados para o seu sistema StorageGRID:

1. Selecione Configuragao > Configuragoes do sistema > Opcdes de armazenamento.

2. Na tabela Storage Watermarks (marcas de agua de armazenamento), localize Metadata Reserved Space
(espacgo reservado de metadados).

Storage Options Overview
Updated: 2021-02-Z3 11:58:33 MET

Object Segmentation

Description Seftings
Segmentation Enabled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
ainrage Valume Hard Bead-Cioly Watermark S.GH
Metadata Reserved Space 5,000 GB

Na captura de tela, o valor espago reservado de metadados € de 8.000 GB (8 TB). Esta € a configuracao

padrdo para uma nova instalagdo do StorageGRID 11,5 na qual cada né de armazenamento tem 128 GB ou
mais de RAM.

Espaco reservado real para metadados

Em contraste com a configuragéo espaco reservado de metadados em todo o sistema, o espago reservado
real para metadados de objetos é determinado para cada né de armazenamento. Para qualquer n6 de
armazenamento, o espacgo reservado real para metadados depende do tamanho do volume 0 para o n6 e da
configuragéo espacgo reservado de metadados em todo o sistema.

Tamanho do volume 0 para o né Espaco reservado real para metadados

Menos de 500 GB (uso n&o produgao) 10% do volume 0
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Tamanho do volume 0 para o né Espaco reservado real para metadados

500 GB ou mais O menor desses valores:

* Volume 0

* Definicdo de espago reservado metadados

Para exibir o espaco reservado real para metadados em um n6 de storage especifico:

1. No Gerenciador de Grade, selecione nos > Storage Node.
2. Selecione a guia armazenamento.

3. Passe o cursor sobre o grafico armazenamento usado — metadados de objetos e localize o valor atual

reservado.
Storage Used - Object Metadata @
100.00%
75.00%
202102-23 11:48:30
50.00%
= Uzed (%) 0.00%
o Used: 126.94 kB
25.00%
Allowed: 198 TB
- = Actual reserved: 8.00 TB
- T1:10 11:20 113y 1744 11:50 T2:040
= |l5ed (%)

Na captura de tela, o valor atual reservado é de 8 TB. Esta captura de tela € para um n6 de armazenamento
grande em uma nova instalagdo do StorageGRID 11,5. Como a configuragdo espaco reservado de metadados
em todo o sistema é menor que o volume 0 para este né de armazenamento, o espaco reservado real para
este no € igual a configuracao espaco reservado de metadados.

O valor atual reservado corresponde a esta métrica Prometheus:

storagegrid storage utilization metadata reserved bytes

Exemplo de espacgo reservado real de metadados

Suponha que vocé instale um novo sistema StorageGRID usando a versao 11,5. Para este exemplo, suponha
que cada n6 de armazenamento tem mais de 128 GB de RAM e que o volume 0 do n6é de armazenamento 1
(SN1) é de 6 TB. Com base nestes valores:

* O Metadata Reserved Space em todo o sistema esta definido para 8 TB. (Este € o valor padréo para uma
nova instalagéo do StorageGRID 11,5 se cada n6 de armazenamento tiver mais de 128 GB de RAM.)

* O espaco reservado real para metadados para SN1 é de 6 TB. (Todo o volume é reservado porque o
volume 0 é menor do que a configuracao espaco reservado de metadados.)
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Espaco de metadados permitido

O espaco reservado real de cada n6 de storage para metadados é subdividido no espaco disponivel para
metadados de objetos (0 espago de metadados permitido_) e no espago necessario para operagdes
essenciais de banco de dados (como compactagao e reparo) e futuras atualizagdes de hardware e software.
O espaco de metadados permitido rege a capacidade geral do objeto.

Volume 0

Object space

Space required for
database
operations and
future upgrades

Actual
reserved
space for
metadata
Allowed
metadata space

\

A tabela a seguir resume como o StorageGRID determina o valor de espago de metadados permitido para um
no de storage.

Espaco reservado real para metadados Espaco de metadados permitido

4 TB ou menos 60% do espaco reservado real para metadados, até
um maximo de 1,98 TB

Mais de 4 TB (Espaco reservado real para metadados - 1 TB) x
60%, até um maximo de 2,64 TB
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Se o seu sistema StorageGRID armazenar (ou € esperado que armazene) mais de 2,64 TB de
metadados em qualquer né de armazenamento, o espago permitido de metadados pode ser

@ aumentado em alguns casos. Se cada um dos ndés de storage tiver mais de 128 GB de RAM e
espaco livre disponivel no volume de armazenamento 0, entre em Contato com o representante
da conta do NetApp. O NetApp analisara seus requisitos e aumentara o espaco de metadados
permitido para cada né de storage, se possivel.

Para exibir o espago de metadados permitido para um né de storage:

1. No Gerenciador de Grade, selecione Node > Storage Node.
2. Selecione a guia armazenamento.

3. Passe o cursor sobre o grafico armazenamento usado — metadados de objetos e localize o valor

permitido.
Storage Used - Object Metadata @
100.00% o
75 0% 2021-05-05 11:03:30
= Uisied (%): 0.13%
50.60% Usg-l;:l. 334 GB
Allowed:  2.64TB
25.00% = Actual reserved: B.00 TB
0% - -
1040 10:50 1100 1110 11:20 1130
== lzed (%)

Na captura de tela, o valor permitido € de 2,64 TB, que € o valor maximo para um né de armazenamento cujo
espaco reservado real para metadados é superior a 4 TB.

O valor allowed corresponde a esta métrica Prometheus:

storagegrid storage utilization metadata allowed bytes

Exemplo de espacgo permitido de metadados

Suponha que vocé instale um sistema StorageGRID usando a versao 11,5. Para este exemplo, suponha que
cada n6 de armazenamento tem mais de 128 GB de RAM e que o volume 0 do n6 de armazenamento 1 (SN1)
€ de 6 TB. Com base nestes valores:

* O Metadata Reserved Space em todo o sistema esta definido para 8 TB. (Este € o valor padréo para o
StorageGRID 11,5 quando cada n6 de armazenamento tem mais de 128 GB de RAM.)

» O espago reservado real para metadados para SN1 é de 6 TB. (Todo o volume é reservado porque o
volume 0 & menor do que a configuracao espacgo reservado de metadados.)

» O espago permitido para metadados no SN1 é de 2,64 TB. (Este é o valor maximo para o espago
reservado real.)

221



Como os noés de storage de diferentes tamanhos afetam a capacidade do objeto

Como descrito acima, o StorageGRID distribui uniformemente os metadados de objetos nos nés de storage
em cada local. Por esse motivo, se um site contiver nds de storage de tamanhos diferentes, o menor n6 do
local determinara a capacidade de metadados do local.

Considere o seguinte exemplo:

» Vocé tem uma grade de local unico que contém trés nos de storage de tamanhos diferentes.
» A configuragdo Metadata Reserved Space ¢ de 4 TB.

* Os nos de storage tém os seguintes valores para o espago de metadados reservado real e o espago de
metadados permitido.

No de storage Tamanho do volume 0 Espaco reservado real Espaco de metadados
de metadados permitido

SN1 2,2TB 2,27TB 1,32 TB

SN2 5TB 4TB 1,98 TB

SN3 6 TB 47TB 1,98 TB

Como os metadados de objetos sao distribuidos uniformemente pelos nés de storage em um local, cada n6
neste exemplo pode conter apenas 1,32 TB de metadados. Os 0,66 TB adicionais de espago permitido de
metadados para SN2 e SN3 nao podem ser usados.

— Metadata capacity for a site —

Used space for object metadata

SN1 SN2 SN3 Allowed metadata space

Da mesma forma, como o StorageGRID mantém todos os metadados de objetos para um sistema
StorageGRID em cada local, a capacidade geral de metadados de um sistema StorageGRID é determinada
pela capacidade de metadados de objetos do menor local.

E como a capacidade de metadados de objetos controla a contagem maxima de objetos, quando um no fica
sem capacidade de metadados, a grade fica efetivamente cheia.

Informacgdes relacionadas
» Para saber como monitorar a capacidade de metadados de objetos para cada n6 de armazenamento:

"Monitorizar Resolugao de problemas"

« Para aumentar a capacidade dos metadados de objetos do seu sistema, € necessario adicionar novos nés
de storage:
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"Expanda sua grade"

Configuragao de configuragées globais para objetos armazenados

Vocé pode usar Opgdes de Grade para configurar as configuragcdes de todos os objetos
armazenados no seu sistema StorageGRID, incluindo compactacéo de objetos
armazenados, criptografia de objetos armazenados e hash de objetos armazenados.

» "Configurando a compactacéo de objetos armazenados"
» "Configurando a criptografia de objeto armazenado”

+ "Configurando hash de objeto armazenado”

Configurando a compactacgao de objetos armazenados

Vocé pode usar a opgao Compress Stored Objects Grid para reduzir o tamanho dos
objetos armazenados no StorageGRID, de modo que os objetos consumam menos
storage.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

A opgcao Compress Stored Objects Grid (compactar objetos armazenados) esta desativada por padrdo. Se
vocé habilitar essa opcéao, o StorageGRID tentara compactar cada objeto ao salva-lo, usando compactagao
sem perdas.

@ Se alterar esta definicdo, demora cerca de um minuto para a nova defini¢ao ser aplicada. O
valor configurado é armazenado em cache para desempenho e dimensionamento.

Antes de ativar esta opgéo, tenha em atengao o seguinte:

* Vocé nao deve ativar a compactacao a menos que vocé saiba que os dados que estdo sendo
armazenados sao compressiveis.

» Os aplicativos que salvam objetos no StorageGRID podem compactar objetos antes de salva-los. Se um
aplicativo cliente ja tiver compactado um objeto antes de salva-lo no StorageGRID, ativar a compactacao
de objetos armazenados nao reduzira ainda mais o tamanho de um objeto.

* Nao ative a compresséo se estiver a utilizar o NetApp FabricPool com o StorageGRID.

» Se a opgao Compress Stored Objects Grid estiver ativada, os aplicativos cliente S3 e Swift devem evitar
executar operagdes GET Object que especificam um intervalo de bytes serdo retornados. Essas
operagoes de leitura de intervalo sao ineficientes porque o StorageGRID deve descompactar efetivamente
os objetos para acessar os bytes solicitados. As operagées GET Object que solicitam um pequeno
intervalo de bytes de um objeto muito grande s&o especialmente ineficientes; por exemplo, € ineficiente ler
um intervalo de 10 MB a partir de um objeto compactado de 50 GB.

Se os intervalos forem lidos a partir de objetos compatados, as solicitagdes do cliente podem expirar.
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@ Se voceé precisar compactar objetos e seu aplicativo cliente precisar usar leituras de
intervalo, aumente o tempo limite de leitura para o aplicativo.

Passos
1. Selecione Configuragao > Configuragdes do sistema > Opgdes de grade.

2. Na secao Opcoes de objetos armazenados, marque a caixa de selegdo Compress Stored Objects.

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ ® None AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

3. Clique em Salvar.

Configurando a criptografia de objeto armazenado

Vocé pode criptografar objetos armazenados se quiser garantir que os dados nao
possam ser recuperados de forma legivel se um armazenamento de objetos for
comprometido. Por padrdo, os objetos ndo sao criptografados.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

A criptografia de objetos armazenados permite a criptografia de todos os dados de objetos a medida que sao
ingeridos através do S3 ou Swift. Quando vocé ativa a configuragado, todos os objetos recém-ingeridos sao
criptografados, mas nenhuma alteracao é feita aos objetos armazenados existentes. Se desativar a
encriptagéo, os objetos atualmente encriptados permanecem encriptados, mas os objetos recentemente
ingeridos n&o sao encriptados.

@ Se alterar esta definigdo, demora cerca de um minuto para a nova definic&o ser aplicada. O
valor configurado € armazenado em cache para desempenho e dimensionamento.

Os objetos armazenados podem ser criptografados usando o algoritmo de criptografia AES-128 ou AES-256.

A configuracgéo criptografia de objeto armazenado se aplica somente a objetos S3 que nao tenham sido
criptografados por criptografia no nivel do bucket ou no nivel do objeto.

Passos
1. Selecione Configuragao > Configuragoes do sistema > Opcdes de grade.

2. Na secao Opcoes de objetos armazenados, altere criptografia de objetos armazenados para nenhum
(padrao), AES-128 ou AES-256.
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Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ * Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

3. Clique em Salvar.

Configurando hash de objeto armazenado

A opcao hash de objeto armazenado especifica o algoritmo de hash usado para verificar
a integridade do objeto.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa
Por padrao, os dados do objeto sdo hash usando o algoritmo SHA-1. O algoritmo SHA-256 requer recursos
adicionais de CPU e geralmente n&o é recomendado para verificagao de integridade.

@ Se alterar esta definicdo, demora cerca de um minuto para a nova definigao ser aplicada. O
valor configurado é armazenado em cache para desempenho e dimensionamento.

Passos

1. Selecione Configuragao > Configuragdes do sistema > Opcdes de grade.

2. Na secao Opcoes de objetos armazenados, altere o hash de objetos armazenados para SHA-1 (padréo)
ou SHA-256.

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ & Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

3. Clique em Salvar.

Configuragoes do né de storage

Cada né de armazenamento usa varias configuracdes e contadores. Talvez seja
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necessario exibir as configuragdes atuais ou redefinir contadores para apagar alarmes
(sistema legado).

Exceto quando especificamente instruido na documentacao, vocé deve consultar o suporte
técnico antes de modificar qualquer configuragéo do né de armazenamento. Conforme
necessario, vocé pode redefinir contadores de eventos para limpar alarmes legados.

Para acessar as configuragdes e contadores de um né de armazenamento:

1. Selecione Support > Tools > Grid Topology.
2. Selecione site > Storage Node.
3. Expanda o n6 de armazenamento e selecione o servigo ou componente.

4. Selecione a guia Configuragao.

As tabelas a seguir resumem as configura¢des do né de armazenamento.

LDR

Nome do atributo Caddigo Descricao

Estado HTTP HSTE O estado atual do protocolo HTTP para S3, Swift e
outro trafego StorageGRID interno:

 Offline: Nao sao permitidas operacdes e qualquer
aplicativo cliente que tente abrir uma sessao
HTTP para o servigo LDR recebe uma mensagem
de erro. As sessdes ativas estdo graciosamente
fechadas.

* Online: A operagdo continua normalmente

Auto-Iniciar HTTP HTAS » Se selecionado, o estado do sistema ao reiniciar
depende do estado do componente LDR >
Storage. Se o componente LDR > Storage for
somente leitura ao reiniciar, a interface HTTP
também sera somente leitura. Se o componente
LDR > Storage estiver Online, o HTTP também
estara Online. Caso contrario, a interface HTTP
permanece no estado Offline.

» Se ndo estiver selecionada, a interface HTTP
permanece Offline até explicitamente ativada.

LDR > armazenamento de dados

Nome do atributo Caodigo Descrigcao
Repor contagem de RCOR Redefina o contador para o numero de objetos
objetos perdidos perdidos neste servico.
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LDR > armazenamento

Nome do atributo Caddigo
Estado de SSDS
armazenamento — deseja

do

Tempo limite de SHCT

verificagdo de integridade

LDR > Verificagao

Descricao

Uma configuragado configuravel pelo usuario para o
estado desejado do componente de armazenamento.
O servico LDR |é este valor e tenta corresponder ao
estado indicado por este atributo. O valor é
persistente entre as reinicializagdes.

Por exemplo, vocé pode usar essa configuragao para
forgar o armazenamento a se tornar somente leitura,
mesmo quando houver amplo espaco de
armazenamento disponivel. Isso pode ser util para a
solugao de problemas.

O atributo pode ter um dos seguintes valores:

+ Offline: Quando o estado desejado € Offline, o
servigo LDR coloca o componente LDR >
Storage offline.

* Somente leitura: Quando o estado desejado é
somente leitura, o servigo LDR move o estado de
armazenamento para somente leitura e para de
aceitar novo conteudo. Observe que o conteudo
pode continuar sendo salvo no né de
armazenamento por um curto periodo de tempo
até que as sessoOes abertas sejam fechadas.

* Online: Deixe o valor em Online durante as
operagdes normais do sistema. O estado de
armazenamento — a corrente do componente de
armazenamento sera definida dinamicamente
pelo servico com base na condig&o do servigo
LDR, como a quantidade de espago de
armazenamento de objetos disponivel. Se o
espaco for baixo, o componente torna-se
somente leitura.

O limite de tempo em segundos no qual um teste de
verificagdo de integridade deve ser concluido para
que um volume de armazenamento seja considerado
saudavel. Altere este valor apenas quando
direcionado para o fazer pelo suporte.
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Nome do atributo

Repor contagem de
objetos em falta

Verifique

Taxa de verificagao

Repor contagem de
objetos corrompidos

Excluir objetos em
quarentena

Caodigo
VCMI

FVOV

VPRI

VCCR

OQRT

LDR > codificagdo de apagamento

Nome do atributo

Repor gravagoes
contagem de falhas

Areinicializacao 1é a

contagem de falhas
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Caodigo
RSWF

RSRF

Descrigdo

Redefine a contagem de objetos perdidos detetados
(OMIS). Utilize apenas ap6s a concluséo da
verificagdo em primeiro plano. Os dados de objeto
replicado em falta sdo restaurados automaticamente
pelo sistema StorageGRID.

Selecione armazenamentos de objetos nos quais
executar a verificagdo de primeiro plano.

Defina a taxa em que a verificagéo de fundo ocorre.
Consulte informagdes sobre como configurar a taxa
de verificagdo em segundo plano.

Redefina o contador para obter dados de objeto
replicado corrompidos encontrados durante a
verificagdo em segundo plano. Esta opgao pode ser
usada para limpar a condigdo de alarme objetos
corrompidos detetados (OCOR). Para obter detalhes,
consulte as instrugdes para monitoramento e solucao
de problemas do StorageGRID.

Exclua objetos corrompidos do diretério de
quarentena, redefina a contagem de objetos em
quarentena para zero e limpe o alarme objetos em
quarentena detetados (OQRT). Esta opcao é usada
depois que objetos corrompidos foram restaurados
automaticamente pelo sistema StorageGRID.

Se um alarme de objetos perdidos for acionado, o
suporte técnico pode querer acessar os objetos em
quarentena. Em alguns casos, objetos em
quarentena podem ser uteis para a recuperagao de
dados ou para depurar os problemas subjacentes que
causaram as copias de objetos corrompidas.

Descrigao

Redefina o contador para falhas de gravacao de
dados de objetos codificados por apagamento no n6
de storage.

Redefina o contador para falhas de leitura de dados
de objetos codificados por apagamento a partir do né
de armazenamento.



Nome do atributo

Areposicao elimina a
contagem de falhas

Repor contagem de
copias corrompidas
detetadas

Repor a contagem de
fragmentos corrompidos
detetados

Repor contagem de
fragmentos detetados em
falta

LDR > replicagao

Nome do atributo

Repor contagem de
falhas de replicacéo de
entrada

Repor contagem de
falhas de replicagao
efetuada

Desativar replicagcao de
entrada

Caodigo
RSDF

RSCC

RSCD

RSMD

Caodigo
RICR

ROCR

DSIR

Descrigdo

Redefina o contador para falhas de exclusao de
dados de objetos codificados por apagamento do né
de storage.

Redefina o contador para o numero de copias
corrompidas de dados de objetos codificados por
apagamento no no de storage.

Redefina o contador de fragmentos corrompidos de
dados de objetos codificados por apagamento no no
de storage.

Redefina o contador de fragmentos ausentes de
dados de objetos codificados por apagamento no n6
de storage. Utilize apenas apds a conclusdo da
verificagdo em primeiro plano.

Descrigao

Redefina o contador para falhas de replicacéo de
entrada. Isso pode ser usado para limpar o alarme
RIRF (replicacdo de entrada — Falha).

Redefina o contador para falhas de replicagao de
saida. Isso pode ser usado para limpar o alarme
RORF (Outbound replicagbes — Failed).

Selecione para desativar a replicacéo de entrada
como parte de um procedimento de manutencgao ou
teste. Deixe desmarcado durante o funcionamento
normal.

Quando a replicagao de entrada é desativada, os
objetos podem ser recuperados do né de
armazenamento para cépia para outros locais no
sistema StorageGRID, mas os objetos nao podem ser
copiados para este n6 de armazenamento a partir de
outros locais: O servigo LDR é somente leitura.
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Nome do atributo Caodigo Descrigao

Desativar replicacao DSOR Selecione para desativar a replicagédo de saida

efetuada (incluindo solicitagdes de conteudo para
recuperagdes HTTP) como parte de um procedimento
de manutencéo ou teste. Deixe desmarcado durante
o funcionamento normal.

Quando a replicacao de saida é desativada, os
objetos podem ser copiados para este n6 de
armazenamento, mas os objetos ndo podem ser
recuperados do n6é de armazenamento para serem
copiados para outros locais no sistema StorageGRID.
O servico LDR é apenas de escrita.

Informacgdes relacionadas
"Monitorizar Resolucéo de problemas"

Gerenciamento de nés de storage completos

A medida que os nds de storage atingem a capacidade, vocé precisa expandir o sistema
StorageGRID com a adi¢do de um novo storage. Ha trés opcdes disponiveis: Adicionar
volumes de storage, adicionar compartimentos de expanséo de storage e adicionar nés
de storage.

Adicao de volumes de armazenamento

Cada no de storage oferece suporte a um numero maximo de volumes de storage. O maximo definido varia de
acordo com a plataforma. Se um n6 de armazenamento contiver menos do que o numero maximo de volumes
de armazenamento, pode adicionar volumes para aumentar a sua capacidade. Consulte as instrugbes para
expandir um sistema StorageGRID.

Adicao de gavetas de expansao de storage

Alguns nés de storage de dispositivos StorageGRID, como o SG6060, podem dar suporte a gavetas de
storage adicionais. Se vocé tiver dispositivos StorageGRID com funcionalidades de expansao que ainda nao
foram expandidas para a capacidade maxima, podera adicionar compartimentos de storage para aumentar a
capacidade. Consulte as instru¢des para expandir um sistema StorageGRID.

Adicao de nés de storage

Vocé pode aumentar a capacidade de storage adicionando nds de storage. Deve-se ter em consideragao
cuidadosamente as regras de ILM e os requisitos de capacidade atualmente ativos ao adicionar
armazenamento. Consulte as instrugdes para expandir um sistema StorageGRID.

Informacgdes relacionadas

"Expanda sua grade"

Gerenciando nés de administracao

Cada local em uma implantagao do StorageGRID pode ter um ou mais nos de
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administracao.

* "O que € um n6 Admin"

» "Usando varios nés de administracao"

+ "ldentificando o n6 de administragao principal”

» "Selecionar um remetente preferido"

» "Exibindo status de notificacao e filas"

» "Como os nos de administracdo mostram alarmes reconhecidos (sistema legado)"

+ "Configurando o acesso de cliente de auditoria”

O que é um n6 Admin

Os nos de administragédo fornecem servigos de gerenciamento, como configuragao,
monitoramento e log do sistema. Cada grade deve ter um né de administragao principal
e pode ter qualquer numero de nos de administragao nao primarios para redundancia.

Quando vocé entra no Gerenciador de Grade ou no Gerenciador de Tenant, vocé esta se conetando a um né
Admin. Vocé pode se conetar a qualquer né de administrador e cada né de administrador exibe uma exibigao
semelhante do sistema StorageGRID. No entanto, os procedimentos de manutengao devem ser executados
usando o n6 de administragéo principal.

Os n6s Admin também podem ser usados para equilibrar o trafego de clientes S3 e Swift.
Os nos de administragdo hospedam os seguintes servigos:

» Servigo AMS
» Servico CMN
» Servico NMS
* Prometheus servico

* Load Balancer e servigos de alta disponibilidade (para suportar trafego de clientes S3 e Swift)

Os Admin Nodes também suportam a Management Application Program Interface (mgmt-api) para processar
solicitacoes da API Grid Management e da APl Tenant Management.

O que é o servico AMS

O servigo do sistema de Gestédo de Auditoria (AMS) controla a atividade e os eventos do sistema.

O que é o servico CMN

O servigo CMN (Configuration Management Node) gerencia configuragdes de conetividade e recursos de
protocolo em todo o sistema necessarias para todos os servigos. Além disso, o servico CMN é usado para
executar e monitorar tarefas de grade. Ha apenas um servico CMN por implantagdo do StorageGRID. O né
Admin que hospeda o servico CMN é conhecido como né Admin principal.

O que é o servigco NMS

O servigo do sistema de Gerenciamento de rede (NMS) alimenta as opgdes de monitoramento, relatérios e
configuragcédo que sdo exibidas através do Gerenciador de Grade, a interface baseada no navegador do
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sistema StorageGRID.

O que é o servigo Prometheus
O servico Prometheus coleta métricas de séries temporais dos servigos em todos os nos.

Informacgdes relacionadas

"Usando a API de gerenciamento de grade"
"Use uma conta de locatario"
"Gerenciamento do balanceamento de carga"

"Gerenciamento de grupos de alta disponibilidade"

Usando varios nés de administracao

Um sistema StorageGRID pode incluir varios ndés de administragao para permitir que
vocé monitore e configure continuamente seu sistema StorageGRID, mesmo se um né
de administragao falhar.

Se um no6 Admin ficar indisponivel, o processamento de atributos continuara, alertas e alarmes (sistema
legado) ainda serdo acionados e notificagdes de e-mail e mensagens AutoSupport ainda serdo enviadas. No
entanto, ter varios nés de administragdo néo fornece protecao contra failover, exceto notificacoes e
mensagens AutoSupport. Em particular, os reconhecimentos de alarmes feitos de um né Admin ndo séo
copiados para outros nés Admin.
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Existem duas opgdes para continuar a visualizar e configurar o sistema StorageGRID se um no de
administrador falhar:

* Os clientes da Web podem se reconetar a qualquer outro né de administragao disponivel.

» Se um administrador do sistema tiver configurado um grupo de nés de administragcéo de alta
disponibilidade, os clientes da Web poderao continuar a aceder ao Gestor de grelha ou ao Gestor de
inquilinos utilizando o enderecgo IP virtual do grupo HA.

Ao usar um grupo de HA, o acesso é interrompido se o né de administragéo principal falhar.
@ Os usuarios devem fazer login novamente apos o failover do enderego IP virtual do grupo
HA para outro n6 Admin no grupo.

Algumas tarefas de manutengao s6 podem ser executadas usando o né de administragéo principal. Se o né

de administragao principal falhar, ele deve ser recuperado antes que o sistema StorageGRID esteja totalmente
funcional novamente.

Informacgodes relacionadas

"Gerenciamento de grupos de alta disponibilidade"
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Identificando o n6 de administragao principal

O né de administrac&o principal hospeda o servico CMN. Alguns procedimentos de
manuteng¢ao s6 podem ser executados usando o n6 de administragao principal.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione site > Admin Node e, em seguida, clique <= para expandir a arvore de topologia e mostrar os
servigos hospedados neste Admin Node.

O né de administragao principal hospeda o servigo CMN.

3. Se este n6 Admin nao hospedar o servigo CMN, verifique os outros nés Admin.

Selecionar um remetente preferido

Se a implantagdo do StorageGRID incluir varios ndés de administragao, vocé podera
selecionar qual n6é de administragao deve ser o remetente preferido de notificacbes. Por
padrao, o n6é Admin principal é selecionado, mas qualquer né Admin pode ser o
remetente preferido.

O que voceé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

A pagina Configuragao > Configuragoes do sistema > Opgoes de exibigdo mostra qual né6 Admin esta
selecionado atualmente para ser o remetente preferido. O n6é de administragéo principal é selecionado por
padréo.

Em operagdes normais do sistema, apenas o remetente preferido envia as seguintes notificagdes:

* Mensagens AutoSupport

* Notificagbes SNMP

* E-mails de alerta

* E-mails de alarme (sistema legado)

No entanto, todos os outros nés Admin (remetentes de reserva) monitoram o remetente preferido. Se for
detetado um problema, um remetente em espera também pode enviar essas notificacdes.

Tanto o remetente preferido quanto um remetente em espera podem enviar notificagdes nestes casos:

* Se os nos de administrador se tornarem "desembarcados™ uns dos outros, tanto o remetente preferido
quanto o remetente de reserva tentardo enviar notificagoes, e varias copias de notificagdes podem ser
recebidas.
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* Depois que um remetente em espera detetar problemas com o remetente preferido e comecar a enviar
notificacdes, o remetente preferido pode recuperar sua capacidade de enviar notificagdes. Se isso ocorrer,
notificagdes duplicadas podem ser enviadas. O remetente em espera deixara de enviar notificagdes
quando nao detetar mais erros no remetente preferido.

Quando vocé testa notificagbes de alarme e mensagens AutoSupport, todos os nos de
administracdo enviam o e-mail de teste. Ao testar notificages de alerta, vocé deve entrar em
cada n6 de administragao para verificar a conetividade.

Passos
1. Selecione Configuragao > Configuragcoes do sistema > Opcoes de exibicao.
2. No menu Opgdes de exibicao, selecione Opgoes.

3. Selecione 0 n6 Admin que deseja definir como o remetente preferido na lista suspensa.

Display Options
Updated: 2017-08-30 18:31:10 MDT

Current Sender ADMIN-DC1-ADMA

Preferred Sender I ADMIN-DC1-ADMA | LI
GUI Inactivity Timeout |QDD

Notification Suppress All r

Apply Changes .

4. Clique em aplicar alteragoes.

O Admin Node ¢é definido como o remetente preferido de notificagdes.

Exibindo status de notificagao e filas

O servico NMS nos Admin Nodes envia notificagdes para o servidor de e-mail. Vocé
pode visualizar o status atual do servico NMS e o tamanho de sua fila de notificacées na
pagina mecanismo de interface.

Para acessar a pagina mecanismo de interface, selecione suporte > Ferramentas > topologia de grade.
Finalmente, selecione site > Admin Node > NMS > Interface Engine.
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As notificacbes sdo processadas através da fila de notificacbes de e-mail e sdo enviadas para o servidor de e-
mail uma apos a outra na ordem em que sao acionadas. Se houver um problema (por exemplo, um erro de
conexao de rede) e o servidor de e-mail nao estiver disponivel quando a tentativa for feita para enviar a
notificagdo, uma tentativa de reenviar a notificagao para o servidor de e-mail continuara por um periodo de 60
segundos. Se a notificagao nao for enviada para o servidor de correio apos 60 segundos, a notificagéo sera
retirada da fila de notificacbes e sera feita uma tentativa de enviar a préxima notificagcao na fila. Como as
notificacdes podem ser retiradas da fila de notificacbes sem serem enviadas, é possivel que um alarme possa
ser acionado sem que uma notificagédo seja enviada. No caso de uma notificagéo ser retirada da fila sem ser
enviada, o alarme Minor MINS (Status da notificacao por e-mail) é acionado.

Como os noés de administragao mostram alarmes reconhecidos (sistema legado)

Quando vocé reconhece um alarme em um n6 Admin, o alarme reconhecido nao é
copiado para nenhum outro né Admin. Como os reconhecimentos ndo sao copiados para
outros nés de administragao, a arvore de topologia de grade pode nao ter a mesma
aparéncia para cada né de administracao.

Essa diferenca pode ser util ao conetar clientes da Web. Os clientes da Web podem ter visualizagbes
diferentes do sistema StorageGRID com base nas necessidades do administrador.
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Observe que as notificagdes sdo enviadas do né6 Admin onde a confirmagao ocorre.

Configurando o acesso de cliente de auditoria

O Admin Node, por meio do servigo do Audit Management System (AMS), Registra todos
os eventos do sistema auditados em um arquivo de log disponivel por meio do
compartilhamento de auditoria, que € adicionado a cada Admin Node na instalagdo. Para
facilitar o acesso aos logs de auditoria, vocé pode configurar o acesso do cliente para
compartilhamentos de auditoria para CIFS e NFS.

O sistema StorageGRID usa reconhecimento positivo para evitar a perda de mensagens de auditoria antes de
serem gravadas no arquivo de log. Uma mensagem permanece na fila em um servigo até que o servico AMS
ou um servico de relé de auditoria intermediaria tenha reconhecido o controle dele.

Para obter mais informagoées, consulte as instrugdes para entender as mensagens de auditoria.

@ Se vocé tiver a opcao de usar CIFS ou NFS, escolha NFS.

@ A exportacao de auditoria por meio do CIFS/Samba foi obsoleta e sera removida em uma futura
versdo do StorageGRID.

Informacgoes relacionadas

"O que é um né Admin"
"Rever registos de auditoria"

"Atualizar o software"

Configurando clientes de auditoria para CIFS

O procedimento usado para configurar um cliente de auditoria depende do método de
autenticacdo: Windows Workgroup ou Windows ative Directory (AD). Quando adicionado,
o compartilhamento de auditoria € ativado automaticamente como um compartilhamento
somente leitura.
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@ A exportacao de auditoria por meio do CIFS/Samba foi obsoleta e sera removida em uma futura
versdo do StorageGRID.

Informagodes relacionadas
"Atualizar o software"

Configurando clientes de auditoria para o Workgroup

Execute este procedimento para cada né de administrador em uma implantacao do
StorageGRID a partir da qual vocé deseja recuperar mensagens de auditoria.

O que vocé vai precisar

* Vocé deve ter o Passwords. txt arquivo com a senha da conta root/admin (disponivel no REFERIDO
pacote).

* Vocé deve ter o Configuration. txt arquivo (disponivel no REFERIDO pacote).

Sobre esta tarefa

A exportacao de auditoria por meio do CIFS/Samba foi obsoleta e sera removida em uma futura versao do
StorageGRID.

Passos

1. Faca login no n6 de administragéo principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.
2. Confirme se todos os servigos tém estado em execugéo ou verificado: storagegrid-status

Se todos os servigos ndo estiverem em execugao ou verificados, resolva os problemas antes de continuar.

3. Volte para a linha de comando, pressione Ctrl * C*.

4. Inicie o utilitario de configuragdo CIFS: config cifs.rb
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set-authentication validate-config
help

exit

add-audit-share

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

I | I
| | |
I | I
| remove-user-from-share | add-password-server |
| | |
| | add-wins-server |
I | I

remove-wins-server

5. Defina a autenticagao para o grupo de trabalho do Windows:

Se a autenticagao ja tiver sido definida, é apresentada uma mensagem de aviso. Se a autenticagao ja tiver
sido definida, va para a préxima etapa.

a. Introduza: set-authentication
b. Quando solicitado para a instalagdo do Windows Workgroup ou do ative Directory, digite: workgroup
C. Quando solicitado, insira um nome do grupo de trabalho: workgroup name

d. Quando solicitado, crie um nome NetBIOS significativo: netbios name
ou
Pressione Enter para usar o nome do host do Admin Node como o nome NetBIOS.

O script reinicia o servidor Samba e as alteragdes sao aplicadas. Isso deve levar menos de um minuto.
Depois de definir a autenticagao, adicione um cliente de auditoria.

a. Quando solicitado, pressione Enter.
O utilitario de configuragéao CIFS é exibido.
6. Adicionar um cliente de auditoria:

a. Introduza: add-audit-share
(D O compartilhamento é adicionado automaticamente como somente leitura.

b. Quando solicitado, adicione um usuario ou grupo: user

C. Quando solicitado, insira 0 nome de usuario da auditoria: audit user name

d. Quando solicitado, insira uma senha para o usuario de auditoria: password

€. Quando solicitado, digite novamente a mesma senha para confirma-la: password

f. Quando solicitado, pressione Enter.

O utilitario de configuragéao CIFS é exibido.
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(D N&ao ha necessidade de inserir um diretorio. O nome do diretério de auditoria & predefinido.

7. Se mais de um usuario ou grupo tiver permissao para acessar o compartilhamento de auditoria, adicione
0s usuarios adicionais:

a. Introduza: add-user-to-share

E apresentada uma lista numerada de partilhas ativadas.

b. Quando solicitado, insira o numero do compartilhamento de auditoria-exportagéo: share number

€. Quando solicitado, adicione um usuario ou grupo: user

OuU group

d. Quando solicitado, insira 0 nome do usuario ou grupo de auditoria: audit user or audit group

e. Quando solicitado, pressione Enter.

O utilitario de configuragéo CIFS é exibido.

f. Repita essas subetapas para cada usuario ou grupo adicional que tenha acesso ao compartilhamento

de auditoria.

8. Opcionalmente, verifique sua configuragdo: validate-config

10.
1.
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Os servigos sao verificados e exibidos. Vocé pode ignorar com seguranga as seguintes mensagens:

Can't find
Can't find
Can't find
Can't find

rlimit max:

(16384)

include file /etc/samba/includes/cifs-interfaces.inc
include file /etc/samba/includes/cifs-filesystem.inc
include file /etc/samba/includes/cifs-custom-config.inc
include file /etc/samba/includes/cifs-shares.inc
increasing rlimit max (1024) to minimum Windows limit

a. Quando solicitado, pressione Enter.

A configuragéo do cliente de auditoria € exibida.

b. Quando solicitado, pressione Enter.

O utilitario de configuragéo CIFS é exibido.

Feche o utilitario de configuragéo CIFS: exit

Inicie o servico Samba: service smbd start

Se a implantagao do StorageGRID for um unico local, va para a proxima etapa.

ou

Opcionalmente, se a implantagao do StorageGRID incluir nés de administragdo em outros sites, habilite
esse compartilhamento de auditoria conforme necessario:



a. Faca login remotamente no Admin Node de um site:
i. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Repita as etapas para configurar o compartilhamento de auditoria para cada n6 Admin adicional.
C. Feche o login remoto do shell seguro para o Admin Node remoto: exit
12. Faga logout do shell de comando: exit

Informacgodes relacionadas

"Atualizar o software"

Configurando clientes de auditoria para o ative Directory

Execute este procedimento para cada né de administrador em uma implantag¢ao do
StorageGRID a partir da qual vocé deseja recuperar mensagens de auditoria.

O que vocé vai precisar

* Vocé deve ter 0 Passwords. txt arquivo com a senha da conta root/admin (disponivel no REFERIDO
pacote).

» Vocé deve ter o nome de usuario e a senha do CIFS ative Directory.
* Vocé deve ter o Configuration. txt arquivo (disponivel no REFERIDO pacote).

@ A exportacao de auditoria por meio do CIFS/Samba foi obsoleta e sera removida em uma futura
versdo do StorageGRID.

Passos
1. Faca login no n6 de administragc&o principal:

a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.
2. Confirme se todos os servigos tém estado em execugéo ou verificado: storagegrid-status
Se todos os servigos nao estiverem em execugao ou verificados, resolva os problemas antes de continuar.

3. Volte para a linha de comando, pressione Ctrl * C*.

4. Inicie o utilitario de configuragdo CIFS: config cifs.rb
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add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

I | I
| | |
I | I
| remove-user-from-share | add-password-server |
| | |
| | add-wins-server |
I | I

remove-wins-server

5. Defina a autenticagao para o ative Directory: set-authentication

Na maioria das implantacdes, vocé deve definir a autenticagdo antes de adicionar o cliente de auditoria.
Se a autenticagao ja tiver sido definida, é apresentada uma mensagem de aviso. Se a autenticagao ja tiver
sido definida, va para a proxima etapa.

a. Quando solicitado para a instalagdo do Workgroup ou do ative Directory: ad
b. Quando solicitado, insira 0 nome do dominio AD (nome de dominio curto).
c. Quando solicitado, insira o enderego IP do controlador de dominio ou 0 nome de host DNS.

d. Quando solicitado, insira 0 nome completo do dominio realm.
Use letras maiusculas.
e. Quando solicitado a ativar o suporte winbind, digite y.
O Winbind é usado para resolver informagdes de usuarios e grupos de servidores AD.

f. Quando solicitado, insira o nome NetBIOS.

g. Quando solicitado, pressione Enter.
O utilitario de configuragéao CIFS é exibido.

6. Junte-se ao dominio:
a. Se ainda n3o tiver sido iniciado, inicie o utilitario de configuragéo CIFS: config cifs.rb
b. Junte-se ao dominio: join-domain

c. Vocé sera solicitado a testar se o nd Admin é atualmente um membro valido do dominio. Se este n6
Admin n3o tiver aderido anteriormente ao dominio, introduza: no

o

. Quando solicitado, fornega 0 nome de usuario do Administrador: administrator username

' administrator username "Onde esta o nome de usuario do CIFS ative
Directory, ndo o nome de usuario do StorageGRID.

€. Quando solicitado, fornega a senha do administrador: administrator password
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Was administrator passwordé o nome de usuario do CIFS ative Directory, ndo a senha do
StorageGRID.

f. Quando solicitado, pressione Enter.
O utilitario de configuragéo CIFS é exibido.

7. Verifique se vocé entrou corretamente no dominio:
a. Junte-se ao dominio: join-domain

b. Quando solicitado a testar se o servidor € atualmente um membro valido do dominio, digite: y

Se vocé receber a mensagem ""Join is OK"", vocé se juntou com sucesso ao dominio. Se vocé nao
receber essa resposta, tente configurar a autenticacao e ingressar no dominio novamente.

c. Quando solicitado, pressione Enter.
O utilitario de configuragéao CIFS é exibido.

8. Adicionar um cliente de auditoria: add-audit-share
a. Quando solicitado a adicionar um usuario ou grupo, digite: user

b. Quando solicitado a inserir o nome de usuario da auditoria, insira 0 nome de usuario da auditoria.

c. Quando solicitado, pressione Enter.
O utilitario de configuragéao CIFS é exibido.

9. Se mais de um usuario ou grupo tiver permissao para acessar o compartilhamento de auditoria, adicione
usuarios adicionais: add-user—-to-share

E apresentada uma lista numerada de partilhas ativadas.

a. Introduza o numero da partilha de auditoria-exportacéo.

b. Quando solicitado a adicionar um usuario ou grupo, digite: group
Vocé sera solicitado a fornecer o nome do grupo de auditoria.

c. Quando solicitado o nome do grupo de auditoria, insira o0 nome do grupo de usuarios de auditoria.

d. Quando solicitado, pressione Enter.
O utilitario de configuragéo CIFS é exibido.

e. Repita esta etapa para cada usuario ou grupo adicional que tenha acesso ao compartilhamento de
auditoria.

10. Opcionalmente, verifique sua configuragdo: validate-config
Os servigos s&o verificados e exibidos. Vocé pode ignorar com seguranga as seguintes mensagens:

° Nao foi possivel encontrar o arquivo incluir /etc/samba/includes/cifs-interfaces.inc
° Nao foi possivel encontrar o arquivo incluir /etc/samba/includes/cifs-filesystem.inc

° Né&o foi possivel encontrar o arquivo incluir /etc/samba/includes/cifs—-interfaces.inc
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° Nao foi possivel encontrar o arquivo incluir /etc/samba/includes/cifs-custom-config.inc
° Nao foi possivel encontrar o arquivo incluir /etc/samba/includes/cifs-shares.inc
o Rlimit_Max: Aumentando rlimit_Max (1024) para o limite minimo de Windows (16384)

@ Nao combine a configuragdo 'anuncios' com o parametro 'servidor de senha'. (Por
padrdo, o0 Samba ira descobrir o DC correto para entrar em Contato automaticamente).

i. Quando solicitado, pressione Enter para exibir a configuragéo do cliente de auditoria.

i. Quando solicitado, pressione Enter.
O utilitario de configuragédo CIFS é exibido.

11. Feche o utilitario de configuragéo CIFS: exit

12. Se a implantagao do StorageGRID for um unico local, va para a proxima etapa.
ou

Opcionalmente, se a implantagado do StorageGRID incluir nés de administragao em outros sites, habilite
esses compartilhamentos de auditoria conforme necessario:

a. Faga login remotamente no Admin Node de um site:
i. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
iii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Repita estas etapas para configurar os compartilhamentos de auditoria para cada n6 de administragao.
C. Feche o login remoto do shell seguro para o Admin Node: exit
13. Faga logout do shell de comando: exit

Informacgdes relacionadas
"Atualizar o software"

Adicionando um usuario ou grupo a um compartilhamento de auditoria CIFS

Vocé pode adicionar um usuario ou grupo a um compartilhamento de auditoria CIFS
integrado a autenticagao AD.

O que vocé vai precisar

* Vocé deve ter 0o Passwords. txt arquivo com a senha da conta root/admin (disponivel no REFERIDO
pacote).

* Vocé deve ter o Configuration. txt arquivo (disponivel no REFERIDO pacote).

Sobre esta tarefa
O procedimento a seguir € para um compartilhamento de auditoria integrado com autenticagao AD.
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@ A exportacao de auditoria por meio do CIFS/Samba foi obsoleta e sera removida em uma futura
versdo do StorageGRID.

Passos
1. Faca login no n6 de administrag&o principal:

a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Confirme se todos os servigos tém estado em execugao ou verificado. Introduza: storagegrid-status
Se todos os servigos ndo estiverem em execugao ou verificados, resolva os problemas antes de continuar.

3. Volte para a linha de comando, pressione Ctrl * C*.

4. Inicie o utilitario de configuragdo CIFS: config cifs.rb

set-authentication validate-config
help

exit

add-audit-share

enable-disable-share set-netbios-name

add-user-to-share join—-domain

modify-group remove-password-server

add-wins-server

I | I
| | |
I | I
| remove-user-from-share | add-password-server |
| | |
I | I
| | remove-wins-server |

5. Comece a adicionar um usudrio ou grupo: add-user-to-share
Uma lista numerada de compartilhamentos de auditoria que foram configurados é exibida.

6. Quando solicitado, insira o numero para o compartilhamento de auditoria (auditoria-exportagéo):
audit share number

Vocé sera perguntado se deseja dar a um usuario ou a um grupo acesso a esse compartilhamento de
auditoria.

7. Quando solicitado, adicione um usuario ou grupo: user Ou group

8. Quando for solicitado o nome do usuario ou grupo para este compartilhamento de auditoria do AD, digite o
nome.

O usuario ou grupo ¢é adicionado como somente leitura para o compartilhamento de auditoria tanto no
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sistema operacional do servidor quanto no servigo CIFS. A configuragdo do Samba é recarregada para
permitir que o usuario ou grupo acesse o compartilhamento de cliente de auditoria.

9. Quando solicitado, pressione Enter.
O utilitario de configuragao CIFS é exibido.

10. Repita estas etapas para cada usuario ou grupo que tenha acesso ao compartilhamento de auditoria.

11. Opcionalmente, verifique sua configuragédo: validate-config
Os servigos sao verificados e exibidos. Vocé pode ignorar com seguranga as seguintes mensagens:

> Nao foi possivel encontrar include file /etc/sambalincludes/cifs-interfaces.inc
o Nao foi possivel encontrar include file /etc/sambalincludes/cifs-filesystem.inc
> Nao foi possivel encontrar include file /etc/sambalincludes/cifs-custom-config.inc
> Nao foi possivel encontrar include file /etc/sambalincludes/cifs-shares.inc
i. Quando solicitado, pressione Enter para exibir a configuracéo do cliente de auditoria.
i. Quando solicitado, pressione Enter.
12. Feche o utilitario de configuragéo CIFS: exit
13. Determine se vocé precisa habilitar compartilhamentos de auditoria adicionais, como a seguir:
o Se a implantagédo do StorageGRID for um unico local, va para a proxima etapa.

> Se a implantagéo do StorageGRID incluir nés de administragdo em outros sites, habilite esses
compartilhamentos de auditoria conforme necessario:

i. Faca login remotamente no Admin Node de um site:
A. Introduza o seguinte comando: ssh admin@grid node IP
B. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
D. Introduza a palavra-passe listada no Passwords. txt ficheiro.

i. Repita estas etapas para configurar os compartilhamentos de auditoria para cada n6 de
administracao.

iii. Feche o login remoto do shell seguro para o Admin Node remoto: exit

14. Faca logout do shell de comando: exit

Removendo um usuario ou grupo de um compartilhamento de auditoria CIFS

N&o é possivel remover o ultimo usuario ou grupo permitido para acessar o
compartilhamento de auditoria.

O que vocé vai precisar

* Vocé deve ter 0 Passwords. txt arquivo com as senhas da conta root (disponivel no REFERIDO
pacote).

* Vocé deve ter o Configuration.txt arquivo (disponivel no REFERIDO pacote).

Sobre esta tarefa
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A exportagao de auditoria por meio do CIFS/Samba foi obsoleta e sera removida em uma futura verséo do
StorageGRID.

Passos
1. Faca login no n6 de administrag&o principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Inicie o utilitario de configuragdo CIFS: config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios-name

add-user-to-share join-domain

modify-group remove-password-server

| | |
I | I
I | I
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
| | |

remove-wins-server

3. Comece a remover um Usuario ou grupo: remove-user-from-share

Uma lista numerada de compartilhamentos de auditoria disponiveis para o nd Admin é exibida. O
compartilhamento de auditoria é rotulado auditoria-exportacéao.

4. Introduza o numero da partilha de auditoria: audit share number

5. Quando solicitado a remover um usuario ou um grupo: user Ou group
E apresentada uma lista numerada de utilizadores ou grupos para a partilha de auditoria.
6. Introduza o nimero correspondente ao utilizador ou grupo que pretende remover: number

O compartilhamento de auditoria é atualizado e o usuario ou grupo nao tem mais permissao para acessar
o compartilhamento de auditoria. Por exemplo:
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Enabled shares
1. audit-export
Select the share to change: 1
Remove user or group? [User/group]: User
Valid users for this share
1. audituser
2. newaudituser
Select the user to remove: 1

Removed user "audituser" from share "audit-export".

Press return to continue.

7. Feche o utilitario de configuragdo CIFS: exit

8. Se a implantagéo do StorageGRID incluir nés de administracdo em outros sites, desative o
compartilhamento de auditoria em cada site, conforme necessario.

9. Faca logout de cada shell de comando quando a configuragéo estiver concluida: exit

Informacgodes relacionadas

"Atualizar o software"

Alterando um nome de usuario ou grupo de compartilhamento de auditoria CIFS

Vocé pode alterar o nome de um usuario ou grupo para um compartilhamento de
auditoria CIFS adicionando um novo usuario ou grupo e excluindo o antigo.

Sobre esta tarefa

A exportacao de auditoria por meio do CIFS/Samba foi obsoleta e sera removida em uma futura versao do
StorageGRID.

Passos
1. Adicione um novo usuario ou grupo com o nome atualizado ao compartilhamento de auditoria.

2. Exclua o nome de usuario ou grupo antigo.

Informacgdes relacionadas

"Atualizar o software"
"Adicionando um usuario ou grupo a um compartilhamento de auditoria CIFS"

"Removendo um usuario ou grupo de um compartilhamento de auditoria CIFS"

Verificagado da integragao da auditoria CIFS

O compartilhamento de auditoria € somente leitura. Os ficheiros de registo destinam-se a
ser lidos por aplicagbes de computador e a verificagdo nao inclui a abertura de um
ficheiro. Considera-se verificagao suficiente que os arquivos de log de auditoria
aparegcam em uma janela do Windows Explorer. Apds a verificagao de conexao, feche
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todas as janelas.

Configurando o cliente de auditoria para NFS

O compartilhamento de auditoria é ativado automaticamente como um compartilhamento
somente leitura.

O que vocé vai precisar

* Tem de ter o Passwords. txt ficheiro com a palavra-passe root/admin (disponivel no REFERIDO
pacote).

* Vocé deve ter o Configuration. txt arquivo (disponivel no REFERIDO pacote).
» O cliente de auditoria deve estar usando o NFS verséo 3 (NFSv3).

Sobre esta tarefa

Execute este procedimento para cada né de administrador em uma implantagéo do StorageGRID a partir da
qual vocé deseja recuperar mensagens de auditoria.

Passos
1. Faca login no n6 de administrag&o principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.
2. Confirme se todos os servigos tém estado em execugao ou verificado. Introduza: storagegrid-status

Se algum servigo nao estiver listado como em execugéao ou verificado, resolva problemas antes de
continuar.

3. Retorne a linha de comando. Pressione Ctrl * C*.

4. Inicie o utilitario de configuragdo NFS. Introduza: config nfs.rb

add-audit-share add-ip-to-share validate-config

refresh-config
help

|

enable-disable-share | remove-ip-from-share
|
| exit

5. Adicione o cliente de auditoria: add-audit-share

a. Quando solicitado, insira o endereco IP ou o intervalo de enderecos IP do cliente de auditoria para o
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compartilhamento de auditoria: client IP address

b. Quando solicitado, pressione Enter.

6. Se mais de um cliente de auditoria tiver permissédo para acessar o compartilhamento de auditoria, adicione
o enderecgo IP do usuario adicional: add-ip-to-share

a. Introduza o numero da partilha de auditoria: audit share number

b. Quando solicitado, insira o endereco IP ou o intervalo de enderegos IP do cliente de auditoria para o
compartilhamento de auditoria: client IP address

c. Quando solicitado, pressione Enter.
O utilitario de configuragdo NFS é exibido.

d. Repita essas subetapas para cada cliente de auditoria adicional que tenha acesso ao
compartilhamento de auditoria.

7. Opcionalmente, verifique sua configuragéo.

a. Introduza o seguinte: validate-config
Os servigos sao verificados e exibidos.

b. Quando solicitado, pressione Enter.
O utilitario de configuragéo NFS é exibido.

C. Feche o utilitario de configuragdo NFS: exit

8. Determine se vocé deve habilitar compartilhamentos de auditoria em outros sites.

9.
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o Se a implantacdo do StorageGRID for um unico local, va para a proxima etapa.

> Se a implantacao do StorageGRID incluir nés de administracdo em outros sites, habilite esses
compartilhamentos de auditoria conforme necessario:

i. Inicie sessdo remotamente no Admin Node do site:
A. Introduza o seguinte comando: ssh admin@grid node IP
B. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
D. Introduza a palavra-passe listada no Passwords. txt ficheiro.

i. Repita estas etapas para configurar os compartilhamentos de auditoria para cada n6 Admin
adicional.

ii. Feche o login de shell seguro remoto para o Admin Node remoto. Introduza: exit

Faca logout do shell de comando: exit

Os clientes de auditoria NFS tém acesso a um compartilhamento de auditoria com base em seu endereco
IP. Conceda acesso ao compartilhamento de auditoria a um novo cliente de auditoria NFS adicionando seu
endereco IP ao compartilhamento ou remova um cliente de auditoria existente removendo seu endereco
IP.



Adicionar um cliente de auditoria NFS a um compartilhamento de auditoria

Os clientes de auditoria NFS tém acesso a um compartilhamento de auditoria com base
em seu endereco IP. Conceda acesso ao compartilhamento de auditoria a um novo
cliente de auditoria NFS adicionando seu enderec¢o |IP ao compartilhamento de auditoria.

O que vocé vai precisar

* Vocé deve ter o Passwords. txt arquivo com a senha da conta root/admin (disponivel no REFERIDO
pacote).

* Vocé deve ter o Configuration. txt arquivo (disponivel no REFERIDO pacote).
* O cliente de auditoria deve estar usando o NFS versao 3 (NFSv3).
Passos
1. Faga login no n6 de administragao principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Inicie o utilitario de configuragdo NFS: config nfs.rb

add-audit-share add-ip-to-share validate-config

refresh-config
help

|

enable-disable-share | remove-ip-from-share
|
| exit

3. Introduza: add-ip-to-share

Uma lista de compartilhamentos de auditoria NFS habilitados no Admin Node é exibida. O
compartilhamento de auditoria € listado como: /var/local/audit/export

4. Introduza o numero da partilha de auditoria: audit share number

5. Quando solicitado, insira o endereco IP ou o intervalo de enderecos IP do cliente de auditoria para o
compartilhamento de auditoria: c1ient IP address

O cliente de auditoria € adicionado ao compartilhamento de auditoria.
6. Quando solicitado, pressione Enter.

O utilitario de configuracdo NFS é exibido.
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10.

1.

Repita as etapas para cada cliente de auditoria que deve ser adicionado ao compartilhamento de
auditoria.

Opcionalmente, verifique sua configuragao: validate-config
Os servigos sao verificados e exibidos.
a. Quando solicitado, pressione Enter.
O utilitario de configuragédo NFS é exibido.

Feche o utilitario de configuragéo NFS: exit

Se a implantagao do StorageGRID for um Unico local, va para a préxima etapa.

Caso contrario, se a implantagdo do StorageGRID incluir nés de administragdo em outros sites, ative
opcionalmente esses compartilhamentos de auditoria, conforme necessario:

a. Faca login remotamente no Admin Node de um site:

i. Introduza o seguinte comando: ssh admin@grid node IP

ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.

ii. Digite o seguinte comando para mudar para root: su -

Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Repita estas etapas para configurar os compartilhamentos de auditoria para cada n6 de administragéo.
C. Feche o login remoto do shell seguro para o Admin Node remoto: exit

Faca logout do shell de comando: exit

Verificagao da integracado da auditoria NFS

Depois de configurar um compartilhamento de auditoria e adicionar um cliente de
auditoria NFS, vocé pode montar o compartilhamento de cliente de auditoria e verificar

se

os arquivos estao disponiveis no compartilhamento de auditoria.

Passos

1.

3.
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Verifique a conetividade (ou variante para o sistema cliente) usando o enderego IP do lado do cliente do
n6é Admin que hospeda o servigo AMS. Introduza: ping IP address

Verifique se o servidor responde, indicando conetividade.

. Monte o compartilhamento de auditoria somente leitura usando um comando apropriado ao sistema

operacional cliente. Um exemplo de comando Linux & (Enter em uma linha):

mount -t nfs -o hard,intr Admin Node IP address:/var/local/audit/export
myAudit

Use o endereco IP do n6é de administragdo que hospeda o servico AMS e o nome de compartilhamento

predefinido para o sistema de auditoria. O ponto de montagem pode ser qualquer nome selecionado pelo
cliente (por exemplo, myAudit no comando anterior).

Verifique se os arquivos estao disponiveis no compartilhamento de auditoria. Introduza: 1s myAudit /*



" myAudit ‘onde estd o ponto de montagem da partilha de auditoria. Deve
haver pelo menos um arquivo de log listado.

Remover um cliente de auditoria NFS do compartilhamento de auditoria

Os clientes de auditoria NFS tém acesso a um compartilhamento de auditoria com base
em seu endereco IP. Vocé pode remover um cliente de auditoria existente removendo
seu endereco |P.

O que vocé vai precisar

* Vocé deve ter 0 Passwords. txt arquivo com a senha da conta root/admin (disponivel no REFERIDO
pacote).

* Vocé deve ter o Configuration.txt arquivo (disponivel no REFERIDO pacote).

Sobre esta tarefa
Nao é possivel remover o ultimo endereco IP permitido para acessar o compartilhamento de auditoria.

Passos
1. Faca login no né de administragao principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Inicie o utilitario de configuragdo NFS: config nfs.rb

add-audit-share add-ip-to-share validate-config
refresh-config
help

exit

enable-disable-share remove-ip-from-share

3. Remova o enderecgo IP do compartilhamento de auditoria: remove-ip-from-share

Uma lista numerada de compartilhamentos de auditoria configurados no servidor € exibida. O
compartilhamento de auditoria € listado como: /var/local/audit/export

4. Introduza o numero correspondente a partilha de auditoria: audit share number
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E apresentada uma lista numerada de enderecos IP permitidos para aceder & partilha de auditoria.
5. Introduza o numero correspondente ao endereco |IP que pretende remover.

O compartilhamento de auditoria é atualizado e o acesso nao € mais permitido a partir de qualquer cliente
de auditoria com este endereco IP.

6. Quando solicitado, pressione Enter.

O utilitario de configuragédo NFS é exibido.

7. Feche o utilitario de configuragdo NFS: exit

8. Se a implantagao do StorageGRID for uma implantacao de varios locais de data center com nés de
administragao adicionais nos outros sites, desative esses compartilhamentos de auditoria conforme
necessario:

a. Faca login remotamente no Admin Node de cada site:

. Introduza o seguinte comando: ssh admin@grid node IP

ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.

iii. Digite o seguinte comando para mudar para root: su -

Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Repita estas etapas para configurar os compartilhamentos de auditoria para cada né Admin adicional.
C. Feche o login remoto do shell seguro para o Admin Node remoto: exit

9. Faga logout do shell de comando: exit

Alterar o enderego IP de um cliente de auditoria NFS
1. Adicione um novo endereco IP a um compartilhamento de auditoria NFS existente.

2. Remova o endereco IP original.

Informacgdes relacionadas
"Adicionar um cliente de auditoria NFS a um compartilhamento de auditoria”

"Remover um cliente de auditoria NFS do compartilhamento de auditoria"

Gerenciando nés de arquivamento

Opcionalmente, cada um dos locais de data center do seu sistema StorageGRID pode
ser implantado com um no de arquivo, que permite que vocé se conete a um sistema de
armazenamento de arquivamento externo direcionado, como o Gerenciador de
armazenamento Tivoli (TSM).

Depois de configurar as ligagdes ao destino externo, pode configurar o né de arquivo para otimizar o
desempenho do TSM, colocar um né de arquivo offline quando um servidor TSM estiver a aproximar-se da
capacidade ou indisponivel, e configurar as definicdes de replicagao e recuperagédo. Também pode definir
alarmes personalizados para o né de arquivo.

* "O que é um no de arquivo”
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+ "Configurando conexdes de né de arquivo para armazenamento de arquivamento”
* "Definir alarmes personalizados para o n6 de arquivo"

« "Integracao do Tivoli Storage Manager"

O que é um noé de arquivo

O Archive Node fornece uma interface através da qual vocé pode segmentar um sistema
de storage de arquivamento externo para o armazenamento de dados de objetos a longo
prazo. O n6 de arquivo também monitora essa conexao e a transferéncia de dados de
objetos entre o sistema StorageGRID e o sistema de armazenamento de arquivamento
externo direcionado.

| | Aarme Reports. || Coafiguration
FI StorageGRD Webscale Deployment N
[=1- 8y Data Center 1 .
‘_‘l‘ i Overview: ARC (DC1-ARC1-98-165) - ARC
_J & 015155 161 Updsted: Z01503-30 102916 POT
;| - DC1-51-98-162
._] DC1-52-98-163 c
" ARC State Online 859
y ‘ B AR oaes ARC Status Mo Errors =
Trali Storage Manager State Onling _ﬁ?
Tivoli Starsge Manager Status Mo Errors =59
Store Siate Online '.‘E?
Store Status Mo Errors =9
Retrieve State Online E?
Ratriave Status Mo Emars iy
Inbound Replication Status Mo Emors Hﬁﬁ
i T Outbound Replication Status Mo Errors 859

ﬁ‘ Data Centar 3
MNode Information

Device Type Archive Mode

Varsion 10.2.0

Build 20150928 2133 a?7b3ab
Node ID 19002524

Site ID 10

Os dados de objetos que nao podem ser excluidos, mas nao sao acessados regularmente, podem, a qualquer
momento, ser movidos dos discos giratérios de um né de storage e para um storage de arquivamento externo,
como a nuvem ou a fita. Este arquivamento de dados de objetos é realizado através da configuragéo do né de
arquivo de um site de data center e, em seguida, a configuragéo de regras ILM em que este n6 de arquivo é
selecionado como o "destino" para instrugdes de posicionamento de contetdo. O n6 de arquivo ndo gerencia
os dados de objeto arquivados em si; isso € obtido pelo dispositivo de arquivamento externo.

@ Os metadados de objetos ndo séo arquivados, mas permanecem em nos de storage.

O que é o servigo ARC

O servigo Archive Node (ARC) fornece a interface de gerenciamento que vocé pode usar
para configurar conexdes com armazenamento de arquivos externo, como fita por meio
do middleware TSM.

E o servico ARC que interage com um sistema de armazenamento de arquivos externo, enviando dados de
objetos para armazenamento near-line e realizando recuperagdes quando um aplicativo cliente solicita um
objeto arquivado. Quando um aplicativo cliente solicita um objeto arquivado, um né de armazenamento solicita
os dados do objeto do servigo ARC. O servigo ARC faz uma solicitagdo para o sistema de armazenamento de
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arquivos externo, que recupera os dados de objeto solicitados e os envia para o servigo ARC. O servigo ARC
verifica os dados do objeto e os encaminha para o né de armazenamento, que por sua vez retorna o objeto
para o aplicativo cliente solicitante.

As solicitagcdes de dados de objetos arquivados em fita por meio do middleware TSM sao gerenciadas para
eficiéncia de recuperacdes. As solicitagbes podem ser solicitadas para que os objetos armazenados em
ordem sequencial na fita sejam solicitados na mesma ordem sequencial. As solicitagdes sdo entéao
enfileiradas para envio para o dispositivo de armazenamento. Dependendo do dispositivo de arquivamento,
varias solicitagcdes de objetos em diferentes volumes podem ser processadas simultaneamente.

Configurando conexoées de n6 de arquivo para armazenamento de arquivamento

Ao configurar um né de arquivo para se conetar a um arquivo externo, vocé deve
selecionar o tipo de destino.

O sistema StorageGRID suporta o arquivamento de dados de objetos para a nuvem através de uma interface
S3 ou fita através do middleware Tivoli Storage Manager (TSM).

@ Uma vez configurado o tipo de destino de arquivo para um né de arquivo, o tipo de destino nao
pode ser alterado.

* "Arquivamento na nuvem por meio da API S3"
» "Arquivamento para fita através do middleware TSM"
+ "Configurar as definigdes de recuperagéo do no6 de arquivo"

* "Configurando a replicacéo do Archive Node"

Arquivamento na nuvem por meio da API S3

Vocé pode configurar um né de arquivo para se conetar diretamente a Amazon Web
Services (AWS) ou a qualquer outro sistema que possa fazer interface com o sistema
StorageGRID por meio da API S3.

Mover objetos de um né de arquivamento para um sistema de armazenamento de

@ arquivamento externo por meio da API S3 foi substituido por ILM Cloud Storage Pools, que
oferecem mais funcionalidade. A opgéo Cloud Tiering - Simple Storage Service (S3) ainda é
suportada, mas vocé pode preferir implementar Cloud Storage Pools.

Se vocé estiver usando um né de arquivamento com a opcao Cloud Tiering - Simple Storage Service (S3),
considere migrar seus objetos para um pool de armazenamento em nuvem. Consulte as instrugbes para
gerenciar objetos com gerenciamento do ciclo de vida das informagbes.

Informacgdes relacionadas
"Gerenciar objetos com ILM"

Configuragao das configuragdes de conexdo para a APl S3

Se vocé estiver se conetando a um n6 de Arquivo usando a interface S3, vocé devera
configurar as configuragdes de conexao para a APl S3. Até que essas configuragdes
sejam configuradas, o servigco ARC permanece em um estado de alarme principal, pois
nao € possivel se comunicar com o sistema de armazenamento de arquivos externo.
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Mover objetos de um n6 de arquivamento para um sistema de armazenamento de
arquivamento externo por meio da API S3 foi substituido por ILM Cloud Storage Pools, que
oferecem mais funcionalidade. A opgao Cloud Tiering - Simple Storage Service (S3) ainda &
suportada, mas vocé pode preferir implementar Cloud Storage Pools.

®

Se vocé estiver usando um né de arquivamento com a opgéo Cloud Tiering - Simple Storage
Service (S3), considere migrar seus objetos para um pool de armazenamento em nuvem.
Consulte as instrugdes para gerenciar objetos com gerenciamento do ciclo de vida das
informacdes.

O que voceé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de acesso especificas.
» Vocé precisa ter criado um bucket no sistema de storage de arquivamento de destino:

o O bucket deve ser dedicado a um unico n6 de arquivo. Ele ndo pode ser usado por outros nos de
arquivamento ou outras aplicagoes.

> O balde tem de ter a regiao adequada selecionada para a sua localizacgao.
> O bucket deve ser configurado com o controle de versao suspenso.

* A Segmentacgao de objetos deve estar ativada e o tamanho maximo do segmento deve ser menor ou igual
a 4,5 GiB (4.831.838.208 bytes). S3 solicitagdes de APl que excederem esse valor falharao se S3 for
usado como sistema de armazenamento de arquivamento externo.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Target.

3. Selecione Configuragao > Principal.
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Overview Alarms Reports | Configuration ‘\

Wain Alarms

m Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name
Region Virginia or Pacific Morthwest (us-east-1) LI
Endpaoint hitps:/10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apply Changes .

4. Selecione disposi¢ao em camadas na nuvem - Servigo de armazenamento simples (S3) na lista
suspensa tipo de destino.

@ As configuragdes ficam indisponiveis até que vocé selecione um tipo de destino.

5. Configurar a conta Cloud Tiering (S3) através da qual o Archive Node se conetara ao sistema de storage
de arquivamento externo de destino com capacidade para S3.

A maioria dos campos nesta pagina sdo auto-explicativos. A seguir descreve os campos para 0s quais
vocé pode precisar de orientacao.

> Regido: Disponivel somente se usar AWS estiver selecionado. A regido selecionada tem de
corresponder a regido do balde.

o Endpoint e Use AWS: Para Amazon Web Services (AWS), selecione Use AWS. Endpoint é entao
preenchido automaticamente com um URL de endpoint baseado nos atributos Nome do bucket e
regido. Por exemplo:

https://bucket.region.amazonaws.com

Para um destino que néo seja AWS, insira o URL do sistema que hospeda o bucket, incluindo o
numero da porta. Por exemplo:

https://system.com:1080
o Autenticagdo de ponto final: Ativada por padrao. Se a rede para o sistema de armazenamento de

arquivos externo for confiavel, vocé podera desmarcar a caixa de selecao para desativar o certificado
SSL de endpoint e a verificagao de nome de host para o sistema de armazenamento de arquivos
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externo de destino. Se outra instancia de um sistema StorageGRID for o dispositivo de
armazenamento de arquivamento de destino e o sistema estiver configurado com certificados
assinados publicamente, vocé podera manter a caixa de selecao selecionada.

o Classe de armazenamento: Selecione Standard (padrao) para armazenamento regular. Selecione
redundancia reduzida apenas para objetos que possam ser facilmente recriados. Redundéancia
reduzida fornece armazenamento de menor custo com menos confiabilidade. Se o sistema de
armazenamento de arquivos de destino for outra instancia do sistema StorageGRID, Classe de
armazenamento controla quantas copias provisorias do objeto sao feitas na ingestdo no sistema de
destino, se a confirmagao dupla for usada quando os objetos forem ingeridos Ia.

6. Cliqgue em aplicar alteragoes.

As configuragdes especificadas sao validadas e aplicadas ao seu sistema StorageGRID. Uma vez
configurado, o destino ndo pode ser alterado.

Informacgdes relacionadas
"Gerenciar objetos com ILM"

Modificagao das configuragoes de conexao para a API S3

Depois que o n6 de arquivo € configurado para se conetar a um sistema de
armazenamento de arquivos externo através da APl S3, vocé pode modificar algumas
configuracdes caso a conexao seja alterada.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Se vocé alterar a conta do Cloud Tiering (S3), devera garantir que as credenciais de acesso do usuario
tenham acesso de leitura/gravagao ao bucket, incluindo todos os objetos que foram ingeridos anteriormente
pelo Archive Node ao bucket.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Target.

3. Selecione Configuragao > Principal.
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Overview Alarms Reports | Configuration ‘\

Wain Alarms

m Configuration: ARC (98-127) - Target

Updated: 2015-09-24 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name
Region Virginia or Pacific Morthwest (us-east-1) LI
Endpaoint hitps:/10.10.10.123:8082 ™ Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssssee

Storage Class Standard (Default) LI

Apply Changes .

4. Modifique as informagdes da conta, conforme necessario.

Se vocé alterar a classe de armazenamento, os novos dados de objeto serdo armazenados com a nova
classe de armazenamento. O objeto existente continua a ser armazenado sob o conjunto de classes de
armazenamento quando ingerido.

@ Nome do bucket, regido e ponto final, use valores da AWS e nao pode ser alterado.

5. Clique em aplicar alteragoes.

Modificagao do estado Cloud Tiering Service

Vocé pode controlar a capacidade de leitura e gravagéo do n6 de arquivamento no
sistema de storage de arquivamento externo de destino que se conecta pela API S3,
alterando o estado do Cloud Tiering Service.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

* O no6 de arquivo deve ser configurado.

Sobre esta tarefa

Vocé pode efetivamente colocar o n6 de arquivo offline alterando o estado do Servigo de disposi¢ao em
categorias na nuvem para leitura-escrita desativada.
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Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC.

3. Selecione Configuragao > Principal.

Overview Alarms Reports | Configuration l||

Main Alarms

Configuration: ARC (98-127) - ARC

Updated: 2015-09-24 17:18:29 PDT

ARC State [oniine =

Cloud Tiering Service State | Read-Write Enabled ;l

Apply Changes .

4. Selecione um Estado do Servigo de disposicao em camadas na nuvem.

5. Clique em aplicar alteragoes.

Redefinir a contagem de falhas de armazenamento para conexao com a APl S3

Se o0 seu nd de arquivo se conetar a um sistema de armazenamento de arquivos por
meio da APl S3, vocé podera redefinir a contagem de falhas de armazenamento, que
pode ser usada para limpar o alarme ARVF (falhas de armazenamento).

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Store.

3. Selecione Configuragao > Principal.

Owverview Alarms Reports | Configuration '||I

Main Alarms

5 Configuration: ARC (98-127) - Store

Updated: 2015-09-20 17:54:42 PDT

Reset Store Failure Count r

Apply Changes .

4. Selecione Repor contagem de falhas de armazenamento.
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5. Clique em aplicar alteragoes.

O atributo Store Failures (falhas de armazenamento) é reposto a zero.

Migracgao de objetos do Cloud Tiering - S3 para um Cloud Storage Pool

Se vocé estiver usando o recurso Cloud Tiering - Simple Storage Service (S3) para
categorizar dados de objetos em um bucket do S3, considere migrar seus objetos para
um pool de armazenamento em nuvem. Os pools de storage em nuvem fornecem uma
abordagem dimensionavel que aproveita todos os nos de storage do seu sistema
StorageGRID.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de acesso especificas.

* Vocé ja armazenou objetos no bucket do S3 configurado para o Cloud Tiering.

@ Antes de migrar dados de objeto, entre em Contato com o representante da conta do NetApp
para entender e gerenciar quaisquer custos associados.

Sobre esta tarefa

Do ponto de vista do ILM, um Cloud Storage Pool é semelhante a um pool de storage. No entanto, embora os
pools de storage consistam em nos de storage ou nés de arquivamento no sistema StorageGRID, um pool de
storage de nuvem consiste em um bucket externo do S3.

Antes de migrar objetos do Cloud Tiering - S3 para um pool de armazenamento em nuvem, primeiro vocé
deve criar um bucket do S3 e, em seguida, criar o pool de armazenamento em nuvem no StorageGRID. Em
seguida, vocé pode criar uma nova politica de ILM e substituir a regra ILM usada para armazenar objetos no
bucket do Cloud Tiering por uma regra ILM clonada que armazena os mesmos objetos no Cloud Storage Pool.

Quando os objetos sdo armazenados em um pool de storage de nuvem, as copias desses
objetos também nao podem ser armazenadas no StorageGRID. Se a regra ILM que vocé esta

@ usando atualmente para o Cloud Tiering estiver configurada para armazenar objetos em varios
locais a0 mesmo tempo, considere se vocé ainda deseja executar essa migragao opcional
porque perdera essa funcionalidade. Se vocé continuar com essa migragéo, crie novas regras
em vez de clonar as existentes.

Passos
1. Crie um pool de storage em nuvem.

Use um novo bucket do S3 para o Cloud Storage Pool para garantir que ele contenha apenas os dados
gerenciados pelo Cloud Storage Pool.

2. Localize quaisquer regras de ILM na politica de ILM ativa que fagam com que os objetos sejam
armazenados no bucket do Cloud Tiering.

3. Clone cada uma dessas regras.

4. Nas regras clonadas, altere o local de posicionamento para o novo Cloud Storage Pool.

5. Salve as regras clonadas.
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6. Crie uma nova politica que use as novas regras.

7. Simule e ative a nova politica.

Quando a nova politica é ativada e a avaliagdo ILM ocorre, os objetos sdo movidos do bucket do S3
configurado para o bucket do Cloud Tiering para o bucket do S3 configurado para o pool de
armazenamento em nuvem. O espaco utilizavel na grade néo € afetado. Depois que os objetos sao
movidos para o Cloud Storage Pool, eles sao removidos do bucket do Cloud Tiering.

Informagdes relacionadas

"Gerenciar objetos com ILM"

Arquivamento para fita através de middleware TSM

Vocé pode configurar um né de arquivo para segmentar um servidor Tivoli Storage
Manager (TSM) que fornece uma interface légica para armazenar e recuperar dados de
objetos em dispositivos de armazenamento de acesso aleatorio ou sequencial, incluindo
bibliotecas de fitas.

O servigo ARC do Archive Node atua como um cliente para o servidor TSM, usando o Tivoli Storage Manager
como middleware para comunicagdo com o sistema de armazenamento de arquivos.

Classes de gestao TSM

As classes de gerenciamento definidas pelo middleware TSM descrevem como as operagdes de backup e
arquivamento do TSMs funcionam e podem ser usadas para especificar regras para conteddo que séo
aplicadas pelo servidor TSM. Essas regras operam independentemente da politica ILM do sistema
StorageGRID e devem ser consistentes com o requisito do sistema StorageGRID de que os objetos séo
armazenados permanentemente e estdo sempre disponiveis para recuperacao pelo né de arquivo. Depois
que os dados do objeto sédo enviados para um servidor TSM pelo né de arquivo, as regras de ciclo de vida e
retengdo do TSM sao aplicadas enquanto os dados do objeto sdo armazenados em fita gerenciada pelo
servidor TSM.

A classe de gerenciamento TSM é usada pelo servidor TSM para aplicar regras de localizagédo ou retengao de
dados depois que os objetos sao enviados para o servidor TSM pelo né de arquivamento. Por exemplo, os
objetos identificados como backups de banco de dados (conteudo temporario que pode ser substituido por
dados mais recentes) podem ser tratados de forma diferente dos dados da aplicagéo (conteudo fixo que deve
ser mantido indefinidamente).

Configurando conexées com middleware TSM

Antes que o né de arquivo possa se comunicar com o middleware Tivoli Storage
Manager (TSM), vocé deve configurar varias configuragoes.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Até que essas configuragdes sejam configuradas, o servigo ARC permanece em um estado de alarme
principal, pois néo é possivel se comunicar com o Tivoli Storage Manager.
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Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Target.

3. Selecione Configuragao > Principal.

Overview Alarms Reports | Configuration |"|

Kain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:55:38 PDT

Target Type Tivoli Storage Manager (TSM) |
Tivali Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

Mode Mame ARC-USER

User Name arc-user

Password seaase

Management Class sg-mgmitclass

Mumber of Sessions 2

Maximum Fetrieve Sessions 1

Maximum Store Sessions 1

Apply Changes *

4. Na lista suspensa tipo de destino, selecione Tivoli Storage Manager (TSM).
5. Para o Tivoli Storage Manager State, selecione Offline para evitar recuperag¢des do servidor de
middleware TSM.

Por padrao, o Tivoli Storage Manager State é definido como Online, o que significa que o Archive Node é
capaz de recuperar dados de objetos do servidor middleware TSM.

6. Preencha as seguintes informagoes:
o IP do servidor ou Nome de host: Especifique o endereco IP ou nome de dominio totalmente

qualificado do servidor middleware TSM usado pelo servigo ARC. O endereco IP padrao é 127,0.0,1.

o Server Port: Especifique o nimero da porta no servidor middleware TSM ao qual o servigco ARC se
conetara. A predefinigao € 1500.

> Nome do né: Especifique o nome do né de arquivo. Vocé deve inserir o nome (usuario ARC)
registrado no servidor de middleware TSM.

> Nome de usuario: Especifique o nome de usuario que o servico ARC usa para fazer login no servidor
TSM. Introduza o nome de utilizador predefinido (ARC-user) ou o utilizador administrativo que
especificou para o n6 de arquivo.

o Senha: Especifique a senha usada pelo servigo ARC para fazer login no servidor TSM.
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o Classe de gerenciamento: Especifique a classe de gerenciamento padréo a ser usada se uma classe
de gerenciamento nao for especificada quando o objeto estiver sendo salvo no sistema StorageGRID,
ou a classe de gerenciamento especificada nao estiver definida no servidor de middleware TSM.

> Numero de sessodes: Especifique o numero de unidades de fita no servidor middleware TSM que sao
dedicadas ao n6 de arquivo. O né de arquivo cria simultaneamente um maximo de uma sessao por
ponto de montagem mais um pequeno numero de sessdes adicionais (menos de cinco).

Tem de alterar este valor para ser o mesmo que o valor definido para MAXNUMMP (nimero maximo
de pontos de montagem) quando o n6 de arquivo foi registado ou atualizado. (No comando register, o
valor predefinido de MAXNUMMP utilizado € 1, se nenhum valor estiver definido.)

Vocé também deve alterar o valor de MAXSESSIONS para o servidor TSM para um nimero que seja pelo
menos tao grande quanto o numero de sessdes definido para o servico ARC. O valor padrao de
MAXSESSIONS no servidor TSM é 25.

o * Sessbes de recuperacao maxima*: Especifique o numero maximo de sessdes que o servico ARC
pode abrir para o servidor middleware TSM para operagdes de recuperagédo. Na maioria dos casos, o
valor apropriado € o numero de sessdes menos sessdes de armazenamento maximo. Se vocé
precisar compartilhar uma unidade de fita para armazenamento e recuperacgao, especifique um valor
igual ao numero de sessoes.

o Maximum Store Sessions: Especifique o0 nimero maximo de sessdes simultadneas que o servico ARC
pode abrir para o servidor middleware TSM para operagdes de arquivamento.

Esse valor deve ser definido como um, exceto quando o sistema de armazenamento de arquivos de
destino estiver cheio e somente recuperagdes podem ser executadas. Defina esse valor como zero
para usar todas as sessdes para recuperacoes.

7. Clique em aplicar alteracoes.

Otimizando um né de arquivo para sessdes de middleware TSM

Vocé pode otimizar o desempenho de um n6 de arquivo que se coneta ao Tivoli Server
Manager (TSM) configurando as sessdes do no de arquivo.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Normalmente, o nimero de sessdes simultaneas que o Archive Node tem aberto ao servidor middleware TSM
€ definido para o niumero de unidades de fita que o servidor TSM dedicou ao Archive Node. Uma unidade de
fita € alocada para armazenamento enquanto o resto é alocado para recuperagao. No entanto, em situagdes
em que um no de armazenamento esta sendo reconstruido a partir de cépias do n6 de arquivo ou o né de
arquivo esta operando no modo somente leitura, vocé pode otimizar o desempenho do servidor TSM definindo
0 numero maximo de sessdes de recuperagao para ser o mesmo que o numero de sessdes simultaneas. O
resultado € que todas as unidades podem ser usadas simultaneamente para recuperagao e, no maximo, uma
dessas unidades também pode ser usada para armazenamento, se aplicavel.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Target.
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3. Selecione Configuragao > Principal.

4. Altere sessOes de recuperagao maxima para ser o mesmo que numero de sessoes.

Overview Alarms Reports | Configuration '||

Wain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 20150928 09.58:28 PDT

Target Type Tivoli Storage Manager (TSM) ~]
Tivoll Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

Mode Name ARC-USER

User Mame arc-user

Password ssssss

Management Class sg-magmtclass

Mumber of Sessions 2

Maximum Retrieve Sessions 2

Maximum Store Sessions 1

Apply Changes .

5. Clique em aplicar alteragoes.

Configurar o estado de arquivo e contadores para TSM

Se o seu Archive Node se conetar a um servidor middleware TSM, vocé podera
configurar o estado de armazenamento de arquivo de um Archive Node para Online ou
Offline. Vocé também pode desativar o armazenamento de arquivos quando o n6 de
arquivo € iniciado pela primeira vez ou redefinir a contagem de falhas sendo rastreada
para o alarme associado.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Store.

3. Selecione Configuragao > Principal.
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Overview Alarms Reports | Configuration ‘H‘

Main Alarms

5 Configuration: ARC (DC1-ARC1-98-165) - Store

Updated: 2015-08-22 17:10:12 PDT

Store State | online LI
Archive Store Disabled on Startup -
Reset Store Failure Count r

Apply Changes *

4. Modifique as seguintes definigbes, conforme necessario:
o Estado da loja: Defina o estado do componente para:

= On-line: O Archive Node esta disponivel para processar dados de objetos para armazenamento no
sistema de armazenamento de arquivamento.

= Offline: O né de arquivo n&o esta disponivel para processar dados de objeto para armazenamento
no sistema de armazenamento de arquivo.

> Archive Store Disabled on Startup (armazenamento de arquivo desativado na inicializacéo): Quando
selecionado, o componente Archive Store (armazenamento de arquivo) permanece no estado Read-
Only (somente leitura) quando reiniciado. Usado para desativar persistentemente o armazenamento
para o sistema de armazenamento de arquivo visado. Util quando o sistema de armazenamento de
arquivos visado ndo consegue aceitar conteudo.

> Repor contagem de falhas de armazenamento: Reponha o contador para falhas de armazenamento.
Isso pode ser usado para limpar o alarme ARVF (falha de armazenamento).

5. Clique em aplicar alteragoes.

Informacgoes relacionadas

"Gerenciando um no de arquivo quando o servidor TSM atinge a capacidade"

Gerenciando um né de arquivo quando o servidor TSM atinge a capacidade

O servidor TSM n&o tem como notificar o n6 de arquivo quando o banco de dados TSM
ou 0 armazenamento de Midia de arquivamento gerenciado pelo servidor TSM estiver
proximo da capacidade. O né de arquivo continua a aceitar dados de objeto para
transferéncia para o servidor TSM depois que o servidor TSM parar de aceitar novo
conteudo. Este conteudo nao pode ser gravado em Midia gerenciada pelo servidor TSM.
Um alarme é acionado se isso acontecer. Esta situacdo pode ser evitada através do
monitoramento proativo do servidor TSM.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Para evitar que o servigo ARC envie mais conteudo para o servidor TSM, vocé pode colocar o n6é de Arquivo
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offline, colocando o componente ARC > Store offline. Este procedimento também pode ser util na prevengéao
de alarmes quando o servidor TSM nao estiver disponivel para manutencgao.

Passos
1. Selecione Support > Tools > Grid Topology.
2. Selecione Archive Node > ARC > Store.

3. Selecione Configuragao > Principal.

Owerview Alanms Reports l Configuration 'I.I

Hain Adgrms

Bl Configuration: ARC (DC1-ARC1-98-185) - Store

Uipdeted: 2015-05-07 1223507 POT

Store State [offine |
Archive Store Disabled on Startup |
Reset Store Failure Count [

Apply Changes ”

4. Altere Estado de armazenamento para Offline.
5. Selecione Archive Store Disabled on Startup.

6. Cliqgue em aplicar alteragoes.

Configurando o Archive Node para somente leitura se o middleware TSM atingir a capacidade

Se o servidor de middleware TSM visado atingir a capacidade, o n6 de arquivo pode ser
otimizado para executar apenas recuperagoes.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Target.
3. Selecione Configuracao > Principal.

4. Altere as sessoes de recuperagdo maxima para ser igual ao numero de sessodes simultaneas listadas em
numero de sessoes.

5. Altere o maximo de sessbes de armazenamento para 0.

@ Nao é necessario alterar o maximo de sessées de armazenamento para 0 se o n6 de
arquivo for apenas leitura. As sessdes de armazenamento ndo serao criadas.

6. Cliqgue em aplicar alteragoes.
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Configurar as defini¢ées de recuperacado do né de arquivo

Vocé pode configurar as configuragcdes de recuperacdo de um né de arquivo para definir
o estado como Online ou Offline, ou redefinir as contagens de falhas que estdo sendo
rastreadas para os alarmes associados.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Retrieve.

3. Selecione Configuragao > Principal.

Overview Alarms Reports | Configuration |

Main Alarms

5 Configuration: ARC (DC1-ARC1-98-165) - Retrieve

Updaced: 20150507 122445 POT

Retrieve State ]ommg
Reset Request Failure Count |
Reset Verification Failure Count []

Apply Changes I

4. Modifique as seguintes definigdes, conforme necessario:
o Retrieve State: Defina o estado do componente para:

= On-line: O né de grade esta disponivel para recuperar dados de objeto do dispositivo de Midia de
arquivamento.

= Offline: O n6 de grade nao esta disponivel para recuperar dados de objeto.

o Reset Request Failures Count (Redefinir contagem de falhas de pedido): Selecione a caixa de
verificacédo para repor o contador para falhas de pedido. Isso pode ser usado para limpar o alarme
ARREF (falhas de solicitacao).

o Redefinir contagem de falhas de verificagao: Marque a caixa de selegao para redefinir o contador para
falhas de verificagdo em dados de objetos recuperados. Isso pode ser usado para limpar o alarme
ARRYV (falhas de verificagéo).

5. Clique em aplicar alteragoes.

Configurando a replicagao do Archive Node

Vocé pode configurar as configuragdes de replicagao para um né de arquivo e desativar
a replicagao de entrada e saida ou redefinir as contagens de falha que estdo sendo
rastreadas para os alarmes associados.

O que vocé vai precisar
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* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Passos

1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Replication.

3. Selecione Configuragao > Principal.

Overview Alarms Reports Configuration |

Mam Alarms

\,;v Configuration: ARC (DC1-ARC1-98-165) - Replication

Updaied: 2015-05-07 1222153 POT

Resst Inbound Replication Fallure Count

(W

Reset Outbound Replication Failure Count D

Inbound Replication

Disable Inbound Rephication ]

Outbound Replication

Disable Quthbound Repiication |::

Apply Changes *

4. Modifique as seguintes definigbes, conforme necessario:
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> Redefinir contagem de falhas de replicagao de entrada: Selecione para redefinir o contador para

falhas de replicacao de entrada. Isso pode ser usado para limpar o alarme RIRF (replica¢des
embutidas — Failed).

o Redefinir contagem de falhas de replicagao de saida: Selecione para redefinir o contador para

falhas de replicagdo de saida. Isso pode ser usado para limpar o alarme RORF (Outbound
replicagdes — Failed).

o Desativar replicagao de entrada: Selecione para desativar a replicagao de entrada como parte de um

procedimento de manutengéo ou teste. Deixe limpo durante o funcionamento normal.

Quando a replicagao de entrada é desativada, os dados de objeto podem ser recuperados do servigo
ARC para replicagéo para outros locais no sistema StorageGRID, mas os objetos ndo podem ser
replicados para este servico ARC a partir de outros locais do sistema. O servico ARC é apenas de
leitura.

- Desativar replicagdo de saida: Marque a caixa de selegéo para desativar a replicacédo de saida

(incluindo solicitagdes de conteldo para recuperagoes HTTP) como parte de um procedimento de
manutengao ou teste. Deixe desmarcado durante o funcionamento normal.

Quando a replicagao de saida € desativada, os dados de objeto podem ser copiados para este servigo
ARC para satisfazer as regras ILM, mas os dados de objeto n&do podem ser recuperados do servigo
ARC para serem copiados para outros locais no sistema StorageGRID. O servigco ARC é apenas de
escrita.



5. Clique em aplicar alteragoes.

Definir alarmes personalizados para o n6 de arquivo

Vocé deve estabelecer alarmes personalizados para os atributos ARQL e ARRL que sao
usados para monitorar a velocidade e eficiéncia da recuperacédo de dados de objetos do
sistema de armazenamento de arquivos pelo n6 Archive.

* ARQL: Comprimento médio da fila. O tempo médio, em microssegundos, em que os dados do objeto sao
enfileirados para recuperagao do sistema de armazenamento de arquivamento.

* ARRL: Laténcia média da solicitagdo. O tempo médio, em microssegundos, necessario pelo né de arquivo
para recuperar dados de objetos do sistema de armazenamento de arquivamento.

Os valores aceitaveis para esses atributos dependem de como o sistema de armazenamento de arquivos é
configurado e usado. (Va para ARC > Retrieve > Overview > Main.) Os valores definidos para tempos limite
de solicitagdo e o numero de sessbes disponibilizadas para solicitagbes de recuperagao sao particularmente
influentes.

Depois que a integracao estiver concluida, monitorize as recuperagdes de dados de objetos do n6 de Arquivo
para estabelecer valores para tempos de recuperagaéo normais e comprimentos de fila. Em seguida, crie
alarmes personalizados para ARQL e ARRL que serdo acionados se surgir uma condigdo operacional
anormal.

Informacgdes relacionadas
"Monitorizar Resolucéo de problemas"

Integracgao do Tivoli Storage Manager

Esta sec¢ao inclui as melhores praticas e informagdes de configuragéo para integrar um
nd de arquivo com um servidor Tivoli Storage Manager (TSM), incluindo detalhes
operacionais do n6 de arquivo que afetam a configuragao do servidor TSM.

+ "Configuracdo e operagao do né de arquivamento”
* "Praticas recomendadas de configuragao"

+ "Concluir a configuragao do n6 de arquivo"

Configuracao e operacgao do né de arquivamento

Seu sistema StorageGRID gerencia o né de arquivo como um local onde os objetos séo
armazenados indefinidamente e sdo sempre acessiveis.

Quando um objeto é ingerido, copias sao feitas em todos os locais necessarios, incluindo nés de arquivo, com
base nas regras de gerenciamento do ciclo de vida da informagao (ILM) definidas para o seu sistema
StorageGRID. O né de arquivo atua como um cliente para um servidor TSM, e as bibliotecas de cliente TSM
sdo instaladas no n6 de arquivo pelo processo de instalagéo do software StorageGRID. Os dados do objeto
direcionados para o n6 de arquivo para armazenamento sao salvos diretamente no servidor TSM a medida
que sao recebidos. O nd de arquivo nao armazena os dados do objeto antes de salva-los no servidor TSM,
nem realiza agregacao de objetos. No entanto, o né de arquivo pode enviar varias copias para o servidor TSM
em uma unica transagao quando as taxas de dados séo garantidas.

Depois que o n6 de arquivo salva os dados do objeto no servidor TSM, os dados do objeto s&o gerenciados
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pelo servidor TSM usando suas politicas de ciclo de vida/retengao. Essas politicas de retengdo devem ser
definidas para serem compativeis com a operagéo do no6 de arquivo. Ou seja, os dados de objeto salvos pelo
noé de arquivo devem ser armazenados indefinidamente e devem sempre ser acessiveis pelo né de arquivo, a
menos que sejam excluidos pelo né de arquivo.

N&o ha conexao entre as regras de ILM do sistema StorageGRID e as politicas de ciclo de vida/retengéo do
servidor TSM. Cada um opera independentemente do outro; no entanto, a medida que cada objeto € ingerido
no sistema StorageGRID, vocé pode atribuir a ele uma classe de gerenciamento TSM. Essa classe de
gerenciamento € passada para o servidor TSM junto com os dados do objeto. A atribuigdo de diferentes
classes de gerenciamento a diferentes tipos de objetos permite configurar o servidor TSM para colocar dados
de objetos em diferentes pools de armazenamento ou aplicar diferentes politicas de migragao ou retengéao,
conforme necessario. Por exemplo, os objetos identificados como backups de banco de dados (conteudo
temporario que pode ser substituido por dados mais recentes) podem ser tratados de forma diferente dos
dados da aplicagao (conteudo fixo que deve ser mantido indefinidamente).

O no6 de arquivo pode ser integrado a um servidor TSM novo ou existente; ele nao requer um servidor TSM
dedicado. Os servidores TSM podem ser compartilhados com outros clientes, desde que o servidor TSM seja
dimensionado adequadamente para a carga maxima esperada. O TSM deve ser instalado em um servidor ou
maquina virtual separado do noé de arquivo.

E possivel configurar mais de um né de arquivo para gravar no mesmo servidor TSM; no entanto, esta
configuragéo s6 é recomendada se os nés de arquivo gravarem conjuntos diferentes de dados no servidor
TSM. A configuracédo de mais de um né de arquivo para gravagdo no mesmo servidor TSM nao é
recomendada quando cada né de arquivo grava copias dos mesmos dados de objeto no arquivo. No ultimo
cenario, ambas as copias estao sujeitas a um unico ponto de falha (o servidor TSM) para o que é suposto ser
copias independentes e redundantes de dados de objeto.

Os no6s de arquivamento ndo fazem uso do componente HSM (Hierarchical Storage Management) do TSM.

Praticas recomendadas de configuragao

Quando vocé esta dimensionando e configurando seu servidor TSM, existem praticas
recomendadas que vocé deve aplicar para otimiza-lo para trabalhar com o né de
Arquivo.

Ao dimensionar e configurar o servidor TSM, vocé deve considerar os seguintes fatores:

« Como o no de arquivo nao agrega objetos antes de salva-los no servidor TSM, o banco de dados TSM
deve ser dimensionado para conter referéncias a todos os objetos que serdo gravados no né de arquivo.

» O software Archive Node n&o pode tolerar a laténcia envolvida na gravacao de objetos diretamente na fita
ou em outra Midia removivel. Portanto, o servidor TSM deve ser configurado com um pool de
armazenamento de disco para o armazenamento inicial de dados salvos pelo né de arquivo sempre que
Midia removivel for usada.

» Vocé deve configurar politicas de retencao de TSM para usar a retencado baseada em eventos. O n6 de
arquivo nao suporta politicas de retengdo de TSM baseadas na criagdo. Use as seguintes configuragoes
recomendadas de retmin.0 e retver.0 na politica de retengao (que indica que a retengao comega quando o
no de arquivamento aciona um evento de retengéo e € mantido por 0 dias depois disso). No entanto,
esses valores para retmin e retver sao opcionais.

O pool de discos deve ser configurado para migrar dados para o pool de fitas (ou seja, o pool de fitas deve ser
0 NXTSTGPOOL do pool de discos). O pool de fitas ndo deve ser configurado como um pool de copias do
pool de discos com gravagao simultdnea em ambos os pools (ou seja, o pool de fitas ndo pode ser um
COPYSTGPOOL para o pool de discos). Para criar copias off-line das fitas que contém dados do Archive
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Node, configure o servidor TSM com um segundo pool de fitas que € um pool de copias do pool de fitas usado
para dados do Archive Node.

Concluir a configuragao do né de arquivo

O né de arquivo nao funciona depois de concluir o processo de instalacdo. Antes que o
sistema StorageGRID possa salvar objetos no n6 de arquivo TSM, vocé deve concluir a
instalagao e configuragcéo do servidor TSM e configurar o né de arquivo para se
comunicar com o servidor TSM.

Para obter mais informagdes sobre como otimizar as sessdes de recuperagao e armazenamento do TSM,
consulte informagdes sobre como gerenciar o armazenamento de arquivos.

+ "Gerenciando nés de arquivamento”

Consulte a seguinte documentagao da IBM, conforme necessario, enquanto prepara o servidor TSM para
integragcdo com o no6 de arquivo em um sistema StorageGRID:

+ "Guia de instalacéo e do usuario dos drivers de dispositivo de fita IBM"

» "Referéncia de programacao de drivers de dispositivo de fita IBM"

Instalar um novo servidor TSM

Vocé pode integrar o n6 de arquivo a um servidor TSM novo ou existente. Se vocé
estiver instalando um novo servidor TSM, siga as instru¢gdes na documentagado do TSM
para concluir a instalagao.

@ Um no de arquivo nao pode ser co-hospedado com um servidor TSM.

Configurando o servidor TSM

Esta sec¢ao inclui instrugdes de exemplo para preparar um servidor TSM seguindo as
praticas recomendadas do TSM.

As instrugdes a seguir o orientam durante o processo de:

* Definir um pool de armazenamento em disco e um pool de armazenamento em fita (se necessario) no
servidor TSM

* Definir uma politica de dominio que utilize a classe de gestdo TSM para os dados guardados a partir do n6
de arquivo e registar um né para utilizar esta politica de dominio

Estas instrugdes sao fornecidas apenas para a sua orientagdo; nao se destinam a substituir a documentagéao
do TSM ou a fornecer instrugbes completas e abrangentes adequadas para todas as configuragoes.
Instrugdes especificas de implantacdo devem ser fornecidas por um administrador do TSM que esteja
familiarizado com seus requisitos detalhados e com o conjunto completo de documentagéo do TSM Server.

Definicao de conjuntos de armazenamento em disco e fita TSM

O né de arquivamento grava em um pool de armazenamento em disco. Para arquivar
conteudo em fita, vocé deve configurar o pool de armazenamento em disco para mover o
conteudo para um pool de armazenamento em fita.
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Sobre esta tarefa

Para um servidor TSM, vocé deve definir um pool de armazenamento em fita e um pool de armazenamento
em disco no Tivoli Storage Manager. Depois que o pool de discos for definido, crie um volume de disco e
atribua-o ao pool de discos. Nao € necessario um pool de fitas se o servidor TSM usar storage somente em
disco.

Vocé deve concluir varias etapas em seu servidor TSM antes de criar um pool de armazenamento de fita.
(Crie uma biblioteca de fitas e pelo menos uma unidade na biblioteca de fitas. Defina um caminho do servidor
para a biblioteca e do servidor para as unidades e, em seguida, defina uma classe de dispositivo para as
unidades.) Os detalhes dessas etapas podem variar dependendo da configuragéo de hardware e dos
requisitos de armazenamento do site. Para obter mais informacdes, consulte a documentacédo do TSM.

O seguinte conjunto de instrugdes ilustra o processo. Vocé deve estar ciente de que os requisitos para o seu

site podem ser diferentes, dependendo dos requisitos da sua implantagédo. Para obter detalhes de
configuragéo e instrugdes, consulte a documentacdo do TSM.

(D Vocé deve fazer logon no servidor com Privileges administrativo e usar a ferramenta dsmadmc
para executar os seguintes comandos.

Passos
1. Crie uma biblioteca de fitas.

define library tapelibrary libtype=scsi

' _tapelibrary "Onde é escolhido um nome arbitrario para a biblioteca de
fitas, e o valor de "libtype  pode variar dependendo do tipo de
biblioteca de fitas.

2. Defina um caminho do servidor para a biblioteca de fitas.

define path servername tapelibrary srctype=server desttype=library device=1ib-
devicename

° servername E 0 nome do servidor TSM
° tapelibrary € o nome da biblioteca de fitas que vocé definiu
° lib-devicename € o nome do dispositivo para a biblioteca de fitas

3. Defina uma unidade para a biblioteca.
define drive tapelibrary drivename

° drivename € 0 nome que vocé deseja especificar para a unidade

° tapelibrary € o nome da biblioteca de fitas que vocé definiu
Vocé pode querer configurar uma unidade ou unidades adicionais, dependendo da configuragédo do
hardware. (Por exemplo, se o servidor TSM estiver conetado a um switch Fibre Channel que tenha
duas entradas de uma biblioteca de fitas, talvez vocé queira definir uma unidade para cada entrada.)

4. Defina um caminho do servidor para a unidade definida.
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define path servername drivename srctype=server desttype=drive
library=tapelibrary device=drive-dname

° drive-dname € 0 nome do dispositivo para a unidade

° tapelibrary é o nome da biblioteca de fitas que vocé definiu

Repita para cada unidade definida para a biblioteca de fitas, usando uma unidade drivename
separada e drive-dname para cada unidade.

5. Defina uma classe de dispositivo para as unidades.

define devclass DeviceClassName devtype=lto library=tapelibrary
format=tapetype

° DeviceClassName € 0 nome da classe de dispositivo

° 1to é o tipo de unidade conetada ao servidor

° tapelibrary € o nome da biblioteca de fitas que vocé definiu

° tapetype € o tipo de fita; por exemplo, ultrium3

6. Adicione volumes de fita ao inventario da biblioteca.

checkin libvolume tapelibrary

tapelibrary € o nome da biblioteca de fitas que vocé definiu.
7. Crie o pool de armazenamento de fita primario.

define stgpool SGWSTapePool DeviceClassName description=description
collocate=filespace maxscratch=XX

° SGWSTapePool E 0 nome do conjunto de armazenamento de fita do né de arquivo. Vocé pode
selecionar qualquer nome para o pool de armazenamento de fita (desde que o nome use as
convengoes de sintaxe esperadas pelo servidor TSM).

° DeviceClassName € 0 nome do nome da classe do dispositivo para a biblioteca de fitas.

° description E uma descricdo do pool de armazenamento que pode ser exibido no servidor TSM
usando o0 query stgpool comando. Por exemplo: "conjunto de armazenamento de fita para o n6 de
arquivo.™

° collocate=rilespace Especifica que o servidor TSM deve gravar objetos do mesmo espaco de
arquivo em uma unica fita.

° XX é um dos seguintes:

= O numero de fitas vazias na biblioteca de fitas (caso o né de arquivo seja o Unico aplicativo que
usa a biblioteca).

= O numero de fitas alocadas para uso pelo sistema StorageGRID (nos casos em que a biblioteca
de fitas € compartilhada).

8. Em um servidor TSM, crie um pool de armazenamento em disco. Na consola administrativa do servidor
TSM, introduza

define stgpool SGWSDiskPool disk description=description
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maxsize=maximum file size nextstgpool=SGWSTapePool highmig=percent high
lowmig=percent low

° SGWSDiskPool E o nome do conjunto de discos do né de arquivo. Vocé pode selecionar qualquer
nome para o pool de armazenamento em disco (desde que o nome use as convengdes de sintaxe
esperadas pelo TSM).

> description E uma descricdo do pool de armazenamento que pode ser exibido no servidor TSM
usando o query stgpool comando. Por exemplo, ""conjunto de armazenamento em disco para o nd
de arquivo".

° maximum file size forga objetos maiores do que esse tamanho a serem gravados diretamente na
fita, em vez de serem armazenados em cache no pool de discos. Recomenda-se definir
maximum file size para 10 GB.

° nextstgpool=SGWSTapePool Refere o pool de armazenamento em disco ao pool de
armazenamento em fita definido para o n6 de arquivo.

° percent high define o valor no qual o pool de discos comega a migrar seu conteudo para o pool de
fitas. Recomenda-se definir percent high como 0 para que a migracdo de dados comece
imediatamente

° percent_low define o valor no qual a migragéo para o conjunto de fitas para. Recomenda-se definir
percent lowcomo 0 para limpar o pool de discos.

9. Em um servidor TSM, crie um volume de disco (ou volumes) e atribua-o ao pool de discos.
define volume SGWSDiskPool volume name formatsize=size

° SGWSDiskPool é o nome do pool de discos.

° volume name E o caminho completo para o local do volume (por exemplo,
/var/local/arc/stage6.dsm ) no servidor TSM onde grava o conteudo do pool de discos em
preparacao para transferéncia para fita.

° size E o tamanho, em MB, do volume do disco.

Por exemplo, para criar um unico volume de disco de modo que o conteudo de um pool de discos
preencha uma unica fita, defina o valor de tamanho como 200000 quando o volume da fita tiver uma
capacidade de 200 GB.

No entanto, pode ser desejavel criar varios volumes de disco de um tamanho menor, ja que o servidor
TSM pode gravar em cada volume no pool de discos. Por exemplo, se o tamanho da fita for de 250
GB, crie 25 volumes de disco com um tamanho de 10 GB (10000) cada.

O servidor TSM prealoca espago no diretério para o volume de disco. Isso pode levar algum tempo para
ser concluido (mais de trés horas para um volume de disco de 200 GB).
Definir uma politica de dominio e registar um né

Vocé precisa definir uma politica de dominio que use a classe de gerenciamento TSM
para os dados salvos do né de arquivamento e, em seguida, Registrar um né para usar
essa diretiva de dominio.
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Os processos do né de arquivamento podem vazar memoria se a senha do cliente para o n6 de

@ arquivamento no Tivoli Storage Manager (TSM) expirar. Certifique-se de que o servidor TSM
esta configurado para que o nome de utilizador/palavra-passe do cliente para o né de arquivo
nunca expire.

Ao Registrar um no no servidor TSM para o uso do né de arquivo (ou atualizar um né existente), vocé deve
especificar o numero de pontos de montagem que o nd pode usar para operagdes de gravagao especificando
o parametro MAXNUMMP para o comando DE NO DE REGISTRO. O nimero de pontos de montagem &
normalmente equivalente ao numero de cabecas de unidade de fita alocadas ao n6 de arquivo. O numero
especificado para MAXNUMMP no servidor TSM deve ser pelo menos tdo grande quanto o valor definido para
ARC > Target > Configuration > Main > Maximum Store Sessions para o Archive Node, que ¢ definido
para um valor de 0 ou 1, ja que as sessdes de armazenamento simultdneas nao séo suportadas pelo Archive
Node.

O valor de MAXSESSIONS definido para o servidor TSM controla o nimero maximo de sessbées que podem
ser abertas para o servidor TSM por todos os aplicativos clientes. O valor de MAXSESSIONS especificado no
TSM deve ser pelo menos tdo grande quanto o valor especificado para ARC > Target > Configuration >
Main > Number of Sessions no Grid Manager para o Archive Node. O né de arquivo cria simultaneamente,
no maximo, uma sessao por ponto de montagem, mais um pequeno numero (inferior a 5) de sessdes
adicionais.

O n6 TSM atribuido ao n6 de arquivo usa uma politica de dominio personalizada tsm-domain . A tsm-
domain politica de dominio € uma versdo modificada da politica de dominio "sandard", configurada para

gravar em fita e com o destino do arquivo definido como o pool de armazenamento do sistema StorageGRID
(SGWSDiskPool).

@ Vocé deve fazer login no servidor TSM com Privileges administrativo e usar a ferramenta
dsmadmc para criar e ativar a diretiva de dominio.

Criando e ativando a politica de dominio

Vocé deve criar uma politica de dominio e ativa-la para configurar o servidor TSM para
salvar os dados enviados do n6 de Arquivo.

Passos
1. Crie uma politica de dominio.

copy domain standard tsm-domain
2. Se vocé nao estiver usando uma classe de gerenciamento existente, insira uma das seguintes op¢des:
define policyset tsm-domain standard
define mgmtclass tsm-domain standard default
default é a classe de gerenciamento padrao para a implantacao.
3. Crie um copygroup para o pool de armazenamento apropriado. Introduza (numa linha):

define copygroup tsm-domain standard default type=archive
destination=SGWSDiskPool retinit=event retmin=0 retver=0
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default E a classe de gerenciamento padrdo para o né de arquivo. Os valores de retinit, retmin e
retver foram escolhidos para refletir o comportamento de retengao atualmente utilizado pelo né de
arquivo

Nao defina retinit para retinit=create. A configuragdo retinit=create impede
que o no de arquivo exclua conteudo, uma vez que os eventos de retengao sdo usados
para remover conteudo do servidor TSM.

4. Atribua a classe de gerenciamento como padrao.
assign defmgmtclass tsm-domain standard default
5. Defina o novo conjunto de politicas como ativo.

activate policyset tsm-domain standard

Ignore o aviso "no backup copy group™ que aparece quando vocé digita o comando Activate.

6. Registre um no para usar o novo conjunto de politicas no servidor TSM. No servidor TSM, introduza (numa
linha):

register node arc-user arc-password passexp=0 domain=tsm-domain
MAXNUMMP=number-of-sessions

ARC-user e ARC-password sdo o mesmo nome de no de cliente e palavra-passe definidos no né de
arquivo, e o valor de MAXNUMMP é definido para o numero de unidades de fita reservadas para sessbes
de armazenamento de né de arquivo.

@ Por padrao, o Registro de um no cria uma ID de usuario administrativo com autoridade de
proprietario do cliente, com a senha definida para o no.

Migracao de dados para o StorageGRID

E possivel migrar grandes quantidades de dados para o sistema StorageGRID e,
simultaneamente, usar o sistema StorageGRID para operagdes diarias.

A secdo a seguir € um guia para entender e Planejar uma migragéo de grandes quantidades de dados para o
sistema StorageGRID. Ele ndo € um guia geral para a migragao de dados e nao inclui etapas detalhadas para
a execugao de uma migragao. Siga as diretrizes e instrugdes nesta se¢ao para garantir que os dados sejam
migrados com eficiéncia para o sistema StorageGRID sem interferir nas operagdes diarias e que os dados
migrados sejam tratados adequadamente pelo sistema StorageGRID.

+ "Confirmar a capacidade do sistema StorageGRID"

+ "Determinando a politica de ILM para dados migrados"

* "Impacto da migragédo nas operacgoes"

» "Agendamento da migracao de dados"

* "Monitoramento da migrag¢ao de dados"

+ "Criagao de notificagbes personalizadas para alarmes de migragao"
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Confirmar a capacidade do sistema StorageGRID

Antes de migrar grandes quantidades de dados para o sistema StorageGRID, confirme
se o sistema StorageGRID tem a capacidade de disco para lidar com o volume
esperado.

Se o sistema StorageGRID incluir um n6é de arquivo e uma copia de objetos migrados tiver sido salva no
armazenamento de dados nearline (como fita), verifique se o armazenamento do né de arquivamento tem
capacidade suficiente para o volume esperado de dados migrados.

Como parte da avaliagéo de capacidade, observe o perfil de dados dos objetos que vocé planeja migrar e
calcule a quantidade de capacidade de disco necessaria. Para obter detalhes sobre como monitorar a
capacidade de disco do seu sistema StorageGRID, consulte as instru¢gdes para monitoramento e solugdo de
problemas do StorageGRID.

Informacgodes relacionadas

"Monitorizar Resolugao de problemas”

"Gerenciando nés de storage"

Determinando a politica de ILM para dados migrados

A politica ILM do sistema StorageGRID determina quantas copias sao feitas, os locais
para 0s quais as copias sdo armazenadas e por quanto tempo essas copias sao
mantidas. Uma politica ILM consiste em um conjunto de regras ILM que descrevem
como filtrar objetos e gerenciar dados de objetos ao longo do tempo.

Dependendo de como os dados migrados sao usados e de seus requisitos de dados migrados, talvez vocé
queira definir regras exclusivas de ILM para dados migrados que sao diferentes das regras de ILM usadas
para operagoes diarias. Por exemplo, se houver requisitos regulatérios diferentes para o gerenciamento diario
de dados do que os dados incluidos na migragao, talvez vocé queira um numero diferente de copias dos
dados migrados em um nivel diferente de storage.

Vocé pode configurar regras que se aplicam exclusivamente aos dados migrados se for possivel distinguir de
forma exclusiva entre dados migrados e dados de objetos salvos de operagdes diarias.

Se vocé puder distinguir de forma confiavel entre os tipos de dados usando um dos critérios de metadados,
use esses critérios para definir uma regra de ILM que se aplica apenas aos dados migrados.

Antes de iniciar a migragao de dados, certifique-se de que compreende a politica de ILM do sistema
StorageGRID e de que forma sera aplicada aos dados migrados e de que fez e testou quaisquer alteragbes a
politica ILM.

Uma politica de ILM que foi incorretamente especificada pode causar perda de dados
irrecuperavel. Revise cuidadosamente todas as alteragdes feitas em uma politica ILM antes de
ativa-la para garantir que a politica funcionara conforme pretendido.

Informacgdes relacionadas

"Gerenciar objetos com ILM"
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Impacto da migragcao nas operagoes

O sistema StorageGRID foi desenvolvido para fornecer operagdes eficientes de storage
e recuperacao de objetos, além de fornecer excelente prote¢ao contra a perda de dados
por meio da criagdo otimizada de cépias redundantes de dados de objetos e metadados.

No entanto, a migracédo de dados deve ser cuidadosamente gerenciada de acordo com as instru¢oes deste
capitulo para evitar ter impactos nas operagdes diarias do sistema ou, em casos extremos, colocar os dados
em risco de perda em caso de falha no sistema StorageGRID.

A migracéo de grandes quantidades de dados coloca carga adicional no sistema. Quando o sistema
StorageGRID esta muito carregado, ele responde mais lentamente as solicitagdes para armazenar e
recuperar objetos. Isso pode interferir com as solicitagcbes de armazenamento e recuperagéo que sao parte
integrante das operagdes diarias. A migragdo também pode causar outros problemas operacionais. Por
exemplo, quando um no6 de armazenamento esta proximo da capacidade, a carga intermitente pesada devido
a ingestéo de lote pode fazer com que o n6 de armazenamento alterne entre somente leitura e leitura-
gravacéao, gerando notificagdes.

Se o carregamento pesado persistir, as filas podem se desenvolver para varias operagdes que o sistema
StorageGRID deve executar para garantir a redundancia total dos dados e metadados do objeto.

A migracéo de dados deve ser cuidadosamente gerenciada de acordo com as diretrizes deste documento
para garantir o funcionamento seguro e eficiente do sistema StorageGRID durante a migragdo. Ao migrar
dados, ingira objetos em lotes ou controle continuamente a ingestdo. Em seguida, monitore continuamente o
sistema StorageGRID para garantir que varios valores de atributo ndo sejam excedidos.

Agendamento da migragcao de dados

Evite migrar dados durante o horario operacional principal. Limite a migracdo de dados
para noites, fins de semana e outras ocasidoes em que o uso do sistema é baixo.

Se possivel, ndo programe a migragao de dados durante periodos de alta atividade. No entanto, se nao for
pratico evitar completamente o periodo de atividade elevada, é seguro prosseguir desde que monitorize de
perto os atributos relevantes e tome medidas se excederem os valores aceitaveis.

Informacgdes relacionadas
"Monitoramento da migracao de dados"

Monitoramento da migragao de dados

A migracao de dados deve ser monitorada e ajustada conforme necessario para garantir
que os dados sejam colocados de acordo com a politica de ILM dentro do prazo exigido.

Esta tabela lista os atributos que vocé deve monitorar durante a migragao de dados e os problemas que eles
representam.

Se vocé usar politicas de classificagéo de trafego com limites de taxa para reduzir a ingestao, podera

monitorar a taxa observada em conjunto com as estatisticas descritas na tabela a seguir e reduzir os limites,
se necessario.
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Monitorar Descrigdo

Numero de objetos aguardando 1. Selecione Support > Tools > Grid Topology.

avaliagao ILM 2. Selecione deployment > Overview > Main.

3. Na secao ILM Activity, monitore o nimero de objetos mostrados
para os seguintes atributos:

o Aguardando - todos (XQUZ): O numero total de objetos
aguardando avaliagéo ILM.

o Aguardando - Cliente (XCQZ): O numero total de objetos
aguardando avaliagédo ILM das operagbdes do cliente (por
exemplo, ingest).

4. Se o numero de objetos mostrados para qualquer um desses
atributos exceder 100.000, diminua a taxa de ingestao de objetos
para reduzir a carga no sistema StorageGRID.

Capacidade de armazenamento do Se a politica de ILM salvar uma cépia dos dados migrados para um

sistema de arquivamento sistema de armazenamento de arquivamento de destino (fita ou

direcionado nuvem), monitore a capacidade do sistema de armazenamento de
arquivamento de destino para garantir que haja capacidade suficiente
para os dados migrados.

Archive Node > ARC > Store Se um alarme para o atributo Store Failures (ARVF) for acionado, o
sistema de armazenamento de arquivos alvo pode ter atingido a
capacidade. Verifique o sistema de armazenamento de arquivos alvo e
resolva quaisquer problemas que acionaram um alarme.

Criagdo de notificagoes personalizadas para alarmes de migragao

Vocé pode querer que o StorageGRID envie notificagdes de alerta ou notificagées de
alarme (sistema legado) para o administrador do sistema responsavel pelo
monitoramento da migracao se certos valores excederem os limites recomendados.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de acesso especificas.

» Vocé deve ter configurado configuragées de e-mail para notificagdes de alerta (ou alarme).

Passos

1. Crie uma regra de alerta personalizada ou um alarme personalizado global para cada métrica ou atributo
StorageGRID do Prometheus que vocé deseja monitorar durante a migragao de dados.

Os alertas sao acionados com base nos valores métricos Prometheus. Os alarmes sao acionados com
base em valores de atributo. Consulte as instru¢gdes para monitoramento e solugao de problemas do
StorageGRID para obter mais informagdes.

2. Desative a regra de alerta personalizado ou o alarme personalizado global apos a conclusdo da migragéao
de dados.
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Observe que os alarmes personalizados globais substituem os alarmes padréo.

Informacgdes relacionadas
"Monitorizar Resolucéo de problemas"
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