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Como os objetos sao ingeridos

O StorageGRID protege os objetos durante a ingestédo, executando o posicionamento
sincrono ou executando commit duplo, conforme especificado na regra ILM que
corresponde aos objetos.

Quando um cliente S3 ou Swift armazena um objeto na grade, o StorageGRID ingere o objeto usando um
destes dois métodos:

« Colocagao sincrona: O StorageGRID cria imediatamente todas as copias de objetos necessarias para
atender aos requisitos do ILM. O StorageGRID envia uma mensagem de "ingestdo bem-sucedida" ao
cliente quando todas as copias sao criadas.

Se o StorageGRID néo puder criar imediatamente todas as cépias de objeto (por exemplo, porque um
local necessario esta temporariamente indisponivel), ele enviara uma mensagem "ingest failed™ para o
cliente, ou se recaira a criar copias de objeto provisorias e avaliar o ILM mais tarde, dependendo da

escolha feita quando vocé criou a regra ILM.

* * Commit duplo*: O StorageGRID cria imediatamente duas copias provisoérias do objeto, cada uma em um
né de armazenamento diferente, e envia uma mensagem I ao cliente. O StorageGRID
entdo coloca o objeto em fila para avaliagao do ILM.

ingest successfu

Quando o StorageGRID executa a avaliagao ILM, ele primeiro verifica se as copias provisorias satisfazem
as instru¢des de colocagao na regra ILM. Por exemplo, as duas copias provisorias podem satisfazer as
instrucdes em uma regra ILM de duas copias, mas elas nao satisfazem as instrugdes em uma regra de
codificagdo de apagamento. Se as copias provisorias nao satisfizerem as instrugdes do ILM, o
StorageGRID criara novas copias de objeto e excluira quaisquer copias provisorias que nao sejam
necessarias.

Se o StorageGRID n&o puder criar duas copias provisorias (por exemplo, se um problema de rede impedir
que a segunda copia seja feita), o StorageGRID nao tentara novamente. A ingestao falha.

Os clientes S3 ou Swift podem especificar que o StorageGRID crie uma Unica copia

@ provisoria na ingestao especificando REDUCED REDUNDANCY para a classe de
armazenamento. Consulte as instrugdes para implementar um cliente S3 ou Swift para
obter mais informacgoes.

Por padrao, o StorageGRID usa o posicionamento sincrono para proteger objetos durante a ingestao.

Informagodes relacionadas
"Opc¢oes de protecédo de dados para ingestao"

"Use S3"

"Use Swift"

Opcoes de protecao de dados para ingestao

Ao criar uma regra ILM, vocé especifica uma das trés opgdes para proteger objetos na
ingestao: Commit duplo, balanceado ou rigoroso. Dependendo de sua escolha, o
StorageGRID faz cdpias provisorias e coloca os objetos em fila para avaliagéo do ILM


https://docs.netapp.com/pt-br/storagegrid-115/s3/index.html
https://docs.netapp.com/pt-br/storagegrid-115/swift/index.html

mais tarde, ou usa o posicionamento sincrono e faz copias imediatamente para atender
aos requisitos do ILM.

Commit duplo

Quando vocé seleciona a opg¢ao de confirmagéo dupla, o StorageGRID imediatamente faz cépias provisoérias
de objeto em dois nds de armazenamento diferentes e retorna uma mensagem de ""ingestao bem-sucedida
para o cliente. O objeto é colocado em fila para avaliagéo ILM e cdpias que atendem as instrugdes de

colocagéao da regra séao feitas posteriormente.

Quando usar a opg¢ao de confirmagao dupla

Use a opgao de confirmagao dupla em qualquer um desses casos:

* Vocé esta usando regras de ILM de varios sites e a laténcia de ingestao de clientes é sua principal
consideracdo. Ao usar o Dual Commit, vocé deve garantir que sua grade possa executar o trabalho
adicional de criar e remover as copias de dual commit se elas ndo satisfizerem o ILM. Especificamente:

> A carga na grade deve ser baixa o suficiente para evitar um backlog ILM.

o A grade deve ter recursos de hardware em excesso (IOPS, CPU, meméoria, largura de banda da rede,
etc.).

* Vocé esta usando regras ILM de varios sites e a conexdao WAN entre os sites geralmente tem alta laténcia
ou largura de banda limitada. Nesse cenario, usar a opgao de confirmagéo dupla pode ajudar a evitar
tempos limite do cliente. Antes de escolher a opgao Dual Commit, vocé deve testar o aplicativo cliente com
cargas de trabalho realistas.

Rigoroso

Quando vocé seleciona a opgao estrita, o StorageGRID usa o posicionamento sincrono na ingestao e faz
imediatamente todas as copias de objetos especificadas nas instru¢gdes de posicionamento da regra. A
ingestao falha se o StorageGRID nao puder criar todas as copias, por exemplo, porque um local de
armazenamento necessario esta temporariamente indisponivel. O cliente deve tentar novamente a operacéo.

Quando usar a opgao estrita

Use a opgao estrita se vocé tiver um requisito operacional ou regulamentar para armazenar imediatamente
objetos apenas nos locais descritos na regra ILM. Por exemplo, para atender a um requisito regulatério, talvez
seja necessario usar a opgao estrita e um filtro avangado de restricdo de localizagdo para garantir que os
objetos nunca sejam armazenados em determinado data center.

"Exemplo 5: Regras de ILM e politica para comportamento de ingest&o rigorosa"

Equilibrado

Quando vocé seleciona a opgao equilibrada, o StorageGRID também usa o posicionamento sincrono na
ingestdo e faz imediatamente todas as copias especificadas nas instru¢gdes de posicionamento da regra. Em
contraste com a opgéo estrita, se o StorageGRID nao puder fazer imediatamente todas as copias, ele usara o
Dual Commit.

Quando usar a opg¢ao equilibrada

Use a opgao equilibrada para obter a melhor combinagéo de protegao de dados, desempenho de grade e


https://docs.netapp.com/pt-br/storagegrid-115/ilm/example-5-ilm-rules-and-policy-for-strict-ingest-behavior.html

sucesso de ingestao. Balanced é a opgéo padrao no assistente de regras ILM.

Fluxograma de trés opg¢oes de ingestao

O fluxograma mostra o que acontece quando os objetos sdo combinados por uma regra ILM que usa uma
dessas opgodes de ingestao.

Client application saves
object to StorageGRID

Dual commit Balanced Strict

Interim object copies Can day O copies be Can day O copies be

stored. made immediately? made immediately?
“Ingest

successful”

Object queued for ILM Copies created to satisfy
evaluation. ILM.
ILM evaluation l p ¢
Ingest
succe ssful”
Copies created to satisfy

ILM.

Any interim copies that are
not needed are deleted.

td

StorageGRID responds to the client.

StorageGRID completes the
actions that were prompted by
the client save operation.

Informacgdes relacionadas
"Como os objetos sdo ingeridos”

Vantagens, desvantagens e limitagcoes das opcoes de
protecao de dados

Compreender as vantagens e desvantagens de cada uma das trés opg¢des de protegao
de dados na ingestao (equilibrada, rigorosa ou dupla confirmagao) pode ajuda-lo a



decidir qual escolher para uma regra ILM.

Vantagens das opg¢oes equilibradas e estritas

Quando comparado ao Dual Commit, que cria copias provisorias durante a ingestao, as duas opgbes de
posicionamento sincrono podem oferecer as seguintes vantagens:

* Melhor seguranga de dados: Os dados do objeto s&o imediatamente protegidos conforme especificado
nas instrugdes de colocagao da regra ILM, que podem ser configurados para proteger contra uma ampla
variedade de condigdes de falha, incluindo a falha de mais de um local de armazenamento. A confirmagéo
dupla sé pode proteger contra a perda de uma unica cépia local.

» Operacao de grade mais eficiente: Cada objeto € processado apenas uma vez, pois € ingerido. Como o
sistema StorageGRID néo precisa rastrear ou excluir copias provisorias, ha menos carga de
processamento e menos espaco no banco de dados é consumido.

 * (Equilibrado) recomendado*: A opgéo equilibrada proporciona uma eficiéncia ideal de ILM. O uso da
opc¢ao Balanced é recomendado a menos que um comportamento de ingestao rigoroso seja necessario ou
a grade atenda a todos os critérios de uso para Dual Commit.

* (strict) certeza sobre locais de objetos: A opgao strict garante que os objetos sdo imediatamente
armazenados de acordo com as instrugdes de colocagao na regra ILM.

Desvantagens das op¢oes equilibradas e estritas
Quando comparado ao Dual Commit, as opgdes equilibradas e estritas tém algumas desvantagens:

« * Maiores ingeréncias de clientes*: As laténcias de ingestédo de clientes podem ser mais longas. Quando
vocé usa as opgdes balanceadas e rigorosas, uma mensagem ""ingest successful™ ndo sera retornada ao

cliente até que todos os fragmentos codificados por apagamento ou cépias replicadas sejam criados e

armazenados. No entanto, os dados de objetos provavelmente alcangardo seu posicionamento final muito

mais rapido.

* (strict) taxas mais altas de falha de ingestdao: Com a opgéao estrita, a ingestao falha sempre que o
StorageGRID néo puder fazer imediatamente todas as cépias especificadas na regra ILM. Vocé pode ver
altas taxas de falha de ingestdo se um local de armazenamento necessario estiver temporariamente off-
line ou se problemas de rede causarem atrasos na copia de objetos entre sites.

* (strict) S3 colocagoes de upload de varias partes podem nao ser como esperado em algumas
circunstancias: Com strict, vocé espera que objetos sejam colocados como descrito pela regra ILM ou
para que a ingestao falhe. No entanto, com um upload multipart S3, o ILM ¢é avaliado para cada parte do
objeto a medida que ingerido, e para o objeto como um todo quando o upload multipart &€ concluido. Nas
seguintes circunstancias, isso pode resultar em colocagdes que sao diferentes do que vocé espera:

> Se o ILM mudar enquanto um upload multipart S3 esta em andamento: Porque cada parte é
colocada de acordo com a regra que esta ativa quando a pecga é ingerida, algumas partes do objeto
podem nao atender aos requisitos atuais do ILM quando o upload multipart € concluido. Nesses casos,
a ingestédo do objeto nao falha. Em vez disso, qualquer peg¢a que nao seja colocada corretamente &
colocada na fila para reavaliagao ILM e é movida para o local correto mais tarde.

> Quando as regras do ILM filtram no tamanho: Ao avaliar o ILM para uma peca, o StorageGRID filtra
o tamanho da pecga, ndo o tamanho do objeto. Isso significa que partes de um objeto podem ser
armazenadas em locais que ndo atendem aos requisitos de ILM para o objeto como um todo. Por
exemplo, se uma regra especifica que todos os objetos de 10 GB ou maior sdo armazenados em DC1
enquanto todos os objetos menores sdo armazenados em DC2, na ingestao cada parte de 1 GB de
um upload multipart de 10 partes é armazenado em DC2. Quando ILM é avaliado para o objeto, todas
as partes do objeto sdo movidas para DC1.



* (strict) ingest nao falha quando tags de objeto ou metadados sao atualizados e nao é possivel fazer
posicionamentos recém-solicitados: Com strict, vocé espera que objetos sejam colocados conforme
descrito pela regra ILM ou para falha de ingestdo. No entanto, quando vocé atualiza metadados ou tags
para um objeto que ja esta armazenado na grade, o objeto n&o é reingerido. Isso significa que quaisquer
alteragdes no posicionamento de objetos que sdo acionadas pela atualizagao ndo sao feitas
imediatamente. As alteracdes de posicionamento sio feitas quando o ILM é reavaliado por processos
normais de ILM em segundo plano. Se nao for possivel fazer alteragdes de posicionamento necessarias
(por exemplo, porque um local recém-solicitado nao esta disponivel), o objeto atualizado mantém seu
posicionamento atual até que as alteragdes de posicionamento sejam possiveis.

Limitagcées em posicionamentos de objetos com op¢oes equilibradas ou estritas

As opgoes equilibradas ou estritas ndo podem ser usadas para regras de ILM que tenham qualquer uma
destas instrugdes de colocagao:

» Colocagado em um pool de storage de nuvem no dia 0.
» Colocagdo em um n6 de arquivo no dia 0.

* Posicionamentos em um pool de armazenamento em nuvem ou em um no de arquivamento quando a
regra tiver um tempo de criagao definido pelo usuario como seu tempo de referéncia.

Essas restricdes existem porque o StorageGRID ndo pode fazer cépias sincronamente para um pool de
armazenamento em nuvem ou um no de arquivamento, e um tempo de criagdo definido pelo usuario pode ser
resolvido até o momento.

Como as regras do ILM e os controles de consisténcia interagem para afetar a
protecao de dados

Tanto sua regra ILM quanto sua escolha de controle de consisténcia afetam a forma como os objetos sé&o
protegidos. Essas configuragbes podem interagir.

Por exemplo, o comportamento de ingestéo selecionado para uma regra ILM afeta o posicionamento inicial de
copias de objetos, enquanto o controle de consisténcia usado quando um objeto € armazenado afeta o
posicionamento inicial dos metadados de objetos. Como o StorageGRID exige acesso aos metadados de um
objeto e aos dados para atender as solicitagdes do cliente, selecionar niveis de protegao correspondentes
para o nivel de consisténcia e comportamento de ingestdo pode fornecer melhor protegao inicial de dados e
respostas do sistema mais previsiveis.

Aqui estd um breve resumo dos controles de consisténcia disponiveis no StorageGRID:

» Todos: Todos os nés recebem metadados de objeto imediatamente ou a solicitagéo falhara.

« Strong-global: Metadados de objetos sao imediatamente distribuidos para todos os sites. Garante
consisténcia de leitura apds gravagao para todas as solicitagdes de clientes em todos os sites.

» Strong-site: Metadados de objetos sao imediatamente distribuidos para outros nés no site. Garante
consisténcia de leitura apds gravacgao para todas as solicitacdes de clientes dentro de um site.

* Read-after-novo-write: Fornece consisténcia de leitura-apds-gravagao para novos objetos e eventual
consisténcia para atualizagdes de objetos. Oferece alta disponibilidade e garantias de protegao de dados.

+ Available (eventual consisténcia para OPERACOES DE CABECA): Comporta-se da mesma forma que o
nivel de consisténcia "read-after-new-write", mas apenas fornece consisténcia eventual para operacoes
DE CABECA.



Antes de selecionar um nivel de consisténcia, leia a descricdo completa dessas configuragdes
nas instrugdes para criar um aplicativo cliente S3 ou Swift. Vocé deve entender os beneficios e
limitagbes antes de alterar o valor padrao.

Exemplo de como o controle de consisténcia e a regra ILM podem interagir

Suponha que vocé tenha uma grade de dois locais com a seguinte regra ILM e a seguinte configuracéo de
nivel de consisténcia:

* Regra ILM: Crie duas cépias de objeto, uma no local e outra em um local remoto. O comportamento de
ingestao estrita é selecionado.

* Nivel de consisténcia: "Trong-global" (metadados de objetos sdo imediatamente distribuidos para todos
os sites.)

Quando um cliente armazena um objeto na grade, o StorageGRID faz cépias de objeto e distribui metadados
para ambos os sites antes de retornar sucesso ao cliente.

O objeto é totalmente protegido contra perda no momento da mensagem de ingestao bem-sucedida. Por
exemplo, se o local for perdido logo apés a ingestao, copias dos dados do objeto e dos metadados do objeto
ainda existem no local remoto. O objeto é totalmente recuperavel.

Se, em vez disso, vocé usou a mesma regra ILM e o nivel de consisténcia "site-trong", o cliente podera
receber uma mensagem de sucesso depois que os dados do objeto forem replicados para o site remoto, mas
antes que os metadados do objeto sejam distribuidos 4. Nesse caso, o nivel de prote¢do dos metadados de
objetos ndo corresponde ao nivel de protecdo dos dados de objeto. Se o site local for perdido logo apds a
ingestao, os metadados do objeto serao perdidos. O objeto ndo pode ser recuperado.

A inter-relagdo entre niveis de consisténcia e regras de ILM pode ser complexa. Contacte a NetApp se
necessitar de assisténcia.

Informacgdes relacionadas
"O que é replicagao"

"O que é codificacdo de apagamento”

"Quais s&o os esquemas de codificacdo de apagamento”

"Exemplo 5: Regras de ILM e politica para comportamento de ingest&o rigorosa"
"Use S3"

"Use Swift"
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