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Configurando conexoes de cliente S3 e Swift

Como administrador de grade, vocé gerencia as opg¢des de configuracao que controlam
como os locatarios S3 e Swift podem conetar aplicativos clientes ao seu sistema
StorageGRID para armazenar e recuperar dados. Existem varias opgdes diferentes para
atender a diferentes requisitos de cliente e locatario.

Os aplicativos clientes podem armazenar ou recuperar objetos conetando-se a qualquer um dos seguintes:

» O servico Load Balancer em nés de administragdo ou nés de gateway, ou, opcionalmente, o endereco IP
virtual de um grupo de alta disponibilidade (HA) de ndés de administragdo ou nés de gateway

* O servigo CLB em nés de Gateway, ou, opcionalmente, o enderecgo IP virtual de um grupo de nés de
gateway de alta disponibilidade

O servigo CLB esta obsoleto. Os clientes configurados antes da verséo do StorageGRID

@ 11,3 podem continuar a usar o servico CLB nos nos de gateway. Todos os outros aplicativos
clientes que dependem do StorageGRID para fornecer balanceamento de carga devem se
conetar usando o servigo de balanceamento de carga.

* Nos de storage, com ou sem um balanceador de carga externo
Opcionalmente, vocé pode configurar os seguintes recursos em seu sistema StorageGRID:

» Servigo de balanceamento de carga: Vocé permite que os clientes usem o servigo de balanceamento de
carga criando pontos de extremidade do balanceador de carga para conexdes de cliente. Ao criar um
endpoint de balanceador de carga, vocé especifica um numero de porta, se o endpoint aceita conexdes
HTTP ou HTTPS, o tipo de cliente (S3 ou Swift) que usara o endpoint e o certificado a ser usado para
conexdes HTTPS (se aplicavel).

* Rede Cliente nao confiavel: Vocé pode tornar a rede Cliente mais segura configurando-a como nao
confiavel. Quando a rede do cliente ndo é confiavel, os clientes sé podem se conetar usando pontos de
extremidade do balanceador de carga.

* Grupos de alta disponibilidade: Vocé pode criar um grupo de HA de nés de Gateway ou nds de
administrador para criar uma configuragéo de backup ativo ou usar DNS de round-robin ou um
balanceador de carga de terceiros e varios grupos de HA para obter uma configuragao ativo-ativo. As
conexdes de cliente sao feitas usando os enderegos IP virtuais de grupos HA.

Vocé também pode habilitar o uso de HTTP para clientes que se conetam ao StorageGRID diretamente aos
nés de armazenamento ou usando o servigo CLB (obsoleto), e vocé pode configurar nomes de dominio de
endpoint de API S3 para clientes S3.

Resumo: Enderecos IP e portas para conexoes de clientes

Os aplicativos clientes podem se conetar ao StorageGRID usando o enderego IP de um
no de grade e o numero da porta de um servico nesse nd. Se os grupos de alta
disponibilidade (HA) estiverem configurados, os aplicativos clientes poderédo se conetar
usando o endereco IP virtual do grupo HA.

Sobre esta tarefa

Esta tabela resume as diferentes maneiras pelas quais os clientes podem se conetar ao StorageGRID e os



enderecos IP e as portas usadas para cada tipo de conexao. As instru¢gdes descrevem como localizar essas
informacgdes no Gerenciador de Grade se os pontos de extremidade do balanceador de carga e os grupos de
alta disponibilidade (HA) ja estiverem configurados.

Onde a conexdo é feita Servigo ao qual o cliente Endereco IP Porta
se coneta
Grupo HA Balanceador de carga Endereco IP virtual de um  + Porta de extremidade
grupo HA do balanceador de
carga
Grupo HA CLB Endereco IP virtual de um Portas S3 padrao:
grupo HA
Nota: o servigo CLB esta * HTTPS: 8082
obsoleto. « HTTP: 8084

Portas Swift padrao:

* HTTPS:8083

* HTTP:8085
N6 de administracao Balanceador de carga Endereco IP do n6 Admin * Porta de extremidade
do balanceador de
carga
N6 de gateway Balanceador de carga Endereco IP do n6 de » Porta de extremidade
gateway do balanceador de
carga
N6 de gateway CLB Endereco IP do n6 de Portas S3 padréo:
gateway
Nota: o servico CLB esta « HTTPS: 8082
obsoleto. Nota: por padréao, as . HTTP: 8084

portas HTTP para CLB e

LDR néo estdo ativadas. Portas Swift padrao:

* HTTPS:8083
* HTTP:8085

N6 de storage LDR Enderego IP do n6 de Portas S3 padrao:
armazenamento
« HTTPS: 18082

« HTTP: 18084
Portas Swift padrao:

* HTTPS: 18083
* HTTP:18085

Exemplos



Para conetar um cliente S3 ao ponto de extremidade do Load Balancer de um grupo de HA de nds de
Gateway, use um URL estruturado como mostrado abaixo:

* https://VIP-of-HA-group:LB-endpoint-port

Por exemplo, se o endereco IP virtual do grupo HA for 192.0.2.5 e o numero da porta de um endpoint do
balanceador de carga S3 for 10443, um cliente S3 podera usar o seguinte URL para se conetar ao
StorageGRID:

*https://192.0.2.5:10443

Para conetar um cliente Swift ao endpoint do Load Balancer de um grupo de HA de nés de Gateway, use um
URL estruturado como mostrado abaixo:

®* https://VIP-of-HA-group:LB-endpoint-port

Por exemplo, se o endereco IP virtual do grupo HA for 192.0.2.6 e o numero da porta de um endpoint do Swift
Load Balancer for 10444, um cliente Swift podera usar o seguinte URL para se conetar ao StorageGRID:

* https://192.0.2.6:10444

E possivel configurar um nome DNS para o endereco IP que os clientes usam para se conetar ao
StorageGRID. Contacte o administrador da rede local.

Passos
1. Faca login no Gerenciador de Grade usando um navegador compativel.

2. Para localizar o enderecgo IP de um né de grade:
a. Selecione nés.
b. Selecione o n6 de administragéo, né de gateway ou n6 de armazenamento ao qual deseja se conetar.
c. Selecione a guia Visao geral.
d. Na secao informacgdes do no, observe os enderecos IP do né.

e. Cligue em Mostrar mais para visualizar enderecos IPv6 e mapeamentos de interface.
Vocé pode estabelecer conexdes de aplicativos cliente para qualquer um dos enderegos IP na lista:

= ethO0: rede de Grade
= eth1: Admin Network (opcional)

= eth2: rede de clientes (opcional)

Se vocé estiver exibindo um né de administrador ou um né de gateway e for o né
ativo em um grupo de alta disponibilidade, o endereco IP virtual do grupo de HA
serd exibido em eth2.

3. Para localizar o endereco IP virtual de um grupo de alta disponibilidade:
a. Selecione Configuragao > Configuragoes de rede > grupos de alta disponibilidade.
b. Na tabela, anote o endereco IP virtual do grupo HA.

4. Para localizar o numero da porta de um endpoint do Load Balancer:

a. Selecione Configuration > Network Settings > Load Balancer Endpoints.



A pagina Load Balancer Endpoints é exibida, mostrando a lista de endpoints que ja foram
configurados.

b. Selecione um endpoint e clique em Editar endpoint.
A janela Editar ponto final abre-se e apresenta detalhes adicionais sobre o ponto final.

c. Confirme se o endpoint selecionado esta configurado para uso com o protocolo correto (S3 ou Swift) e,
em seguida, clique em Cancelar.

d. Observe o numero da porta do endpoint que vocé deseja usar para uma conexao de cliente.

Se o numero da porta for 80 ou 443, o endpoint sera configurado apenas em nés de
Gateway, uma vez que essas portas estdo reservadas em nés de administragcao. Todas
as outras portas séo configuradas nos nés de Gateway e nos de Admin.

Gerenciamento do balanceamento de carga

Vocé pode usar as fungdes de balanceamento de carga do StorageGRID para lidar com
cargas de trabalho de ingestao e recuperacéao de clientes S3 e Swift. O balanceamento
de carga maximiza a velocidade e a capacidade de conexao distribuindo cargas de
trabalho e conexdes entre varios nos de storage.

Vocé pode obter balanceamento de carga em seu sistema StorageGRID das seguintes maneiras:

* Use o servigo Load Balancer, que ¢ instalado em nés de administragéo e nds de gateway. O servigo Load
Balancer fornece balanceamento de carga de camada 7 e executa o encerramento TLS das solicitagdes
do cliente, inspeciona as solicitagdes e estabelece novas conexdes seguras aos nos de storage. Este é o
mecanismo de balanceamento de carga recomendado.

» Use o servigo CLB (Connection Load Balancer), que é instalado somente em nos de Gateway. O servigo
CLB fornece balanceamento de carga da camada 4 e suporta custos de link.

@ O servigo CLB esta obsoleto.

* Integre um balanceador de carga de terceiros. Entre em Contato com o representante da sua conta
NetApp para obter detalhes.

Como funciona o balanceamento de carga - Servigo do Load Balancer

O servico Load Balancer distribui conexdes de rede recebidas de aplicativos clientes
para nos de storage. Para ativar o balanceamento de carga, vocé deve configurar pontos
de extremidade do balanceador de carga usando o Gerenciador de Grade.

Vocé pode configurar pontos de extremidade do balanceador de carga somente para nés de administrador ou
nos de gateway, uma vez que esses tipos de n6 contém o servigo Load Balancer. Nao € possivel configurar
pontos de extremidade para nds de storage ou nos de arquivamento.

Cada ponto de extremidade do balanceador de carga especifica uma porta, um protocolo (HTTP ou HTTPS),
um tipo de servigo (S3 ou Swift) e um modo de encadernagéo. Os endpoints HTTPS requerem um certificado
de servidor. Os modos de vinculagao permitem restringir a acessibilidade das portas de endpoint a:



* Enderecos IP virtuais (VIPs) especificos de alta disponibilidade (HA)

* Interfaces de rede especificas de nés especificos

Consideragoes de porta

Os clientes podem acessar qualquer um dos pontos de extremidade que vocé configurar em qualquer n6
executando o servico Load Balancer, com duas excecoes: As portas 80 e 443 sao reservadas em noés de
administragao, portanto, os pontos de extremidade configurados nessas portas suportam operagdes de
balanceamento de carga somente em nos de Gateway.

Se vocé tiver remapeado quaisquer portas, ndo podera usar as mesmas portas para configurar pontos de
extremidade do balanceador de carga. Vocé pode criar endpoints usando portas remapeadas, mas esses
endpoints serdo remapeados para as portas e servicos CLB originais, ndo para o servigo Load Balancer. Siga
as etapas nas instrucdes de recuperacao e manutengao para remover os remapas de portas.

@ O servico CLB esta obsoleto.

Disponibilidade da CPU

O servigo Load Balancer em cada n6 de administragdo e n6 de gateway opera independentemente ao
encaminhar trafego S3 ou Swift para os nds de storage. Por meio de um processo de ponderagéo, o servigo
Load Balancer encaminha mais solicitagcdes para nés de storage com maior disponibilidade de CPU. As
informacgdes de carga da CPU do no sao atualizadas a cada poucos minutos, mas a ponderacao pode ser
atualizada com mais frequéncia. Todos os nés de storage recebem um valor minimo de peso basico, mesmo
que um no informe a utilizacdo de 100% ou nao consiga relatar sua utilizagao.

Em alguns casos, as informagdes sobre a disponibilidade da CPU estao limitadas ao local onde o servigo
Load Balancer esta localizado.

Informacgdes relacionadas

"Manter recuperar”

Configuragcao dos pontos de extremidade do balanceador de carga

Vocé pode criar, editar e remover pontos de extremidade do balanceador de carga.

Criacao de pontos de extremidade do balanceador de carga

Cada ponto de extremidade do balanceador de carga especifica uma porta, um protocolo de rede (HTTP ou
HTTPS) e um tipo de servigo (S3 ou Swift). Se criar um endpoint HTTPS, tem de carregar ou gerar um
certificado de servidor.

O que vocé vai precisar
* Vocé deve ter a permissédo de acesso root.

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

» Se vocé tiver anteriormente as portas remapeadas que pretende usar para o servigo Load Balancer, vocé
deve ter removido os remapes.


https://docs.netapp.com/pt-br/storagegrid-115/maintain/index.html

Se vocé tiver remapeado quaisquer portas, ndo podera usar as mesmas portas para
configurar pontos de extremidade do balanceador de carga. Vocé pode criar endpoints

@ usando portas remapeadas, mas esses endpoints serdo remapeados para as portas e
servicos CLB originais, ndo para o servigo Load Balancer. Siga as etapas nas instru¢des de
recuperagdo e manutengao para remover os remapas de portas.

@ O servico CLB esta obsoleto.

Passos
1. Selecione Configuration > Network Settings > Load Balancer Endpoints.
A pagina Load Balancer Endpoints é exibida.

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage
Modes. HTTPS endpoint certificates are configured per endpoint.

© Changes to endpoints can take up to 15 minutes to be applied to all nodes.

4 Add endpoint port

Display name Port Using HTTPS

Mo endpoints configured.

2. Selecione Adicionar endpoint.

A caixa de dialogo criar ponto final é exibida.

Create Endpoint
Display Mame
Port 10443
Pratocol (O HTTP (O HTTPS
Endpoint Binding Mode @ Global (O HA Group VIPs (O Mode Interfaces

3. Insira um nome de exibigdo para o endpoint, que aparecera na lista na pagina Load Balancer Endpoints.

4. Introduza um numero de porta ou deixe o numero de porta pré-preenchido como esta.

Se vocé inserir o numero da porta 80 ou 443, o endpoint sera configurado somente nos nés do Gateway,
uma vez que essas portas serdo reservadas nos nds de administragéo.

@ As portas usadas por outros servigos de grade ndo sao permitidas. Consulte as diretrizes
de rede para obter uma lista de portas usadas para comunicagdes internas e externas.



5. Selecione HTTP ou HTTPS para especificar o protocolo de rede para este endpoint.

6. Selecione um modo de encadernagao de endpoint.

> Global (padrao): O endpoint esta acessivel em todos os nés de Gateway e nés de Admin no numero
de porta especificado.

Create Endpoint
Display Name
Port 10443
Protocol (O HTTP (O HTTPS
Endpoint Binding Mode @ Global (O HA Group VIPs (O Node Interfaces

@ This endpoint is currently bound globally. All nodes will use this endpoint unless an endpoint with an overriding binding mode exists for a specific port.

Cancel

> VIPs do grupo HA: O endpoint sé pode ser acessado através dos enderecos IP virtuais definidos para
os grupos de HA selecionados. Os endpoints definidos neste modo podem reutilizar o mesmo nimero
de porta, desde que os grupos de HA definidos por esses endpoints ndo se sobreponham entre si.

Selecione os grupos de HA com os enderecos IP virtuais onde deseja que o endpoint apareca.

Create Endpoint
Display Wame
Part 10443
Protocol () HTTP () HTTPS
Endpoint Binding Mode (O Global @ HA Group VIPs (O Node Interfaces
Name Description Virtual IP Addresses Interfaces
O Groupl 192.168.5.163 CO-REF-DC1-ADM1:eth0 (preferred Master)
O Group2 47 47 .5.162 CO-REF-DC1-ADM1:eth2 (preferred Master)

Displaying 2 HA groups.

A\ No HA groups selected. You must select one or more HA Groups; otherwise, this endpoint will act as a globally bound endpoint.

Cancel

o * Interfaces de n6*: O ponto de extremidade é acessivel apenas nos nés designados e interfaces de
rede. Os endpoints definidos neste modo podem reutilizar o mesmo nimero de porta desde que essas
interfaces ndo se sobreponham umas as outras.

Selecione as interfaces de n6 em que vocé deseja que o0 endpoint apareca.



Create Endpoint

Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpoint Binding Mode (O Global (O HA Group VIPs ® Node Interfaces
Node Interface
[0 CO-REF-DC1-ADMA eth0
[0 CO-REF-DC1-ADM1 eth1
[0 CO-REF-DC1-ADMA1 eth2
[0 CoO-REF-DC1-GWA1 eth0
[0 CO-REF-DCZ-ADMA eth0
[0 CO-REF-DC2-GWH eth0

A\ No node interfaces selected. You must select one or more node interfaces; otherwise, this endpoint will act as a globally bound endpaint.

Cancel

7. Selecione Guardar.
A caixa de dialogo Editar ponto final € exibida.

8. Selecione S3 ou Swift para especificar o tipo de trafego que este endpoint ira servir.

Edit Endpoint Unsecured Port A (port 10449)

Endpoint Service Configuration

Endpoint service type @ S3 (O Swift

9. Se vocé selecionou HTTP, selecione Salvar.

O ponto final ndo protegido € criado. A tabela na pagina Load Balancer Endpoints lista o nome de
exibicao, o numero da porta, o protocolo e o ID do endpoint.

10. Se selecionou HTTPS e pretende carregar um certificado, selecione carregar certificado.



Load Certificate

Upload the FEM-encoded custom certiﬂcate]:private key, and CA bundle files.

Server Cerificate

Cerificate Private Key

CABundle

a. Procure o certificado do servidor e a chave privada do certificado.

Browse

Browse

Browse

Para permitir que os clientes S3 se conetem usando um nome de dominio de endpoint da API S3, use
um certificado de dominio multidominio ou curinga que corresponda a todos os nomes de dominio que
o cliente possa usar para se conetar a grade. Por exemplo, o certificado do servidor pode usar o0 nome
de dominio *.example.com .

"Configurando nomes de dominio de endpoint da APl S3"

a. Opcionalmente, procure um pacote de CA.

b. Selecione Guardar.

Os dados de certificado codificados em PEM para o endpoint sdo exibidos.

11. Se vocé selecionou HTTPS e deseja gerar um certificado, selecione Generate Certificate.

Generate Certificate

Diamain 1

IF1

Subject

Days valid

a. Introduza um nome de dominio ou um endereco IP.

* 53 example.com

0.0.0.0

ICHN=StorageGRID

T30

Vocé pode usar wildcards para representar os nomes de dominio totalmente qualificados de todos os
nos de administrador e nos de gateway que executam o servigo Load Balancer. Por exempilo,
* sgws.foo.com usa o caractere curinga * para representar gnl.sgws.foo.come



gn2.sgws.foo.com.
"Configurando nomes de dominio de endpoint da APl S3"
a. =4=Selecione para adicionar outros nomes de dominio ou enderecos IP.

Se vocé estiver usando grupos de alta disponibilidade (HA), adicione os nomes de dominio e
enderecos IP dos IPs virtuais de HA.

b. Opcionalmente, insira um assunto X,509, também chamado de Nome distinto (DN), para identificar
quem possui o certificado.

c. Opcionalmente, selecione o numero de dias em que o certificado € valido. O padrao é de 730 dias.

d. Selecione Generate.

Os metadados do certificado e os dados do certificado codificados em PEM para o endpoint sao
exibidos.

12. Clique em Salvar.

O endpoint é criado. A tabela na pagina Load Balancer Endpoints lista 0 nome de exibi¢cdo, o numero da
porta, o protocolo e o ID do endpoint.

Informacgdes relacionadas
"Manter recuperar”

"Diretrizes de rede"
"Gerenciamento de grupos de alta disponibilidade"

"Gerenciando redes de clientes ndo confiaveis"

Editar pontos de extremidade do balanceador de carga

Para um endpoint nao protegido (HTTP), vocé pode alterar o tipo de servigo de endpoint entre S3 e Swift.
Para um endpoint seguro (HTTPS), vocé pode editar o tipo de servigo de endpoint e exibir ou alterar o
certificado de seguranca.

O que vocé vai precisar
* Vocé deve ter a permissédo de acesso root.

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Passos

1. Selecione Configuration > Network Settings > Load Balancer Endpoints.
A pagina Load Balancer Endpoints € exibida. Os endpoints existentes sao listados na tabela.

Endpoints com certificados que expirardo em breve séo identificados na tabela.

10
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Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage Nodes. HTTPS

endpaint cerificates are configured per endpaoint.

| = Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpaint & 10444 Mo
® Secured Endpoint 1 10443 Yes

Displaying 2 endpoints.

2. Selecione o ponto de extremidade que pretende editar.

3. Clique em Editar endpoint.
A caixa de dialogo Editar ponto final & exibida.

Para um ponto de extremidade nao protegido (HTTP), apenas a secgédo Configuragao do servigo de
extremidade da caixa de dialogo € apresentada. Para um ponto de extremidade seguro (HTTPS), as
seccgdes Configuracao do servigco de extremidade e certificados da caixa de didlogo sdo apresentadas,
conforme ilustrado no exemplo seguinte.

Endpoint Service Configuration

Endpoint service type

@

53 O Swift

Certificates

Upload Certificate

‘ Generate Certificate

Server CA

Certificate metadata Subject DN: /C=CA/ST=British Columbia/O=NetApp, Inc/OU=5GQA/CN=* mraymond-grid-a.sgqa.eng.netapp.com “
Serial Number: 1C:FD:27:8B:EG:ASBA30:45:A9:16:4F.DC:77.3E:CE:80:.7D-AFES
Issuer DN: /C=CA/ST=British Columbia/O=EqualSign, Inc./OU=IT/CN=EqualSign Issuing CA
Issued On: 2000-01-01T00:00:00.000Z
Expires On: 3000-01-01T00:00:00.0002
SHA-1 Fingerprint: 60:30:5A:8C:62:C5:B8:49:DC:9A'B3:F7:B9:08:5B:0E:D2:A2.TE.CT
SHA-256 Fingerprint: AF.75.7F 44:C6:86:A44 84:.B2. 70 11.DE9F 49:D3:F6:2ATEDS:4D:2A1B:8A0B:B3.TE:23:0F B3:CB:84:8
9
Alternative Names: DMNS:* mraymond-grid-a.sgga.eng.netapp.com
DrE*.99-140-dc1-g1.mraymond-grid-a.sgga.eng.netapp.com
DMS*.99-142-dc1-s1.mraymond-grid-a.sgga.eng.netapp.com

Cerificate PEM |~ BEGIN CERTIFICATE----- ~
MITHfDCCBWSgAWIBAgIUHPOni+alujBFqRZP3Hc+xoBYr+kwDRYJEoZ IhvcNAQEL
BQAwb] ELMAKGA] UEERMCOOEXGT AXEgNVBAGMEE JyaXRpc2ggQ2 93dW1l 1aWEXGDAN
BgNVBLZoMDOVidWFaU21nbiwgSW5] L] ELMRAkGR] UECwwC SV HT AbBgNVBAMMFE VX
dWF3U21nbiBJc3N1aWsn IENBMCAX DT AWMDEWMT 2wMDAWMF oY D2 MwMDAWMT AxMDAW
MDAWH] B+MQawCQYDVORGEWIDQTEZMBCGA] UECAWQRNJpdGl 2aCBDb2 X 1 bRIpYTEV
MEMGR1 UECgWMTHV0 X BWLCBJbmMuMQOwCwYDVQOLDARTR] FEMS 4wLAYIVQODDCUg
Lml¥YX1tha SkLWdvaWQtY55zZ3FhImVuZ ySuZXRhcHAuY2 9tMI IBIjANBgkghkiG
SwOBAQEFAROCRQEAMI IBCaHCAQERAONUkWEEFg/BlULY+bIRE0MaVISC+RTSIZ102v
Hz4rSnrYCn,/WIRCT+fznmxzaG32RRUDInNLnX] ¥Yk+QUPRAIFZ+51dr6HIrYTE/NK

4. Faca as alterac¢des desejadas no endpoint.

Para um endpoint néo protegido (HTTP), vocé pode:

11



o Altere o tipo de servigo de endpoint entre S3 e Swift.

> Altere 0 modo de encadernacao de endpoint. Para um endpoint seguro (HTTPS), vocé pode:
o Altere o tipo de servigo de endpoint entre S3 e Swift.
o Altere 0 modo de encadernacéo de endpoint.

o Exibir o certificado de seguranga.

o Carregue ou gere um novo certificado de seguranga quando o certificado atual estiver expirado ou
prestes a expirar.

Selecione uma guia para exibir informagdes detalhadas sobre o certificado padrao do servidor
StorageGRID ou um certificado assinado pela CA que foi carregado.

Para alterar o protocolo de um endpoint existente, por exemplo, de HTTP para HTTPS,
@ vocé deve criar um novo endpoint. Siga as instrugdes para criar pontos de extremidade do
balanceador de carga e selecione o protocolo desejado.

5. Clique em Salvar.

Informagdes relacionadas

Criagao de pontos de extremidade do balanceador de carga

Remocao dos pontos finais do balanceador de carga

Se vocé ndo precisar mais de um ponto de extremidade do balanceador de carga, podera remové-lo.

O que voceé vai precisar

* Vocé deve ter a permisséo de acesso root.

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
Passos

1. Selecione Configuration > Network Settings > Load Balancer Endpoints.

A pagina Load Balancer Endpoints é exibida. Os endpoints existentes sao listados na tabela.

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 83 and Swift requests to Storage Nodes. HTTPS
endpoint cerificates are configured per endpoint.

| = Add endpoint | | & Edit endpoint | | X Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpoint § 10444 No
® Secured Endpoint 1 10443 Yes

Displaying 2 endpeints.

2. Selecione o botédo de opgao a esquerda do ponto de extremidade que pretende remover.

3. Clique em Remover endpoint.

E apresentada uma caixa de dialogo de confirmacao.
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A Warning

Remove Endpoint

Are you sure you want to remove endpoint ‘Secured Endpoint 17

4. Clique em OK.

O ponto final é removido.

Como funciona o balanceamento de carga - servico CLB

O servigo CLB (Connection Load Balancer) nos nés de Gateway esta obsoleto. O servigo
Load Balancer é agora o mecanismo de balanceamento de carga recomendado.

O servigo CLB usa o balanceamento de carga da camada 4 para distribuir conexées de rede TCP de entrada
de aplicativos clientes para o nd de armazenamento ideal com base na disponibilidade, carga do sistema e
custo de link configurado pelo administrador. Quando o n6 de armazenamento ideal é escolhido, o servigo
CLB estabelece uma conexao de rede bidirecional e encaminha o trafego de e para o né escolhido. O CLB
nao considera a configuragdo da rede de Grade ao direcionar conexdes de rede recebidas.

Para visualizar informacgdes sobre o servico CLB, selecione Support > Tools > Grid Topology e expanda um
Gateway Node até selecionar CLB e as opgdes abaixo.

I \ 0 Reports Configuration -.
? StorageGRID Webscale Deployment Ui
[ Data Center 1 ,
" i ‘ . Overview: Summary - DC1-G1-98-161
L r_‘ A Updated: 2015-10-27 18:23:33 FOT
—1 B ssu
cLe
HTTR .
5 & Storage Capacity
a Respurcas
- - - Storage Nodes Installed MNIA 'ﬁ
(-l DC1-52-95-183 Storags Nodes Readable: M/ i
|!.-|.‘ DC1-S3-08-184 Storage Nodes Wiitable MNIA ]
(£~ ¢l DC1-ARC1-96-165 Installed Storage Capacity WA ]
3 -4 Deta Center 2 Used Storage Capacity NIA ]
_,-‘ Data Center 3 Used Storage Capacity for Data N/A i
Used Storage Capacity for Metadata: MN/A g
Usable Storage Capacily MNAA ]

Se vocé optar por usar o servigo CLB, considere configurar os custos de link para o seu sistema
StorageGRID.

Informacgdes relacionadas
"Quais sao os custos da ligagao"

"Atualizar custos de link"
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Gerenciando redes de clientes nao confiaveis

Se vocé estiver usando uma rede cliente, vocé pode ajudar a proteger o StorageGRID
contra ataques hostis aceitando trafego de clientes de entrada apenas em endpoints
configurados explicitamente.

Por padrao, a rede do cliente em cada no6 de grade é confiavel. Ou seja, por padrao, o StorageGRID confia em
conexdes de entrada para cada n6 de grade em todas as portas externas disponiveis (consulte as
informacgdes sobre comunicagdes externas nas diretrizes de rede).

Vocé pode reduzir a ameaga de ataques hostis em seu sistema StorageGRID especificando que a rede de
clientes em cada né seja néao confiavel. Se a rede de cliente de um né nao for confiavel, o n6 s6 aceita
conexdes de entrada em portas explicitamente configuradas como pontos de extremidade do balanceador de
carga.

Exemplo 1: O Gateway Node aceita apenas solicitagoes HTTPS S3

Suponha que vocé queira que um n6 de gateway recuse todo o trafego de entrada na rede do cliente, exceto
para solicitacbes HTTPS S3. Vocé executaria estes passos gerais:

1. Na pagina Load Balancer Endpoints, configure um ponto de extremidade do balanceador de carga para
S3 em HTTPS na porta 443.

2. Na pagina redes de clientes nao confiaveis, especifique que a rede de cliente no né de gateway néao é
confiavel.

Depois de salvar sua configuracao, todo o trafego de entrada na rede de clientes do né de Gateway sera
descartado, exceto para solicitagbes HTTPS S3 na porta 443 e ICMP echo (ping).

Exemplo 2: O n6 de storage envia S3 solicitagcées de servigos de plataforma

Suponha que vocé queira ativar o trafego de servigo de plataforma S3 de saida de um né de armazenamento,
mas vocé deseja impedir quaisquer conexdes de entrada para esse no6 de armazenamento na rede cliente.
Vocé executaria este passo geral:

* Na pagina redes de clientes n&o confiaveis, indique que a rede de cliente no né de armazenamento nao &
confiavel.

Depois de salvar sua configuragao, o né de armazenamento nao aceita mais nenhum trafego de entrada na
rede do cliente, mas continua a permitir solicitacées de saida para a Amazon Web Services.

Informagdes relacionadas

"Diretrizes de rede"

"Configuragao dos pontos de extremidade do balanceador de carga"

Especificar a rede cliente de um né nao é confiavel

Se vocé estiver usando uma rede de cliente, podera especificar se a rede de cliente de
cada no é confiavel ou ndo confiavel. Vocé também pode especificar a configuragao
padrao para novos nos adicionados em uma expansao.

O que vocé vai precisar
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* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter a permissédo de acesso root.

» Se vocé quiser que um no6 de administrador ou n6 de gateway aceite o trafego de entrada somente em
endpoints configurados explicitamente, vocé definiu os endpoints do balanceador de carga.

@ As conexodes de cliente existentes podem falhar se os pontos de extremidade do
balanceador de carga néao tiverem sido configurados.

Passos
1. Selecione Configuragao > Configuragoes de rede > rede cliente nao confiavel.

A pagina redes de clientes ndo confiaveis é exibida.

Esta pagina lista todos 0s nds no seu sistema StorageGRID. A coluna motivo indisponivel inclui uma
entrada se a rede do cliente no n¢ tiver de ser fidedigna.

Untrusted Client Networks

IT you are using a Client Network, you can specify whether a node trusts inbound traffic from the Client Metwork. if the Client Network is untrusted, the
node only accepts inbound traffic on ports configured as load balancer endpoints.

Set New Node Default
This setting applies to new nodes expanded into the grid
New Node Client Network & Trusted
Default i Untrusted

Select Untrusted Client Network Nodes

Select nodes that should have untrusted Client Metwork enforcement.

Node Name Unavailable Reason
DC1-ADMA

] 'DE1-61

= | DC1-81

i | DE1-52

B [Dcis3
DC1-84

Clisnt Metwork untrusted on 0 nodes

2. Na sec¢ao Definir novo padrao de né, especifique qual deve ser a configuragdo padrdo quando novos
nos forem adicionados a grade em um procedimento de expansao.
o Trusted: Quando um no6 é adicionado em uma expansao, sua rede de clientes é confiavel.

> Nao confiavel: Quando um né é adicionado em uma expansao, sua rede cliente ndo é confiavel.
Conforme necessario, vocé pode retornar a esta pagina para alterar a configuragao de um novo né
especifico.
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@ Esta configuragédo nao afeta os nés existentes no seu sistema StorageGRID.

3. Na secao Selecione nos de rede de cliente nao confiaveis, selecione os nés que devem permitir
conexdes de cliente somente em pontos de extremidade do balanceador de carga configurados
explicitamente.

Vocé pode selecionar ou desmarcar a caixa de selegdo no titulo para selecionar ou desmarcar todos os
nos.

4. Clique em Salvar.

As novas regras de firewall sdo imediatamente adicionadas e aplicadas. As conexdes de cliente existentes
podem falhar se os pontos de extremidade do balanceador de carga nao tiverem sido configurados.

Informacgdes relacionadas

"Configuragéo dos pontos de extremidade do balanceador de carga"

Gerenciamento de grupos de alta disponibilidade

Grupos de alta disponibilidade (HA) podem ser usados para fornecer conexdes de dados
altamente disponiveis para clientes S3 e Swift. Os GRUPOS HA também podem ser
usados para fornecer conexdes altamente disponiveis ao Gerenciador de Grade e ao
Gerenciador de Locatario.

* "O que é um grupo HA"

* "Como os grupos de HA sédo usados"

* "Opc¢des de configuragao para grupos de HA"
« "Criando um grupo de alta disponibilidade"

» "Edicdo de um grupo de alta disponibilidade"

* "Removendo um grupo de alta disponibilidade"

O que é um grupo HA

Os grupos de alta disponibilidade usam enderegos IP virtuais (VIPs) para fornecer
acesso de backup ativo aos servicos do né de gateway ou n6é de administrador.

Um grupo de HA consiste em uma ou mais interfaces de rede em nds de administragéo e nés de gateway. Ao
criar um grupo HA, vocé seleciona interfaces de rede pertencentes a rede Grid (ethO) ou a rede Client (eth2).
Todas as interfaces de um grupo HA devem estar dentro da mesma sub-rede de rede.

Um grupo de HA mantém um ou mais enderegos IP virtuais que sdo adicionados a interface ativa no grupo.
Se a interface ativa ficar indisponivel, os enderegos IP virtuais serdo movidos para outra interface. Esse
processo de failover geralmente leva apenas alguns segundos e € rapido o suficiente para que os aplicativos
clientes tenham pouco impactos e possam confiar em comportamentos normais de repeticdo para continuar a
operacao.

A interface ativa em um grupo HA é designada como Master. Todas as outras interfaces sao designadas como
Backup. Para visualizar estas designagoes, selecione nodes > node > Overview.
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DC1-ADM1 (Admin Node)

Crverview Hardware Metwork Storage Load Balancer Events Tasks

Mode Information @

Name OC1-ADM1

Type Admin Node

1D T11bTh9h-8d24-4d9f-87 Ta-be3fadac2Ted
Connection State «* Connected

Software Version 11 4.0 (build 20200515 2346 Sedchbf)
HA Groups Fabric Pools, Master
IP Addresses 192.166.2.208, 10.224 2 208, 47.4T7 2208, 47 474219 Show more »

Ao criar um grupo HA, vocé especifica uma interface para ser o mestre preferido. O Master preferencial é a
interface ativa, a menos que ocorra uma falha que faga com que os enderegos VIP sejam reatribuidos a uma
interface de backup. Quando a falha é resolvida, os enderegos VIP sdo automaticamente movidos de volta
para o Master preferido.

O failover pode ser acionado por qualquer um destes motivos:

* O né no qual a interface esta configurada é desativado.

* O no no qual a interface esta configurada perde a conetividade com todos os outros nés por pelo menos 2
minutos

» Alinterface ativa desce.
* O servico Load Balancer para.

» O servigco de alta disponibilidade para.

O failover pode nao ser acionado por falhas de rede externas ao né que hospeda a interface
ativa. Da mesma forma, o failover nao é acionado pela falha do servigo CLB (obsoleto) ou
servigos para o Gerenciador de Grade ou o Gerenciador de Tenant.

Se o grupo de HA incluir interfaces de mais de dois nds, a interface ativa podera ser movida para a interface
de qualquer outro né durante o failover.

Como os grupos de HA sao usados
Vocé pode querer usar grupos de alta disponibilidade (HA) por varios motivos.

» Um grupo de HA pode fornecer conexdes administrativas altamente disponiveis ao Gerenciador de Grade
ou ao Gerente do Locatario.
* Um grupo HA pode fornecer conexdes de dados altamente disponiveis para clientes S3 e Swift.

* Um grupo de HA que contém apenas uma interface permite fornecer muitos enderecos VIP e definir
explicitamente enderecos IPVv6.
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Um grupo de HA podera fornecer alta disponibilidade somente se todos os nés incluidos no grupo oferecerem
0s mesmos servigos. Ao criar um grupo de HA, adicione interfaces dos tipos de nés que fornecem os servigos
de que vocé precisa.

+ Admin Nodes: Inclua o servico Load Balancer e habilite 0 acesso ao Grid Manager ou ao Tenant
Manager.

» Gateway Nodes: Incluem o servigo Load Balancer e o servigo CLB (obsoleto).

Objetivo do grupo HA Adicione nés desse tipo ao grupo de HA

Acesso ao Grid Manager * N6 de administracao principal (Mestre preferido)
* N6s de administracdo ndo primarios
Nota: o n6 de administragao principal deve ser o
mestre preferido. Alguns procedimentos de

manutencao s6 podem ser executados a partir do n6
de administracao principal.

Acesso apenas ao Gestor do Locatario * N6s de administracédo primarios ou nao primarios

Acesso ao cliente S3 ou Swift — Servigo de Load Noés de administragcao

Balancer * Nos de gateway

Acesso ao cliente S3 ou Swift — servigo CLB * Nos de gateway

Nota: o servico CLB esta obsoleto.

Limitagoes do uso de grupos de HA com Grid Manager ou Tenant Manager

A falha de servigcos para o Gerenciador de Grade ou o Gerenciador de locatario ndo aciona o failover dentro
do grupo de HA.

Se vocé estiver conetado ao Gerenciador de Grade ou ao Gerenciador de Locatario quando ocorrer failover,
vocé sera desconetado e devera fazer login novamente para retomar sua tarefa.

Alguns procedimentos de manutengédo n&o podem ser executados quando o n6é de administragao principal nao

esta disponivel. Durante o failover, vocé pode usar o Gerenciador de Grade para monitorar seu sistema
StorageGRID.

Limitagoes do uso de grupos HA com o servigo CLB

A falha do servigo CLB nao aciona o failover no grupo HA.

@ O servigo CLB esta obsoleto.

Opcoes de configuragao para grupos de HA

Os diagramas a seguir fornecem exemplos de diferentes maneiras de configurar grupos
de HA. Cada opc¢ao tem vantagens e desvantagens.
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Active-Backup HA DNS Round Robin

GW 1 (Backup) I—» GW 1P
HA Group 1 VIPs
_Lb GW 2 (Master)

DNS
Entry
W 3 (Master) |
_r) GW 2P
HA Group 2 VIPs
GW 4 (Backup) GW = Gateway Node

VIP =Virtual IP address

Active-Active HA

I_. HA Group 1 VIP
GW 1 (Master in HA 2)
> (Backupin HA 1)

ONS
Entry

| » GW 2 (Master in HA 1)
| (Backup in HA 2)
HA Group 2 VIP

Ao criar varios grupos de HA sobrepostos, como mostrado no exemplo de HA ativo-ativo, a taxa de
transferéncia total € dimensionada com o nimero de nés e grupos de HA. Com trés ou mais nos e trés ou
mais grupos de HA, vocé também pode continuar as opera¢des usando qualquer um dos VIPs, mesmo
durante procedimentos de manutengao que exigem que vocé coloque um né off-line.

A tabela resume os beneficios de cada configuragdo de HA mostrada no diagrama.

Configuragao Vantagens Desvantagens
Active-Backup HA » Gerenciado pelo StorageGRID * Apenas um né em um grupo de
sem dependéncias externas. HA esta ativo. Pelo menos um
+ Failover rapido. no porgrupo de HAficara
inativo.
DNS Round Robin » Maior taxa de transferéncia * Failover lento, que pode
agregada. depender do comportamento
do cliente.

» Sem hosts ociosos.
* Requer configuragéo de
hardware fora do
StorageGRID.

* Precisa de uma verificagao de
integridade implementada pelo
cliente.
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Configuragéao Vantagens Desvantagens

Ativo-ativo * O trafego é distribuido em » Mais complexo de configurar.

varios grupos de HA. » Requer configuragao de

* Alta taxa de transferéncia hardware fora do
agregada que € dimensionada StorageGRID.
com o nimero de grupos de * Precisa de uma verificagao de
HA. . . !
integridade implementada pelo
* Failover rapido. cliente.

Criando um grupo de alta disponibilidade

Vocé pode criar um ou mais grupos de alta disponibilidade (HA) para fornecer acesso
altamente disponivel aos servicos em nos de administragdo ou nds de gateway.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permisséo de acesso root.

Sobre esta tarefa

Uma interface deve atender as seguintes condi¢des para ser incluida em um grupo HA:

* Ainterface deve ser para um né de gateway ou um n6 de administrador.
» Ainterface deve pertencer a rede de Grade (eth0) ou a rede de Cliente (eth2).

» Ainterface deve ser configurada com enderegamento IP fixo ou estatico, ndo com DHCP.

Passos
1. Selecione Configuragao > Configuragoes de rede > grupos de alta disponibilidade.

A pagina grupos de alta disponibilidade é exibida.

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active node and switch to a
backup node automatically if a node faiis.

[# Create| » cai
Name Description Virtual IP Addresses Interfaces

No HA groups found.

2. Clique em criar.
A caixa de dialogo criar Grupo de alta disponibilidade é exibida.

3. Digite um nome e, se desejado, uma descrigdo para o grupo HA.

4. Clique em Select interfaces.

A caixa de dialogo Adicionar interfaces ao Grupo de alta disponibilidade é exibida. A tabela lista nds,
interfaces e sub-redes IPv4 elegiveis.
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Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

gid0-g1 eth 172.16.0.0/21  This IP address is not in the same subnet as the selected interiaces

g140-g1 eth2 47.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

gi40-g2 eth 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 A7.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g3 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces
il g140-g3 eth2 192.168.0.0/21

g140-g4 ethd 17216.0.021 | This |P address is not in the same subnet as the selected interfaces
I« g140-g4 eth2 192.168.0.0/21

There are 2 interfaces selectad.

3
Uma interface nao aparece na lista se o seu endereco IP for atribuido pelo DHCP.

5. Na coluna Adicionar ao grupo HA, marque a caixa de selecao da interface que deseja adicionar ao grupo
HA.

Observe as seguintes diretrizes para selecionar interfaces:

> Vocé deve selecionar pelo menos uma interface.

> Se vocé selecionar mais de uma interface, todas as interfaces devem estar na rede de Grade (ethO) ou
na rede de Cliente (eth2).

> Todas as interfaces devem estar na mesma sub-rede ou em sub-redes com um prefixo comum.
Os enderecos IP serédo restritos a sub-rede menor (aquela com o maior prefixo).
> Se vocé selecionar interfaces em diferentes tipos de nds e ocorrer um failover, apenas os servigos

comuns aos nos selecionados estarao disponiveis nos IPs virtuais.

= Selecione dois ou mais nés de administragédo para protegdo de HA do Grid Manager ou do Tenant
Manager.

= Selecione dois ou mais nds de administragéo, nds de gateway ou ambos para protegéo de HA do
servi¢co Load Balancer.

= Selecione dois ou mais nos de Gateway para protegéo de HA do servigo CLB.

@ O servigo CLB esta obsoleto.
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6.
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Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnel

Add to HA group Node Name Interface IPv4 Subnet Unavailable Reason
] DC1-ADMA athi 10.96.100.0/23
¥ DC1-G1 ethl 10.96.100.0/23
] DC2-ADM1 ethl 10.96.100.0/23

There are 3 interfaces selected.

Attention: You have selected nodes of different types that run different services. If a failover occurs, only the services
common to all node types will be available on the virtual [Ps.

Clique em aplicar.

As interfaces selecionadas séo listadas na segao interfaces da pagina criar Grupo de alta disponibilidade.
Por padrao, a primeira interface na lista é selecionada como o mestre preferido.



Create High Availability Group
High Availability Group
Mame HA Group 1

Description

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Select Interfaces

MNode Name Interface IPv4 Subnet Preferred Master
g140-g1 eth?2 47 47.0.0021 L
g140-g2 eth2 47 47.0.0/21

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet: 47 47 .0.0/21. All virtual IP addresses must be within this subnet. There must he at least 1
and no more than 10 virtual IP addresses.

Virtual IP Address 1 0.0.0.0 +

. Se vocé quiser que uma interface diferente seja o mestre preferido, selecione essa interface na coluna
Preferred Master.

O Master preferencial é a interface ativa, a menos que ocorra uma falha que faga com que os enderecos
VIP sejam reatribuidos a uma interface de backup.

Se o grupo HA fornecer acesso ao Gerenciador de Grade, vocé deve selecionar uma
interface no n6 Admin principal para ser o mestre preferido. Alguns procedimentos de
manutencao s6 podem ser executados a partir do né de administragao principal.

. Na sec¢ao enderecos IP virtuais da pagina, insira um a 10 enderecos IP virtuais para o grupo HA. Clique no
sinal de mais (=) para adicionar varios enderecos IP.

Vocé deve fornecer pelo menos um endereco |IPv4. Opcionalmente, vocé pode especificar enderecos IPv4
e IPv6 adicionais.

Os enderecos IPv4 devem estar dentro da sub-rede IPv4 compartilhada por todas as interfaces membros.
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9.

Clique em Salvar.

O Grupo HA é criado e agora vocé pode usar os enderegos IP virtuais configurados.

Informacgdes relacionadas

"Instale o Red Hat Enterprise Linux ou CentOS"

"Instale o VMware"

"Instale Ubuntu ou Debian"

"Gerenciamento do balanceamento de carga"

Edicao de um grupo de alta disponibilidade

Vocé pode editar um grupo de alta disponibilidade (HA) para alterar seu nome e
descricdo, adicionar ou remover interfaces ou adicionar ou atualizar um endereco IP
virtual.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permisséo de acesso root.

Sobre esta tarefa

Algumas das razdes para editar um grupo HA incluem o seguinte:

» Adicionando uma interface a um grupo existente. O endereco IP da interface deve estar dentro da mesma

sub-rede que outras interfaces ja atribuidas ao grupo.

* Remover uma interface de um grupo de HA. Por exemplo, vocé n&o pode iniciar um procedimento de

desativagao de site ou no se a interface de um n6 para a rede de Grade ou a rede de cliente for usada em
um grupo HA.

Passos

1.

24

Selecione Configuragao > Configuragoes de rede > grupos de alta disponibilidade.

A pagina grupos de alta disponibilidade é exibida.

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces
gl40-adm1:eth2 (preferred Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 A7 A7 4218 g140-g1:eth2 (preferred Master)
AT AT 4217 g140-g2:eth2

Displaying 2 HA groups.


https://docs.netapp.com/pt-br/storagegrid-115/rhel/index.html
https://docs.netapp.com/pt-br/storagegrid-115/vmware/index.html
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2. Selecione o grupo HA que deseja editar e clique em Editar.

A caixa de dialogo Editar Grupo de alta disponibilidade é exibida.

3. Opcionalmente, atualize o nome ou a descrigdo do grupo.

4. Opcionalmente, clique em Select interfaces para alterar as interfaces do Grupo HA.

A caixa de dialogo Adicionar interfaces ao Grupo de alta disponibilidade é exibida.

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface

gid0-g1
gid0-gi
g140-g2
g140-g2
g140-g3
4| g140-g3
g140-g4
o?] g140-g4

ethl
eth2
eth0
eth2
ethl
eth2
eth0
eth2

IPv4 Subnet
172.16.0.0/21
47.47.0.0/21
172.16.0.0/21
4747 .0.0/21
17216.0.0/21
192.168.0.0/21
172.16.0.0/21
192 168.0.0/21

Unavailable Reason

This IP address is not in the same subnet as the selected interfaces

This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selectad interfaces

This IP address is not in the same subnet as the selected interfaces

This IP addraess is not in the same subnet as the selected interfaces

There are 2 interfaces selectad.

oot | oy

Uma interface nao aparece na lista se o seu endereco IP for atribuido pelo DHCP.

5. Selecione ou desmarque as caixas de selecao para adicionar ou remover interfaces.

Observe as seguintes diretrizes para selecionar interfaces:

o

Vocé deve selecionar pelo menos uma interface.

Se vocé selecionar mais de uma interface, todas as interfaces devem estar na rede de Grade (ethQ) ou
na rede de Cliente (eth2).

Todas as interfaces devem estar na mesma sub-rede ou em sub-redes com um prefixo comum.

Os enderegos IP serdo restritos a sub-rede menor (aquela com o maior prefixo).

Se vocé selecionar interfaces em diferentes tipos de nds e ocorrer um failover, apenas os servigos
comuns aos noés selecionados estarao disponiveis nos IPs virtuais.

= Selecione dois ou mais nos de administragéo para protegdo de HA do Grid Manager ou do Tenant

Manager.

= Selecione dois ou mais nds de administragédo, nds de gateway ou ambos para protegédo de HA do
servigo Load Balancer.

= Selecione dois ou mais nos de Gateway para protecéo de HA do servigo CLB.

@ O servico CLB esta obsoleto.
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6. Clique em aplicar.

As interfaces selecionadas sao listadas na segao interfaces da pagina. Por padrao, a primeira interface na
lista é selecionada como o mestre preferido.

Edit High Availability Group 'HA Group - Admin Nodes'
High Availability Group
Mame HA Group - Admin Nodes

Diescription

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet

Select Interfaces

Node Name Interface IPv4 Subnet Preferred Master
DC1-ADMA ethi 10.96.100.0/23 L]
DC2-ADM1 ethi 10.96100.0423

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IF Subnet: 10.96.100.0/23. All virtual IP addresses must be within this subnet. There must be at
least 1 and no more than 10 virtual P addresses

Virtual IP Address 1 10.95.100.1 +

=

7. Se vocé quiser que uma interface diferente seja o mestre preferido, selecione essa interface na coluna
Preferred Master.

O Master preferencial é a interface ativa, a menos que ocorra uma falha que faga com que os enderegos
VIP sejam reatribuidos a uma interface de backup.

Se o grupo HA fornecer acesso ao Gerenciador de Grade, vocé deve selecionar uma
@ interface no n6 Admin principal para ser o mestre preferido. Alguns procedimentos de
manuteng¢ao s6 podem ser executados a partir do né de administragao principal.

8. Opcionalmente, atualize os enderegos IP virtuais para o grupo HA.
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Vocé deve fornecer pelo menos um enderecgo IPv4. Opcionalmente, vocé pode especificar enderegos |IPv4
e IPv6 adicionais.

Os enderecos IPv4 devem estar dentro da sub-rede IPv4 compartilhada por todas as interfaces membros.
9. Clique em Salvar.

O Grupo HA é atualizado.

Removendo um grupo de alta disponibilidade
Vocé pode remover um grupo de alta disponibilidade (HA) que nao esteja mais usando.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permisséo de acesso root.

Aborde esta tarefa

Se vocé remover um grupo HA, qualquer cliente S3 ou Swift configurado para usar um dos enderecgos IP
virtuais do grupo ndo podera mais se conetar ao StorageGRID. Para evitar interrupgdes do cliente, vocé deve
atualizar todos os aplicativos clientes S3 ou Swift afetados antes de remover um grupo HA. Atualize cada
cliente para se conetar usando outro endereco IP, por exemplo, o endereco IP virtual de um grupo HA
diferente ou o endereco IP configurado para uma interface durante a instalagdo ou usando DHCP.

Passos
1. Selecione Configuragao > Configuracoes de rede > grupos de alta disponibilidade.

A pagina grupos de alta disponibilidade é exibida.

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces

g140-adm1:eth2 (preferrad Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 47.47 4218 g140-g1:eth2 (preferred Master)
47 47 4 217 g140-g2:eth2

Displaying 2 HA groups.

2. Selecione o grupo HA que deseja remover e clique em Remover.

O aviso Excluir Grupo de alta disponibilidade é exibido.
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A Warning

Delete High Availability Group

Are you sure you want to delete High Availability Group "HA group 1'7

3. Clique em OK.

O grupo HA é removido.

Configurando nomes de dominio de endpoint da APl S3

Para oferecer suporte a solicitacdes de estilo hospedado virtual S3, vocé deve usar o
Gerenciador de Grade para configurar a lista de nomes de dominio de endpoint aos
quais os clientes S3 se conetam.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de acesso especificas.

* Vocé deve ter confirmado que uma atualizagao de grade nao esta em andamento.

@ Nao faga alteragdes na configuragdo do nome de dominio quando uma atualizagdo de
grade estiver em andamento.

Sobre esta tarefa

Para permitir que os clientes usem nomes de dominio de endpoint S3, vocé deve executar todas as seguintes
tarefas:

» Use o Gerenciador de Grade para adicionar os nomes de dominio de endpoint S3 ao sistema
StorageGRID.

« Certifique-se de que o certificado que o cliente usa para conexdes HTTPS com o StorageGRID esta
assinado para todos os nomes de dominio que o cliente requer.

Por exemplo, se o endpoint for s3. company . com, vocé deve garantir que o certificado usado para
conexdes HTTPS inclua o s3. company . com endpoint e 0 nome alternativo do assunto universal (SAN)
do endpoint: *.s3.company.com.

» Configure o servidor DNS usado pelo cliente. Inclua Registros DNS para os enderecos IP que os clientes

usam para fazer conexdes e verifique se os Registros fazem referéncia a todos os nomes de dominio de
endpoint necessarios, incluindo quaisquer nomes de curinga.
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Os clientes podem se conetar ao StorageGRID usando o enderego IP de um n6 de
gateway, um né de administrador ou um né de armazenamento, ou conetando-se ao

@ endereco IP virtual de um grupo de alta disponibilidade. Vocé deve entender como os
aplicativos cliente se conetam a grade para incluir os enderecos IP corretos nos Registros
DNS.

O certificado que um cliente usa para conexdes HTTPS depende de como o cliente se coneta a grade:

» Se um cliente se conetar usando o servigo Load Balancer, ele usara o certificado para um ponto de
extremidade especifico do balanceador de carga.

Cada ponto de extremidade do balanceador de carga tem seu proprio certificado e cada
ponto de extremidade pode ser configurado para reconhecer nomes de dominio de endpoint
diferentes.

» Se o cliente se conetar a um n6 de armazenamento ou ao servico CLB em um n6 de gateway, o cliente
usara um certificado de servidor personalizado de grade que foi atualizado para incluir todos os nomes de
dominio de endpoint necessarios.

@ O servigo CLB esta obsoleto.

Passos
1. Selecione Configuragao > Configuragdes de rede > nomes de dominio.

A pagina nomes de dominio do endpoint & exibida.

Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of 53 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: 53 example com
s3.example.co.uk, s3-east example.com

Endpoint 1 s3.example.com x

Endpoint 2 + X

2. Para adicionar campos adicionais, insira a lista de nomes de dominio de endpoint da API S3 nos campos
Endpoint.

Se esta lista estiver vazia, o suporte para solicitagdes de estilo hospedado virtual S3 sera desativado.

3. Clique em Salvar.

4. Certifique-se de que os certificados de servidor que os clientes utilizam correspondem aos nomes de
dominio de endpoint necessarios.

o Para clientes que usam o servico Load Balancer, atualize o certificado associado ao ponto de
extremidade do balanceador de carga ao qual o cliente se coneta.

> Para clientes que se conetam diretamente aos nds de storage ou que usam o servico CLB nos nés de
Gateway, atualize o certificado de servidor personalizado para a grade.
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5. Adicione os Registros DNS necessarios para garantir que as solicitacdes de nome de dominio de endpoint
possam ser resolvidas.
Resultado
Agora, quando os clientes usam o endpoint bucket.s3.company.com, 0 servidor DNS resolve para o
endpoint correto e o certificado autentica o endpoint como esperado.

Informacgdes relacionadas
"Use S3"

"Visualizacado de enderecos IP"
"Criando um grupo de alta disponibilidade"

"Configurando um certificado de servidor personalizado para conexdes ao né de armazenamento ou ao
servigo CLB"

"Configuragéo dos pontos de extremidade do balanceador de carga"

Ativar HTTP para comunicacgoes cliente

Por padrao, os aplicativos clientes usam o protocolo de rede HTTPS para todas as
conexdes com nos de armazenamento ou para o servigco CLB obsoleto em nds de
gateway. Opcionalmente, vocé pode ativar o HTTP para essas conexdes, por exemplo,
ao testar uma grade que nao seja de producéo.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa

Conclua esta tarefa somente se os clientes S3 e Swift precisarem fazer conexdes HTTP diretamente aos nos
de armazenamento ou ao servigo CLB obsoleto nos nds de Gateway.

Nao é necessario concluir essa tarefa para clientes que usam somente conexdes HTTPS ou para clientes que
se conetam ao servigo Load Balancer (porque vocé pode configurar cada ponto de extremidade do Load
Balancer para usar HTTP ou HTTPS). Consulte as informagdes sobre como configurar pontos de extremidade
do balanceador de carga para obter mais informacgoes.

"Resumo: Enderecos IP e portas para conexdes de clientes"Consulte para saber quais portas S3 e clientes
Swift usam ao se conetar a nds de armazenamento ou ao servigo CLB obsoleto usando HTTP ou HTTPS

@ Tenha cuidado ao ativar o HTTP para uma grade de produg¢do porque as solicitagdes serdo
enviadas sem criptografia.

Passos
1. Selecione Configuragao > Configuragoes do sistema > Opgodes de grade.

2. Na secao Opgoes de rede, marque a caixa de selegao Ativar conexao HTTP .
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Network Options

Prevent Client Modificaion &
Enable HTTP Connection & 7

Metwork Transfer Encryption @ AES128-5HA = AESZhG-SHA

3. Clique em Salvar.

Informacgdes relacionadas
"Configuracao dos pontos de extremidade do balanceador de carga"

"Use S3"

"Use Swift"

Controlar quais operacoes do cliente sao permitidas

Vocé pode selecionar a opgao Prevent Client Modification grid (impedir a modificagao do
cliente) para negar operacodes especificas do cliente HTTP.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

» Vocé deve ter permissdes de acesso especificas.

Sobre esta tarefa
Impedir Modificagédo do Cliente € uma configuragao de todo o sistema. Quando a opgao impedir modificagao

de cliente é selecionada, as seguintes solicitagbes sao negadas:
» S3 API REST
o Eliminar pedidos de balde

> Quaisquer solicitagdes para modificar os dados de um objeto existente, metadados definidos pelo
usuario ou marcagao de objeto S3

Esta configuragdo nao se aplica a buckets com controle de versao ativado. O controle
de versao ja impede modificagdes nos dados do objeto, metadados definidos pelo
usuario e marcagao de objetos.

» * Swift REST API*
o Eliminar pedidos de contentor

> Solicitagbes para modificar qualquer objeto existente. Por exemplo, as seguintes operagdes sao
negadas: Put Overwrite, Delete, Metadata Update e assim por diante.

Passos
1. Selecione Configuragao > Configuragdes do sistema > Opgoes de grade.
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2. Na secao Opcoes de rede, marque a caixa de sele¢cao impedir modificagao de cliente.

Network Options

Prevent Client Modification
o

Enable HTTP Connection
e

Metwork Transfer Encryption
e

3. Clique em Salvar.
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