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Expanda sua grade

Saiba como expandir um sistema StorageGRID sem interromper as operagdes do
sistema.

* "Planejando uma expansao do StorageGRID"

* "Preparando-se para uma expansao"

» "Visao geral do procedimento de expansao"

* "Adicao de volumes de storage aos nos de storage"

+ "Adicionar nds de grade a um site existente ou adicionar um novo site"
» "Configurando seu sistema StorageGRID expandido”

 "Contactar o suporte técnico"

Planejando uma expansao do StorageGRID

Vocé pode expandir o StorageGRID para aumentar a capacidade de storage, adicionar
capacidade de metadados, adicionar redundancia ou novos recursos ou adicionar um
novo site. O numero, o tipo e o local dos nds que vocé precisa adicionar dependem do
motivo da expanséo.

» "Adicdo de capacidade de storage"
* "Adicao de capacidade de metadados"
+ "Adicdo de nods de grade para adicionar recursos ao seu sistema"

« "Adicionar um novo site"

Adicao de capacidade de storage

Quando os nds de storage existentes ficarem cheios, vocé precisara aumentar a
capacidade de storage do sistema StorageGRID.

Para aumentar a capacidade de storage, primeiro vocé precisa entender onde os dados s&do armazenados no
momento e adicionar capacidade em todos os locais necessarios. Por exemplo, se vocé armazenar copias de
dados de objetos no momento em varios locais, talvez seja necessario aumentar a capacidade de storage de
cada local.

+ "Diretrizes para adicionar capacidade de objeto"

» "Adicao de capacidade de storage para objetos replicados"

» "Adicao de capacidade de storage para objetos codificados por apagamento”

+ "Consideragdes para rebalanceamento de dados codificados por apagamento”

Diretrizes para adicionar capacidade de objeto

Vocé pode expandir a capacidade de storage de objetos do seu sistema StorageGRID
adicionando volumes de storage a nos de storage existentes ou adicionando novos nos
de storage a locais existentes. Vocé precisa adicionar capacidade de storage de forma



que atenda aos requisitos da politica de gerenciamento do ciclo de vida das informagdes
(ILM).

Diretrizes para adicionar volumes de armazenamento

Antes de adicionar volumes de storage a nés de storage existentes, consulte as diretrizes e limitagbes a
seguir:

* Vocé deve examinar suas regras atuais de ILM para determinar onde e quando adicionar volumes de
storage para aumentar o storage disponivel para objetos replicados ou codificados por apagamento.
Consulte as instrugdes para gerenciar objetos com gerenciamento do ciclo de vida das informagdes.

* Vocé nao pode aumentar a capacidade de metadados do sistema adicionando volumes de storage porque
os metadados de objetos s&o armazenados apenas no volume 0.

» Cada no6 de storage baseado em software pode dar suporte a um maximo de 16 volumes de storage. Se
vocé precisar adicionar capacidade além disso, precisara adicionar novos nés de storage.

» Vocé pode adicionar uma ou duas gavetas de expansao a cada dispositivo SG6060. Cada compartimento
de expansao adiciona 16 volumes de storage. Com ambas as gavetas de expanséo instaladas, o SG6060
da suporte a um total de 48 volumes de storage.

* Nao é possivel adicionar volumes de armazenamento a qualquer outro dispositivo de armazenamento.
* Nao é possivel aumentar o tamanho de um volume de armazenamento existente.
* N&o é possivel adicionar volumes de armazenamento a um n6 de armazenamento ao mesmo tempo em

que esta a efetuar uma atualizagao do sistema, uma operacéo de recuperacao ou outra expansao.

Depois de decidir adicionar volumes de storage e determinar quais nos de storage vocé deve expandir para
atender a politica de ILM, siga as instrucdes para seu tipo de né de storage:

» Para adicionar prateleiras de expansao a um dispositivo de armazenamento SG6060, consulte as
instrugdes para a instalagdo e manutengao do dispositivo SG6000.

"SG6000 dispositivos de armazenamento”

« Para um no6 baseado em software, siga as instru¢des para adicionar volumes de storage aos nés de
storage.

"Adicdo de volumes de storage aos nds de storage”

Diretrizes para a adi¢cao de nos de storage

Antes de adicionar nds de storage a sites existentes, consulte as diretrizes e limitagdes a seguir:
* Vocé deve examinar suas regras atuais de ILM para determinar onde e quando adicionar nds de storage
para aumentar o storage disponivel para objetos replicados ou codificados por apagamento.
* Vocé n&o deve adicionar mais de 10 nos de storage em um unico procedimento de expansao.
* Vocé pode adicionar nés de storage a mais de um local em um Unico procedimento de expanséo.
* Vocé pode adicionar nés de storage e outros tipos de nés em um unico procedimento de expansao.

* Antes de iniciar o procedimento de expansao, deve confirmar se todas as operacdes de reparacéo de
dados efetuadas como parte de uma recuperacéao estdo concluidas. Consulte os passos para verificar os
trabalhos de reparagao de dados nas instrugdes de recuperagéo e manutengao.

» Se vocé precisar remover nos de storage antes ou depois de executar uma expansao, nao devera


https://docs.netapp.com/pt-br/storagegrid-115/sg6000/index.html

desativar mais de 10 nos de storage em um unico procedimento de n6 de compactagao.

Diretrizes para o servigo ADC em nés de storage

Ao configurar a expansao, vocé deve escolher se deseja incluir o servigo controlador de dominio
administrativo (ADC) em cada novo né de armazenamento. O servico ADC mantém o controle da localizagao
e disponibilidade dos servigos da grade.

» O sistema StorageGRID requer que um quérum de servigos ADC esteja disponivel em cada local e em
todos os momentos.

@ Saiba mais sobre o quérum ADC nas instrugdes de recuperagdo e manutengao.

* Pelo menos trés nés de storage em cada local devem incluir o servigo ADC.

« Adicionar o servico ADC a cada n6 de armazenamento n&o € recomendado. Incluir muitos servicos ADC
pode causar lentiddo devido ao aumento da quantidade de comunicag&o entre nés.

* Uma unica grade nao deve ter mais de 48 nos de storage com o servigo ADC. Isso equivale a 16 sites
com trés servicos ADC em cada local.

* Em geral, quando vocé seleciona a configuragdo ADC Service para um novo no, vocé deve selecionar
Automatic. Selecione Sim somente se 0 novo no substituir outro né de armazenamento que inclua o
servigo ADC. Como vocé nao pode desativar um n6é de armazenamento se houver poucos servigos ADC,
isso garante que um novo servigo ADC esteja disponivel antes que o servigo antigo seja removido.

* Vocé nao pode adicionar o servigo ADC a um n6 depois que ele é implantado.
Informacgoes relacionadas
"Gerenciar objetos com ILM"
"SG6000 dispositivos de armazenamento”
"Adicdo de volumes de storage aos nds de storage”
"Manter recuperar"

"Executando a expansao"

Adicao de capacidade de storage para objetos replicados

Se a politica de gerenciamento do ciclo de vida das informagdes (ILM) da implantacao
incluir uma regra que crie cépias replicadas de objetos, vocé devera considerar quanto
storage adicionar e onde adicionar os novos volumes de storage ou nés de storage.

Para obter orientagdo sobre onde adicionar armazenamento adicional, examine as regras do ILM que criam
copias replicadas. Se as regras do ILM criarem duas ou mais copias de objetos, Planeje adicionar storage em
cada local em que as cépias de objetos forem feitas. Como um exemplo simples, se vocé tiver uma grade de
dois locais e uma regra ILM que crie uma copia de objeto em cada local, vocé deve adicionar armazenamento
a cada local para aumentar a capacidade geral de objeto da grade.

Por motivos de desempenho, vocé deve tentar manter a capacidade de storage e o poder de computagao
equilibrados em todos os locais. Portanto, para este exemplo, vocé deve adicionar o mesmo numero de nos
de storage a cada local ou volumes de storage adicionais em cada local.
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Se vocé tiver uma politica de ILM mais complexa que inclua regras que coloquem objetos em locais diferentes
com base em critérios como nome do bucket ou regras que alterem os locais do objeto ao longo do tempo,
sua analise de onde o0 armazenamento € necessario para a expansao sera semelhante, mas mais complexa.

Tracar a rapidez com que a capacidade geral de armazenamento esta sendo consumida pode ajuda-lo a
entender quanto armazenamento adicionar na expansao e quando o espago de armazenamento adicional
sera necessario. Vocé pode usar o Gerenciador de Grade para monitorar € mapear a capacidade de
armazenamento, conforme descrito nas instru¢cdes para monitoramento e solugcao de problemas do
StorageGRID.

Ao Planejar o momento de uma expanséao, lembre-se de considerar quanto tempo pode levar para adquirir e
instalar armazenamento adicional.

Informagoes relacionadas
"Gerenciar objetos com ILM"

"Monitorizar Resolucéo de problemas"

Adicao de capacidade de storage para objetos codificados por apagamento

Se a politica de ILM incluir uma regra que faca copias codificadas por apagamento, vocé
deve Planejar onde adicionar um novo storage e quando adicionar um novo storage. A
quantidade de armazenamento que vocé adiciona e o tempo da adigdo podem afetar a
capacidade de armazenamento utilizavel da grade.

A primeira etapa no Planejamento de uma expansao de storage é examinar as regras da politica de ILM que
criam objetos codificados por apagamento. Como o StorageGRID cria fragmentos k-m para cada objeto
codificado de apagamento e armazena cada fragmento em um né de storage diferente, vocé deve garantir
que pelo menos os nés de storage k-m tenham espago para novos dados codificados de apagamento apds a
expansao. Se o perfil de codificacdo de apagamento fornecer protegéo contra perda de site, vocé precisara
adicionar storage a cada local.

O numero de nés que vocé precisa adicionar também depende de quéo cheios os nés existentes estao
quando vocé executa a expansao.

Recomendacao geral para adicionar capacidade de storage para objetos codificados por apagamento

Se vocé quiser evitar calculos detalhados, pode adicionar dois nds de storage por local quando os nds de
storage existentes atingirem 70% de capacidade.

Esta recomendacao geral fornece resultados razoaveis em uma ampla variedade de esquemas de codificagao
de apagamento para grades de um unico local e para grades onde a codificagdo de apagamento fornece
protegao contra perda de site.

Para entender melhor os fatores que levam a esta recomendacao ou para desenvolver um plano mais preciso
para o seu site, revise a proxima sec¢ao. Para obter uma recomendacgao personalizada otimizada para a sua
situagao, entre em Contato com o representante da sua conta NetApp.

Calculando o numero de nés de storage de expansao a serem adicionados para objetos codificados por apagamento

Para otimizar a forma como vocé expande uma implantagdo que armazena objetos codificados por
apagamento, considere muitos fatores:
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* Esquema de codificagdo de apagamento em uso

 Caracteristicas do pool de storage usado para codificagdo de apagamento, incluindo o numero de nés em
cada local e a quantidade de espaco livre em cada né

+ Se a grade foi expandida anteriormente (porque a quantidade de espaco livre por n6 de storage pode nao
ser aproximadamente a mesma em todos os nos)

* Natureza exata da politica ILM, como se as regras ILM fazem objetos replicados e codificados por
apagamento

Os exemplos a seguir podem ajudar vocé a entender o impacto do esquema de codificagdo de apagamento, o
numero de nés no pool de storage e a quantidade de espaco livre em cada no.

Consideragbes semelhantes afetam os calculos de uma politica de ILM que armazena dados replicados e
codificados por apagamento e os calculos de uma grade que foi expandida anteriormente.

Os exemplos nesta secgéo representam as praticas recomendadas para adicionar capacidade
de storage a um sistema StorageGRID. Se vocé nao conseguir adicionar o numero

@ recomendado de nds, talvez seja necessario executar o procedimento de rebalanceamento EC
para permitir que objetos codificados de apagamento adicionais sejam armazenados.

"Consideracdes para rebalanceamento de dados codificados por apagamento”

Exemplo 1: Expandindo uma grade de um local que usa codificacdo de apagamento de 2 a 1

Este exemplo mostra como expandir uma grade simples que inclui apenas trés nds de storage.

Este exemplo usa apenas trés nos de storage para simplificar. No entanto, o uso de apenas trés

@ nos de storage ndo é recomendado: Uma grade de produgéo real deve usar um minimo de 1
nos de storage para redundancia, o que equivale a quatro nos de storage (2-1-1) para este
exemplo.

Assuma o seguinte:

* Todos os dados sao armazenados usando o esquema de codificagdo de apagamento 2-1. Com o
esquema de codificagdo de apagamento 2-1, cada objeto é armazenado como trés fragmentos e cada
fragmento é salvo em um no de storage diferente.

* Vocé tem um local com trés nos de storage. Cada n6 de storage tem uma capacidade total de 100 TB.
* Vocé deseja expandir adicionando novos nos de storage de 100 TB.
* No momento, vocé deseja equilibrar os dados codificados por apagamento entre os nés antigos e os

Novos.

Vocé tem varias op¢des, com base em quéo cheios os nds de storage estdo quando vocé executa a
expansao.

» Adicione trés nés de storage de 100 TB quando os néds existentes estiverem 100% cheios

Neste exemplo, os nés existentes estdo 100% cheios. Como nao ha capacidade livre, vocé precisa
adicionar imediatamente trés nds para continuar a codificagdo de apagamento em mais de 1 horas por
dia, 2 dias por semana.

Depois que a expanséo for concluida, quando os objetos forem codificados para apagamento, todos os
fragmentos ser&do colocados nos novos nos.



- Before expansion - ——— After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC

Essa expanséo adiciona nés k m. A adi¢cdo de quatro nés é recomendada para
redundancia. Se vocé adicionar somente nds de armazenamento de expansdo k m quando
@ 0s nos existentes estiverem 100% cheios, todos os novos objetos deverao ser
armazenados nos nos de expansao. Se algum dos novos noés ficar indisponivel, mesmo
temporariamente, o StorageGRID nao podera atender aos requisitos do ILM.

» Adicione dois nos de storage de 100 TB, quando os nés de storage existentes estiverem 67%
completos

Neste exemplo, os nds existentes estdo 67% cheios. Como ha 100 TB de capacidade livre nos nés
existentes (33 TB por nd), vocé so precisa adicionar dois nds se vocé executar a expansao agora.

A adicdo de 200 TB de capacidade adicional permite que vocé continue 2 a codificagdo de apagamento de
mais de 1 TB e, eventualmente, equilibrar os dados codificados por apagamento em todos os nos.

- Before expansion - ——— After adding 2 nodes

3 nodes are 67% full All nodes can be usedfor 2+1 EC

+ Adicione um né6 de storage de 100 TB quando os nés de storage existentes estiverem 33% cheios

Neste exemplo, os nds existentes estdo 33% cheios. Como ha 200 TB de capacidade livre nos nés
existentes (67 TB por nd), vocé so precisa adicionar um né se vocé executar a expansao agora.

A adicdo de 100 TB de capacidade adicional permite que vocé continue 2 a codificagdo de apagamento de
mais de 1 TB e, eventualmente, equilibrar os dados codificados por apagamento em todos os nos.



- Before expansion A — After adding 1 node —

3 nodes are 33% full All nodes can be used for 2+1 EC

Exemplo 2: Expansado de uma grade de trés locais que usa codificagdo de apagamento 6-3

Este exemplo mostra como desenvolver um plano de expansao para uma grade multi-site que tenha um
esquema de codificagdo de apagamento com um numero maior de fragmentos. Apesar das diferengas entre
esses exemplos, o plano de expansao recomendado € muito semelhante.

Assuma o seguinte:

» Todos os dados sao armazenados usando o esquema de codificacdo de apagamento 6-3. Com o
esquema de codificagdo de apagamento 6-3, cada objeto é armazenado como 9 fragmentos e cada
fragmento é salvo em um no6 de storage diferente.

* Vocé tem trés locais e cada local tem quatro nés de storage (12 nds no total). Cada n6é tem uma
capacidade total de 100 TB.

* Vocé deseja expandir adicionando novos nos de storage de 100 TB.

* No momento, vocé deseja equilibrar os dados codificados por apagamento entre os nds antigos € os
Nnovos.

Vocé tem varias opgdes, com base em quéao cheios os nds de storage estdo quando vocé executa a
expansao.

» Adicione nove noés de storage de 100 TB (trés por local), quando os nés existentes estiverem 100%
completos

Neste exemplo, os 12 nés existentes estdo 100% cheios. Como ndo ha capacidade livre, vocé precisa
adicionar imediatamente nove nos (900 TB de capacidade adicional) para continuar a codificagéo de
apagamento 6-3.

Depois que a expanséo for concluida, quando os objetos forem codificados para apagamento, todos os
fragmentos ser&o colocados nos novos nos.

Essa expansao adiciona nos k m. A adi¢gao de 12 nés (quatro por local) € recomendada
para redundancia. Se vocé adicionar somente nds de armazenamento de expansédo k m
@ quando os nos existentes estiverem 100% cheios, todos os novos objetos deverao ser
armazenados nos nés de expansao. Se algum dos novos noés ficar indisponivel, mesmo
temporariamente, o StorageGRID n&o podera atender aos requisitos do ILM.

» Adicione seis nos de storage de 100 TB (dois por local), quando os nés existentes estiverem 75%
completos

Neste exemplo, os 12 nés existentes estao 75% cheios. Como ha 300 TB de capacidade livre (25 TB por
nd), vocé so precisa adicionar seis nés se vocé executar a expansao agora. Vocé adicionaria dois nés a



cada um dos trés locais.

A adi¢do de 600 TB de capacidade de storage permitira que vocé continue 6 a codificagdo de apagamento
de mais de 3 TB e, eventualmente, equilibrar os dados codificados por apagamento em todos os nés.

Adicione trés nés de storage de 100 TB (um por local), quando os nés existentes estiverem 50%
completos

Neste exemplo, os 12 nds existentes estao 50% cheios. Como ha 600 TB de capacidade livre (50 TB por
no), vocé so precisa adicionar trés nos se vocé executar a expansao agora. Vocé adicionaria um no a
cada um dos trés locais.

A adicao de 300 TB de capacidade de storage permitira que vocé continue 6 a codificagdo de apagamento
de mais de 3 TB e, eventualmente, equilibrar os dados codificados por apagamento em todos os nos.

Informagoes relacionadas
"Gerenciar objetos com ILM"
"Monitorizar Resolucéo de problemas"

"Consideracdes para rebalanceamento de dados codificados por apagamento”

Consideragoes para rebalanceamento de dados codificados por apagamento

Se vocé estiver executando uma expanséao para adicionar nés de storage e sua politica
de ILM incluir uma ou mais regras de ILM para apagar dados de codigo, talvez seja
necessario executar o procedimento de rebalanceamento de EC apds a concluséo da
expansao.

Por exemplo, se vocé nao puder adicionar o numero recomendado de nds de storage em uma expansao,
talvez seja necessario executar o procedimento de rebalanceamento EC para permitir que objetos codificados
de apagamento adicionais sejam armazenados.

O que é o reequilibrio CE?

O rebalanceamento EC é um procedimento StorageGRID que pode ser necessario apds uma expansao do no
de storage. O procedimento é executado como um script de linha de comando a partir do né de administragcao
principal. Ao executar o procedimento de rebalancear, o StorageGRID redistribui fragmentos codificados por
apagamento entre os nos de storage existentes e recém-expandidos em um local.

Quando o procedimento de reequilibrio CE é executado:

 Ele apenas move dados de objetos codificados por apagamento. Ele ndo move dados de objetos
replicados.
* Ele redistribui os dados em um local. Ele ndo move dados entre sites.
* Ele redistribui os dados entre todos os nds de storage em um local. Ele n&o redistribui dados dentro de
volumes de storage.
Quando o procedimento de reequilibrio CE estiver concluido:

* Os dados codificados por apagamento sdo movidos de nés de storage com menos espago disponivel para
nos de storage com mais espaco disponivel.
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* Os valores usados (%) podem permanecer diferentes entre nds de storage porque o procedimento de
rebalanceamento de EC ndo move copias de objeto replicadas.

» A protecado de dados de objetos codificados por apagamento ndo sera alterada.
Quando o procedimento de reequilibrio EC estd em execugao, o desempenho das operacdes ILM e das

operacgdes dos clientes S3 e Swift provavelmente serdo impactados. Por esse motivo, vocé s6 deve executar
esse procedimento em casos limitados.

Quando nao realizar um rebalanceamento EC

Como exemplo de quando vocé néo precisa realizar um rebalanceamento EC, considere o seguinte:

» O StorageGRID ¢ executado em um unico local, que contém trés nds de storage.

» A politica ILM usa uma regra de codificagdo de apagamento de mais de 2 1 para todos os objetos com
mais de 0,2 MB e uma regra de replicagdo de 2 copias para objetos menores.

» Todos os nos de storage ficaram completamente cheios e o alerta armazenamento de objetos baixos foi
acionado no nivel de gravidade maior. A agdo recomendada é executar um procedimento de expansao
para adicionar nos de storage.

- Before expansion -

3 nodes are 100% full

Para expandir o site neste exemplo, € recomendavel adicionar trés ou mais nés de storage novos. O
StorageGRID precisa de trés nés de storage para codificagcdo de apagamento em mais de 1 horas por dia, 2
dias por semana, para que ele possa colocar os dois fragmentos de dados e um fragmento de paridade em
nos diferentes.

Depois de adicionar os trés nds de storage, os nés de storage originais permanecem cheios, mas os objetos
podem continuar sendo ingeridos no 1 esquema de codificacdo de apagamento de mais de 2% nos novos
nos. A execucao do procedimento de reequilibrio EC ndo é recomendada para este caso: A execucao do
procedimento diminuira temporariamente o desempenho, o que pode afetar as operagdes do cliente.

- Before expansion - —— After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC




Quando realizar um rebalanceamento EC

Como exemplo de quando vocé deve executar o procedimento de rebalanceamento de EC, considere o
mesmo exemplo, mas suponha que vocé s6 pode adicionar dois nds de storage. Como a codificagao de
apagamento de mais de 2 vezes por dia requer pelo menos 1 nos de storage, os novos nés nao podem ser
usados para dados codificados por apagamento.

- Before expansion - —— After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC

Para resolver esse problema e usar os novos nos de storage, € possivel executar o procedimento de
rebalanceamento de EC. Quando esse procedimento é executado, o StorageGRID redistribui dados
codificados de apagamento e fragmentos de paridade entre todos os nds de storage no local. Neste exemplo,
quando o procedimento de rebalanceamento do EC estiver concluido, todos os cinco nés agora estdo apenas
60% cheios e os objetos podem continuar a ser ingeridos no 2 esquema de codificagdo de apagamento de
mais de 1 anos em todos os nés de storage.

— After EC rebalance

- Before expansion - —— After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC 5 nodes are 60% full, EC can continue

Consideragoes para o reequilibrio CE

Em geral, s6 deve executar o procedimento de reequilibrio CE em casos limitados. Especificamente, vocé
deve realizar o rebalanceamento EC somente se todas as seguintes afirmagdes forem verdadeiras:

» Vocé usa codificacdo de apagamento para seus dados de objeto.

* O alerta Low Object Storage foi acionado para um ou mais nés de storage em um local, indicando que os
nos estdo 80% ou mais cheios.

* Nao € possivel adicionar o numero recomendado de novos nos de storage para o esquema de codificagdo
de apagamento em uso.

"Adicado de capacidade de storage para objetos codificados por apagamento”

» Seus clientes S3 e Swift podem tolerar um desempenho inferior para suas operagdes de gravagao e
leitura enquanto o procedimento EC Rebalanceance esta sendo executado.

Como o procedimento de reequilibrio EC interage com outras tarefas de manutengao

Nao é possivel executar determinados procedimentos de manutencdo ao mesmo tempo que esta a executar o
procedimento EC Rebalanceance.
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Procedimento

Procedimentos adicionais de
reequilibrio da CE

Procedimento de desativacéo

Trabalho de reparacéo de dados
EC

Procedimento de expansao

Procedimento de atualizacéo

Procedimento de clone de n6 do
dispositivo

Procedimento de corregéo

Outros procedimentos de
manuteng¢ao

Permitido durante o procedimento de reequilibrio CE?
Néao

S6 é possivel executar um procedimento de rebalanceamento EC de
cada vez.

Nao

« E impedido de iniciar um procedimento de desativagdo ou uma
reparacao de dados EC enquanto o procedimento de reequilibrio
EC esta em execugéo.

« E impedido de iniciar o procedimento de rebalanceamento EC
enquanto um procedimento de desativagdo do né de storage ou um
reparo de dados EC estiver em execucao.

Nao

Se vocé precisar adicionar novos nés de storage em uma expansao,
aguarde para executar o procedimento de rebalanceamento do EC até
que vocé tenha adicionado todos os novos nds. Se um procedimento de
rebalanceamento do EC estiver em andamento quando vocé adicionar
novos nés de storage, os dados ndo serdo movidos para esses nos.

Nao

Se vocé precisar atualizar o software StorageGRID, execute o
procedimento de atualizagao antes ou depois de executar o
procedimento de rebalanceamento EC. Conforme necessario, vocé
pode encerrar o procedimento EC Rebalanceance para realizar uma
atualizacéo de software.

Né&o

Se vocé precisar clonar um no de storage de dispositivo, aguarde para
executar o procedimento de rebalanceamento do EC até que vocé
tenha adicionado o novo n6. Se um procedimento de rebalanceamento

do EC estiver em andamento quando vocé adicionar novos nos de
storage, os dados n&o serdo movidos para esses nos.

Sim.

Vocé pode aplicar um hotfix do StorageGRID enquanto o procedimento
EC Rebalanceance estiver sendo executado.

Nao

Vocé deve terminar o procedimento EC Rebalanceance antes de
executar outros procedimentos de manutengao.
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Como o procedimento de reequilibrio EC interage com o ILM

Enquanto o procedimento de rebalanceamento EC estiver em execucao, evite fazer alteragées no ILM que
possam alterar o local dos objetos codificados por apagamento existentes. Por exemplo, ndo comece a usar
uma regra ILM que tenha um perfil de codificagdo de apagamento diferente. Se vocé precisar fazer essas
alteracdes no ILM, vocé deve abortar o procedimento EC Rebalancance.

Informagdes relacionadas

"Rebalanceamento de dados codificados por apagamento apés a adicdo de nds de storage”

Adicao de capacidade de metadados

Para garantir que o espaco adequado esteja disponivel para metadados de objetos,
talvez seja necessario executar um procedimento de expansao para adicionar novos nés
de storage em cada local.

O StorageGRID reserva espago para metadados de objetos no volume 0 de cada n6 de storage. Trés copias
de todos os metadados de objetos sdo mantidas em cada local, distribuidas uniformemente por todos os nés
de storage.

Vocé pode usar o Grid Manager para monitorar a capacidade dos metadados dos nés de storage e estimar a
rapidez com que a capacidade dos metadados esta sendo consumida. Além disso, o alerta armazenamento
de metadados baixo € acionado para um né de armazenamento quando o espago de metadados usado
atinge determinados limites. Consulte as instrugdes para monitoramento e solugéo de problemas do
StorageGRID para obter detalhes.

Observe que a capacidade de metadados de objetos de uma grade pode ser consumida mais rapido do que
sua capacidade de armazenamento de objetos, dependendo de como vocé usa a grade. Por exemplo, se
vocé costuma ingerir grandes quantidades de pequenos objetos ou adicionar grandes quantidades de
metadados ou tags de usuarios a objetos, talvez seja necessario adicionar nés de storage para aumentar a
capacidade dos metadados, mesmo que haja capacidade suficiente de storage de objetos.

Diretrizes para aumentar a capacidade dos metadados

Antes de adicionar nds de storage para aumentar a capacidade dos metadados, leia as diretrizes e limitagdes
a segquir:

* Supondo que haja capacidade suficiente de storage de objetos disponivel, ter mais espaco disponivel para
metadados de objetos aumenta o nimero de objetos que vocé pode armazenar no sistema StorageGRID.

* Vocé pode aumentar a capacidade de metadados de uma grade adicionando um ou mais nés de storage a
cada local.

* O espaco real reservado para metadados de objetos em qualquer n6 de armazenamento depende da
opgao de armazenamento de espaco reservado de metadados (configuragédo de todo o sistema), da
quantidade de RAM alocada ao n6 e do tamanho do volume do né 0. Consulte as instrugdes para
administrar o StorageGRID para obter mais informagdes.

* Vocé nao pode aumentar a capacidade dos metadados adicionando volumes de storage aos nés de
storage existentes, porque os metadados sdo armazenados apenas no volume 0.

* Vocé néo pode aumentar a capacidade dos metadados adicionando um novo local.

» O StorageGRID mantém trés copias de todos os metadados de objetos em todos os locais. Por esse
motivo, a capacidade de metadados do sistema é limitada pela capacidade de metadados do seu menor
local.
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* Ao adicionar capacidade de metadados, vocé deve adicionar o mesmo numero de nds de storage a cada
local.

Como os metadados séo redistribuidos quando vocé adiciona nés de storage

Quando vocé adiciona nds de storage a uma expanséao, o StorageGRID redistribui os metadados de objetos
existentes aos novos nds em cada local, o0 que aumenta a capacidade geral dos metadados da grade.
Nenhuma ag¢ado do usuario é necessaria.

A figura a seguir mostra como o StorageGRID redistribui os metadados de objetos quando vocé adiciona nés
de storage em uma expansao. O lado esquerdo da figura representa o volume 0 de trés nos de storage antes
de uma expansédo. Os metadados estdo consumindo uma parte relativamente grande do espaco de
metadados disponivel de cada nd, e o alerta armazenamento de metadados baixo foi acionado.

O lado direito da figura mostra como os metadados existentes sao redistribuidos depois que dois nés de

storage sao adicionados ao local. A quantidade de metadados em cada né diminuiu, o alerta armazenamento
de metadados baixo ndo € mais acionado e o espacgo disponivel para metadados aumentou.

— Metadata use before expansion — — Metadata use after expansion —

Three Storage Nodes Five Storage Nodes

Object metadata

] Resemved metadata space

Informacgoes relacionadas

"Administrar o StorageGRID"

"Monitorizar Resolu¢éo de problemas"

Adicao de nés de grade para adicionar recursos ao seu sistema

Vocé pode adicionar redundancia ou recursos adicionais a um sistema StorageGRID
adicionando novos nos de grade a sites existentes.

Por exemplo, vocé pode optar por adicionar nés de Gateway adicionais para suportar a criagdo de grupos de
alta disponibilidade de n6s de Gateway, ou vocé pode adicionar um né de administrador em um site remoto

para permitir o monitoramento usando um no local.

Vocé pode adicionar um ou mais dos seguintes tipos de nés a um ou mais locais existentes em uma unica
operagao de expansao:

* Nos de administragdo ndo primarios
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* Nos de storage

* No6s de gateway

* Nos de arquivamento

Ao se preparar para adicionar nés de grade, esteja ciente das seguintes limitagdes:

* O n6 de administragao principal é implantado durante a instalacao inicial. Nao é possivel adicionar um né

de administracao principal durante uma expansao.

* Vocé pode adicionar nés de storage e outros tipos de ndés na mesma expanséo.

* Ao adicionar nos de storage, vocé deve Planejar cuidadosamente o numero e o local dos novos nés.

"Adic&o de capacidade de storage"

Se vocé estiver adicionando nés de Arquivo, observe que cada no de Arquivo so6 suporta fita por meio do
middleware Tivoli Storage Manager (TSM).

Se a opgao New Node Client Network Default estiver definida como unTrusted na pagina redes de
clientes nao confiaveis, os aplicativos clientes que se conetam a nés de expansao usando a rede de
cliente devem se conetar usando uma porta de endpoint do balanceador de carga (Configuration >
Network Settings > UnTrusted Client Network). Consulte as instru¢gdes de administragdo do
StorageGRID para alterar a configuragéo do novo né e para configurar pontos de extremidade do
balanceador de carga.

Informacgoes relacionadas

"Administrar o StorageGRID"

Adicionar um novo site

Vocé pode expandir seu sistema StorageGRID adicionando um novo site.

Diretrizes para adicionar um site

Antes de adicionar um site, revise os seguintes requisitos e limitagoes:

* S0 é possivel adicionar um local por operacao de expansao.

* N&o € possivel adicionar nds de grade a um site existente como parte da mesma expansao.

» Todos os locais devem incluir pelo menos trés nos de storage.

 Adicionar um novo site ndo aumenta automaticamente o nimero de objetos que vocé pode armazenar. A

capacidade total de objeto de uma grade depende da quantidade de storage disponivel, da politica de ILM
e da capacidade de metadados em cada local.

* Ao dimensionar um novo local, vocé deve garantir que ele inclua capacidade suficiente de metadados.

O StorageGRID mantém uma cépia de todos os metadados de objetos em cada local. Ao adicionar um
novo local, vocé deve garantir que ele inclua capacidade de metadados suficiente para os metadados de
objetos existentes e capacidade de metadados suficiente para crescimento.

Para obter informagdes sobre o monitoramento da capacidade de metadados de objetos, consulte as
instrugdes para monitoramento e solugéo de problemas do StorageGRID.

* Vocé deve considerar a largura de banda de rede disponivel entre sites e o nivel de laténcia de rede. As
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atualizagbes de metadados sdo continuamente replicadas entre sites, mesmo que todos os objetos sejam
armazenados apenas no local onde sao ingeridos.

« Como o sistema StorageGRID permanece operacional durante a expansao, vocé deve revisar as regras
do ILM antes de iniciar o procedimento de expans&o. Vocé deve garantir que as copias de objeto ndo
sejam armazenadas no novo local até que o procedimento de expanséo seja concluido.

Por exemplo, antes de iniciar a expansao, determine se alguma regra usa o pool de storage padrao (todos
0s nos de storage). Se isso acontecer, vocé devera criar um novo pool de storage que contenha os nés de
storage existentes e atualizar suas regras de ILM para usar o novo pool de storage. Caso contrario, os
objetos serdo copiados para o novo site assim que o primeiro n6 nesse site se tornar ativo.

Para obter mais informagbes sobre como alterar o ILM ao adicionar um novo site, consulte o exemplo para
alterar uma politica ILM nas instrugdes para gerenciar objetos com gerenciamento do ciclo de vida das

informacdes.

Informacgoes relacionadas

"Gerenciar objetos com ILM"

Preparando-se para uma expansao

Vocé deve se preparar para a expansao do StorageGRID obtendo os materiais
necessarios e instalando e configurando qualquer novo hardware e redes.

Recolha de materiais necessarios

Antes de executar uma operagao de expansao, vocé deve reunir os materiais listados na tabela a seguir.

Item

Arquivo de instalagao do
StorageGRID

Servigo de laptop

Frase-passe do aprovisionamento

Notas

Se vocé estiver adicionando novos nés de grade ou um novo local,
baixe e extraia o arquivo de instalagdo do StorageGRID. Vocé deve
usar a mesma versao que esta atualmente em execugéo na grade.

Para obter detalhes, consulte as instru¢des para baixar e extrair os
arquivos de instalagao do StorageGRID.

Observagao: vocé nao precisara baixar arquivos se estiver adicionando
novos volumes de storage aos nés de storage existentes ou instalando
um novo dispositivo StorageGRID.

O computador portatil de servigo tem de cumprir os seguintes requisitos:

» Porta de rede
 Cliente SSH (por exemplo, PuTTY)

* Navegador suportado

A frase-passe é criada e documentada quando o sistema StorageGRID
€ instalado pela primeira vez. A senha de provisionamento ndo esta no
Passwords.txt arquivo.
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Item Notas
Documentagéo do StorageGRID * Administrando StorageGRID
* Notas de versédo do StorageGRID

* Instrugdes de instalagao para a sua plataforma

Documentacéo atual para a sua Para versbes suportadas, consulte a Matriz de interoperabilidade.
plataforma

Informacgdes relacionadas
"Administrar o StorageGRID"

"Notas de langamento"

"Instale o VMware"

"Instale o Red Hat Enterprise Linux ou CentOS"
"Instale Ubuntu ou Debian"

"Ferramenta de Matriz de interoperabilidade do NetApp"

Requisitos do navegador da Web

Vocé deve usar um navegador da Web compativel.

Navegador da Web Versao minima suportada
Google Chrome 87
Microsoft Edge 87
Mozilla Firefox 84

Vocé deve definir a janela do navegador para uma largura recomendada.

Largura do navegador Pixels
Minimo 1024
Otimo 1280

Transferir e extrair os ficheiros de instalagao do StorageGRID

Antes de poder adicionar novos nés de grade ou um novo site, vocé deve baixar o arquivo de instalagao
apropriado do StorageGRID e extrair os arquivos.

Sobre esta tarefa
Vocé deve executar operagdes de expansao usando a versao do StorageGRID que esta atualmente em
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execugao na grade.

Passos

1.

a c 0N

6.
7.

8.

Va para a pagina de downloads do NetApp para StorageGRID.
"NetApp Downloads: StorageGRID"

Selecione a versao do StorageGRID que esta atualmente em execugéo na grade.

Inicie sessdo com o nome de utilizador e a palavra-passe da sua conta NetApp.

Leia o Contrato de Licenca de Usuario final, marque a caixa de selecao e selecione aceitar e continuar.
Na coluna Instalar StorageGRID da pagina de download, selecione o . tgz arquivo ou . zip para sua

plataforma.

A versao apresentada no ficheiro de arquivo de instalacao tem de corresponder a versao do software
atualmente instalado.

Use o . zip arquivo se vocé estiver executando o Windows no laptop de servico.

Plataforma Arquivo de instalagao

VMware StorageGRID-Webscale-version-VMware-
uniquelD.zip StorageGRID-Webscale-version
-VMware-uniqueid.tgz

Red Hat Enterprise Linux ou CentOS StorageGRID-Webscale-version-RPM-uniquelD.zip
StorageGRID-Webscale-version-RPM-uniqueid.tgz

Ubuntu ou Debian e appliance StorageGRID-Webscale-version-DEB-uniquelD.zip
StorageGRID-Webscale-version-DEB-uniqueid.tgz

OpenStack/outro hipervisor Para expandir uma implantagao existente no
OpenStack, vocé deve implantar uma maquina
virtual executando uma das distribuicées Linux
suportadas listadas acima e seguir as instru¢des
apropriadas para Linux.

Transfira e extraia o ficheiro de arquivo.

Siga a etapa apropriada para sua plataforma escolher os arquivos de que vocé precisa, com base em sua
plataforma, topologia de grade planejada e como vocé expandira seu sistema StorageGRID.

Os caminhos listados na etapa para cada plataforma sao relativos ao diretério de nivel superior instalado
pelo arquivo de arquivo.

Se vocé estiver expandindo um sistema VMware, selecione os arquivos apropriados.

Caminho e nome do arquivo Descrigao

Um arquivo de texto que descreve todos os
arquivos contidos no arquivo de download do
StorageGRID.
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Caminho e nome do arquivo

Ferramenta de script de implantacéo

Descrigao

Uma licenga gratuita que nao fornece qualquer
direito de suporte para o produto.

O arquivo de disco da maquina virtual que é usado
como um modelo para criar maquinas virtuais de né
de grade.

O arquivo de modelo Open Virtualization Format
(.ov£) e o arquivo de manifesto (.mf) para
implantar o n6 de administragéo principal.

O arquivo de (.ovf 'modelo ) e o arquivo
de manifesto (.mf") paraimplantar nos de
administragdo nao primarios.

O arquivode (.ovf 'modelo ) e o arquivo
de manifesto (.mf") paraimplantar nés de
arquivamento.

O arquivode (.ovf ' modelo ) e o arquivo
de manifesto (.mf") paraimplantar nés do
Gateway.

O arquivode (.ovf 'modelo ) e o arquivo
de manifesto (.mf") paraimplantar nés de
storage baseados em maquina virtual.

Descricéo

Um script de shell Bash usado para automatizar a
implantagdo de nds de grade virtual.

Um arquivo de configuragdo de exemplo para uso
com o deploy-vsphere-ovftool.sh script.

Um script Python usado para automatizar a
configuragédo de um sistema StorageGRID.

Um script Python usado para automatizar a
configuragéo de dispositivos StorageGRID.

Um exemplo de script Python que vocé pode usar
para fazer login na APIl de Gerenciamento de Grade
quando o logon unico estiver ativado.



Caminho e nome do arquivo

Descrigao

Um arquivo de configuragéo de exemplo para uso
com o configure-storagegrid.py script.

Um arquivo de configuragdo em branco para uso
com o configure-storagegrid.py script.

9. Se estiver expandindo um sistema Red Hat Enterprise Linux ou CentOS, selecione os arquivos

apropriados.

Caminho e nome do arquivo

Ferramenta de script de implantacéo

Descrigao

Um arquivo de texto que descreve todos os
arquivos contidos no arquivo de download do
StorageGRID.

Uma licenga gratuita que n&o fornece qualquer
direito de suporte para o produto.

Pacote RPM para instalar as imagens do n6
StorageGRID em seus hosts RHEL ou CentOS.

Pacote RPM para instalar o servigo de host
StorageGRID em seus hosts RHEL ou CentOS.

Descricéo

Um script Python usado para automatizar a
configuragédo de um sistema StorageGRID.

Um script Python usado para automatizar a
configuragéo de dispositivos StorageGRID.

Um arquivo de configuragao de exemplo para uso
com o0 configure-storagegrid.py script.

Um exemplo de script Python que vocé pode usar
para fazer login na APIl de Gerenciamento de Grade
quando o logon unico estiver ativado.

Um arquivo de configuragdo em branco para uso
com 0 configure-storagegrid.py script.
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Caminho e nome do arquivo

Descrigao

Exemplo de fungao do Ansible e manual de
estratégia para configurar hosts RHEL ou CentOS
para implantagdo de contéineres do StorageGRID.
Vocé pode personalizar a fungéo ou o manual de
estratégia conforme necessario.

10. Se vocé estiver expandindo um sistema Ubuntu ou Debian, selecione os arquivos apropriados.
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Caminho e nome do arquivo

Ferramenta de script de implantagao

Descrigao

Um arquivo de texto que descreve todos os
arquivos contidos no arquivo de download do
StorageGRID.

Um arquivo de licenga do NetApp que nao é de
producdo que pode ser usado para testes e
implantagcdes de prova de conceito.

Pacote DEB para instalar as imagens do n6
StorageGRID em hosts Ubuntu ou Debian.

MD5 checksum para o arquivo
/debs/storagegrid-webscale-images-
version-SHA.deb.

Pacote DEB para instalar o servi¢o host
StorageGRID em hosts Ubuntu ou Debian.

Descricéo

Um script Python usado para automatizar a
configuracdo de um sistema StorageGRID.

Um script Python usado para automatizar a
configuragéo de dispositivos StorageGRID.

Um exemplo de script Python que vocé pode usar
para fazer login na APl de Gerenciamento de Grade
quando o logon unico estiver ativado.

Um arquivo de configuragéo de exemplo para uso
com o configure-storagegrid.py script.

Um arquivo de configuragdo em branco para uso
com o configure-storagegrid.py script.



Caminho e nome do arquivo

Descrigao

Exemplo Ansible role e playbook para configurar
hosts Ubuntu ou Debian para a implantagao de
contentores StorageGRID. Vocé pode personalizar
a funcdo ou o manual de estratégia conforme
necessario.

11. Se vocé estiver expandindo um sistema baseado no StorageGRID Appliance, selecione os arquivos

apropriados.

Caminho e nome do arquivo

Descrigao

DEB pacote para instalar as imagens do n6
StorageGRID em seus dispositivos.

Soma de verificagdo do pacote de instalagdo DEB
usado pelo instalador do dispositivo StorageGRID
para validar se o pacote esta intacto apds o upload.

Para a instalacao do dispositivo, esses arquivos s6 sdo necessarios se vocé precisar evitar
@ o trafego de rede. O dispositivo pode baixar os arquivos necessarios do n6 de

administracao principal.

Verificagao de hardware e rede

Antes de iniciar a expansao do sistema StorageGRID, vocé deve garantir que instalou e configurou o
hardware necessario para oferecer suporte aos novos nos de grade ou ao novo site.

Para obter informagdes sobre versdes suportadas, consulte a Matriz de interoperabilidade.

Vocé também deve verificar a conetividade de rede entre servidores no site e confirmar se o n6 de
administracao principal pode se comunicar com todos os servidores de expansao destinados a hospedar o

sistema StorageGRID.

Se vocé estiver executando uma atividade de expansao que inclua a adigao de uma nova sub-rede, sera
necessario adicionar a nova sub-rede da grade antes de iniciar o procedimento de expansao.

N&o use a traducgao de enderecgo de rede (NAT) na rede de Grade entre nds de grade ou entre sites
StorageGRID. Quando vocé usa enderecgos |IPv4 privados para a rede de Grade, esses enderegos devem ser
roteaveis diretamente de cada n6 de grade em cada local. No entanto, conforme necessario, vocé pode usar
NAT entre clientes externos e nés de grade, como fornecer um enderego IP publico para um né de gateway. O
uso de NAT para fazer a ponte de um segmento de rede publica é suportado apenas quando vocé emprega
um aplicativo de encapsulamento transparente para todos os nés da grade, o que significa que os nés da
grade ndo exigem conhecimento de enderegos IP publicos.

Informacgoes relacionadas
"Ferramenta de Matriz de interoperabilidade do NetApp"

"Atualizando sub-redes para a rede de Grade"
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Visao geral do procedimento de expansao

As etapas basicas para executar uma expansao do StorageGRID variam para os
diferentes tipos de expansao: Adicionar volumes de storage a um no de storage,
adicionar novos nos a um site existente ou adicionar um novo local. Em todos os casos,
vocé pode realizar expansdes sem interromper a operagao do seu sistema atual.

O tipo de n6 que vocé esta adicionando a grade ou o motivo pelo qual vocé esta adicionando nds nao afeta o
procedimento basico de expansao. Mas, como mostrado no diagrama de fluxo de trabalho abaixo, as etapas
para adicionar nos variam ligeiramente dependendo se vocé esta adicionando dispositivos StorageGRID ou
hosts executando VMware ou Linux.

Arquivos de disco de maquina virtual fornecidos pela NetApp e scripts para novas instalagdes
@ ou expansodes do StorageGRID no OpenStack ndo sdo mais compativeis. Para expandir uma
implantagado existente no OpenStack, consulte as etapas para sua distribuigao Linux.

"Linux" refere-se a uma implantagdo Red Hat Enterprise Linux, Ubuntu, CentOS ou Debian. Use
@ a ferramenta Matriz de interoperabilidade do NetApp para obter uma lista de versdes
suportadas.

Plan and prepare

v v v

Add storage volumes

Add grid nodes or Add a new site

VIMware Linux

v

Update subnets

v

Deploy new grid nodes

VMware | Linux |Appliance

v

Perform the expansion

v

Configure the
expanded system
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Informacgoes relacionadas

"Ferramenta de Matriz de interoperabilidade do NetApp"
"Planejando uma expansao do StorageGRID"
"Preparando-se para uma expansao"

"Adi¢ao de volumes de storage aos nds de storage"

"Adicionar nés de grade a um site existente ou adicionar um novo site"

Adicao de volumes de storage aos nés de storage

Vocé pode expandir a capacidade de storage dos nos de storage que tém 16 ou menos
volumes de storage adicionando volumes de storage adicionais. Talvez vocé precise
adicionar volumes de storage a mais de um no de storage para atender aos requisitos de
ILM para cépias replicadas ou codificadas por apagamento.

O que vocé vai precisar

Antes de adicionar volumes de armazenamento, consulte as diretrizes para adicionar capacidade de
armazenamento para garantir que vocé saiba onde adicionar volumes para atender aos requisitos da politica
de ILM.

"Adicao de capacidade de storage"

Estas instrugdes se aplicam somente a nés de storage baseados em software. Consulte as
instrugdes de instalagdo e manutengao do dispositivo SG6060 para saber como adicionar

@ volumes de armazenamento ao SG6060 instalando prateleiras de expanséo. Nao é possivel
expandir os nés de storage de outros dispositivos.

"SG6000 dispositivos de armazenamento”

Sobre esta tarefa

O storage subjacente de um né de storage é dividido em varios volumes de storage. Os volumes de
armazenamento sao dispositivos de armazenamento baseados em blocos que sédo formatados pelo sistema
StorageGRID e montados para armazenar objetos. Cada n6 de armazenamento pode suportar até 16 volumes
de armazenamento, que sdo chamados armazenamentos de objetos no Gerenciador de Grade.

@ Os metadados de objetos sdo sempre armazenados no armazenamento de objetos 0.

Cada armazenamento de objetos € montado em um volume que corresponde ao seu ID. Ou seja, o
armazenamento de objetos com uma ID de 0000 corresponde ao /var/local/rangedb/0 ponto de
montagem.

Antes de adicionar novos volumes de armazenamento, use o Gerenciador de Grade para exibir os
armazenamentos de objetos atuais para cada né de armazenamento, bem como os pontos de montagem
correspondentes. Vocé pode usar essas informagdes ao adicionar volumes de armazenamento.

Passos
1. Selecione nés > site > Storage Node > Storage.
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2. Role para baixo para ver as quantidades de armazenamento disponivel para cada volume e
armazenamento de objetos.

Para nés de storage de dispositivo, o Nome Mundial para cada disco corresponde ao identificador mundial
de volume (WWID) que aparece quando voceé visualiza as propriedades de volume padréo no software
SANftricity (o software de gerenciamento conetado ao controlador de storage do dispositivo).

Para ajuda-lo a interpretar estatisticas de leitura e gravagao de disco relacionadas aos pontos de

montagem de volume, a primeira parte do nome mostrado na coluna Nome da tabela dispositivos de disco
(ou seja, sdc, sdd, sde, etc.) corresponde ao valor mostrado na coluna dispositivo da tabela volumes.

Disk Devices

"Name Waorld Wide Name /O Load Read Rate Write Rate
croot{8-1.sdal) MiA 0.03% B9 0 bytes/s B 4 KB/s 5 |
cvioci8-2 sda2) [ nA 0.37% F5 | 0 bytes/s g 29 KB/s 222 |
sdci8:16,5db) MiA 0.00% 9 0 bytes/s I 0 bytes/s 5z |
sdd{8:32 sdc) MiA 0.00% B9 0 bytes/s B9 183 bytes/s 5 |
 sde(8:48.sdd) _l A 0.00% 9 | 0 bytes/s B 12 bytes/s EE
Volumes
Mount Point Device . Status Size Available Write Cache Status
{ croot Online 10.50 GB 346 GB B Unknown 5 |
farflocal cvloc Online 96.59 GB 94 99 GB 3 Unknown B
fvarflocal/rangedb/0 sdc Online h3.66 GB 53.587 GB F Enabled 5 |
fvarflocal/rangedb/1 sdd Online £3.66 GB 5357 GB F5 Enabled B
Nvarflocal/rangedb/2 sde Online 53.66 GB 53.57 GB S Enabled 2

Object Stores

ID Size Available Object Data Object Data (%) Health

0000 53.66 GB 48.21 GB By | 976.25 KB By | 0.00% Mo Errors
0oo1 53.66 GB 53.57 GB 09 | 0 bytes £ | 0.00% Mo Errors
0oo2 53.66 GB 5357 GB | 0 bytes H 0.00% Mo Errors

3. Siga as instrugbes da sua plataforma para adicionar novos volumes de armazenamento ao no de
armazenamento.

o "VMware: Adicionando volumes de storage a um né de storage”

o "Linux: Adicionando volumes de SAN ou de conex&o direta a um no de storage”

VMware: Adicionando volumes de storage a um né de storage

Se um no de storage incluir menos de 16 volumes de storage, vocé podera aumentar
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sua capacidade usando o VMware vSphere para adicionar volumes.

O que vocé vai precisar
» Vocé deve ter acesso as instrugdes para instalar implantagdes do StorageGRID para VMware.

* Tem de ter o Passwords. txt ficheiro.

* Vocé deve ter permissdes de acesso especificas.

Nao tente adicionar volumes de armazenamento a um né de armazenamento enquanto uma
atualizacao de software, procedimento de recuperagao ou outro procedimento de expansao
estiver ativo.

Sobre esta tarefa

O né de armazenamento nao esta disponivel por um breve periodo de tempo quando vocé adiciona volumes
de armazenamento. Vocé deve executar este procedimento em um né de storage de cada vez para evitar
afetar os servigos de grade voltados para o cliente.

Passos

1. Se necessario, instale um novo hardware de armazenamento e crie novos armazenamentos de dados
VMware.

2. Adicione um ou mais discos rigidos a maquina virtual para uso como armazenamento (armazenamentos
de objetos).

a. Abra o VMware vSphere Client.
b. Edite as configuragdes da maquina virtual para adicionar um ou mais discos rigidos adicionais.

Os discos rigidos sdo normalmente configurados como discos de maquina virtual (VMDKSs). Os VMDKs
sdo mais comumente usados e sdo mais faceis de gerenciar, enquanto os RDMs podem fornecer melhor
desempenho para cargas de trabalho que usam tamanhos de objetos maiores (por exemplo, maiores que
100 MB). Para obter mais informagdes sobre como adicionar discos rigidos a maquinas virtuais, consulte a
documentacao do VMware vSphere.

3. Reinicie a maquina virtual usando a opcédo Restart Guest os no VMware vSphere Client ou inserindo o
seguinte comando em uma sesséo ssh na maquina virtual:sudo reboot

@ Nao use Desligar ou Redefinir para reiniciar a maquina virtual.

4. Configure o novo armazenamento para uso pelo né de armazenamento:

a. Faga login no n6 da grade:
i. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
iii. Digite o seguinte comando para mudar para root: su -

iv. Introduza a palavra-passe listada no Passwords. txt ficheiro. Quando vocé estiver conetado
como root, o prompt mudara de $ para #.

b. Configure os novos volumes de armazenamento:

sudo add rangedbs.rb
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Este script encontra quaisquer novos volumes de armazenamento e solicita que vocé os formate.

a. Digite y para aceitar a formatacgao.
b. Se algum dos volumes tiver sido formatado anteriormente, decida se deseja reformata-los.
= Introduza y para reformatar.
= Digite n para ignorar a reformatacdo. Os volumes de armazenamento sédo formatados.
¢. Quando solicitado, digite y para interromper os servigos de armazenamento.
Os servigos de armazenamento s&o interrompidos e 0 setup rangedbs. sh script é executado

automaticamente. Depois que os volumes estiverem prontos para uso como rangedbs, 0s servigos
comegam novamente.

5. Verifique se os servicos comegam corretamente:
a. Exibir uma lista do status de todos os servigos no servidor:
sudo storagegrid-status
O estado é atualizado automaticamente.

a. Aguarde até que todos os servigos estejam em execugao ou verificados.

b. Saia do ecra de estado:
Ctrl+C

6. Verifique se o n6 de storage esta on-line:
a. Faca login no Gerenciador de Grade usando um navegador compativel.
b. Selecione Support > Tools > Grid Topology.
c. Selecione site > Storage Node > LDR > Storage.
d. Selecione a guia Configuragao e a guia Principal.

e. Se a lista suspensa Estado de armazenamento - desejado estiver definida como somente leitura ou
Offline, selecione Online.

f. Clique em aplicar alteragoes.
7. Para ver os novos armazenamentos de objetos:
a. Selecione nés > site > Storage Node > Storage.

b. Veja os detalhes na tabela Object Stores.

Resultado
Agora vocé pode usar a capacidade expandida dos nés de storage para salvar dados de objetos.

Informacgdes relacionadas

"Instale o VMware"

Linux: Adicionando volumes de SAN ou de conexao direta a um né de storage

Se um no de armazenamento incluir menos de 16 volumes de armazenamento, vocé
podera aumentar sua capacidade adicionando novos dispositivos de armazenamento de
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bloco, tornando-os visiveis aos hosts Linux e adicionando os novos mapeamentos de
dispositivo de bloco ao arquivo de configuracdo do StorageGRID usado para o n6 de
armazenamento.

O que vocé vai precisar
» Vocé deve ter acesso as instrugdes para instalar o StorageGRID para sua plataforma Linux.

* Tem de ter o Passwords . txt ficheiro.

* Vocé deve ter permissdes de acesso especificas.

Nao tente adicionar volumes de armazenamento a um né de armazenamento enquanto uma
atualizacao de software, procedimento de recuperacéo ou outro procedimento de expansao
estiver ativo.

Sobre esta tarefa

O n6 de armazenamento ndo esta disponivel por um breve periodo de tempo quando vocé adiciona volumes
de armazenamento. Vocé deve executar este procedimento em um né de storage de cada vez para evitar
afetar os servigos de grade voltados para o cliente.

Passos
1. Instale o novo hardware de armazenamento.

Para obter mais informacdes, consulte a documentacao fornecida pelo fornecedor de hardware.

2. Crie novos volumes de armazenamento de blocos dos tamanhos desejados.

> Anexe as novas unidades de disco e atualize a configuracdo do controlador RAID conforme
necessario, ou aloque os novos LUNs SAN nos storages de armazenamento compartilhados e permi
que o host Linux os acesse.

> Use 0 mesmo esquema de nomenclatura persistente usado para os volumes de storage no no de
storage existente.

> Se vocé usar o recurso de migragaéo de n6é do StorageGRID, torne os novos volumes visiveis para
outros hosts Linux que sao destinos de migragao para este né de storage. Para obter mais
informagdes, consulte as instrugdes para instalar o StorageGRID para sua plataforma Linux.

w

. Faga login no host Linux que suporta o n6 de storage como raiz ou com uma conta que tenha permissao
sudo.

4. Confirme se os novos volumes de armazenamento estéo visiveis no host Linux.
Talvez seja necessario voltar a digitalizar dispositivos.

5. Execute o seguinte comando para desativar temporariamente o n6 de armazenamento:
sudo storagegrid node stop <node-name>

6. Usando um editor de texto como vim ou pico, edite o arquivo de configuragdo do n6 para o n6 de
armazenamento, que pode ser encontrado em /etc/storagegrid/nodes/<node-name>.conft.

7. Localize a se¢ao do arquivo de configuragéo do né que contém os mapeamentos de dispositivo de bloco
de armazenamento de objetos existentes.

ta

No exemplo, BLOCK_DEVICE RANGEDB 00 BLOCK DEVICE RANGEDB 03 para s&o os mapeamentos de

dispositivo de bloco de armazenamento de objetos existentes.
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NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK_DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK _DEVICE RANGEDB 01 = /dev/mapper/sgws-snl-rangedb-1
BLOCK _DEVICE RANGEDB 02 = /dev/mapper/sgws-snl-rangedb-2
BLOCK_DEVICE RANGEDB 03 = /dev/mapper/sgws-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

8. Adicione novos mapeamentos de dispositivo de bloco de armazenamento de objetos correspondentes aos
volumes de armazenamento de bloco adicionados para este n6 de armazenamento.

Certifiqgue-se de comegar no BLOCK DEVICE RANGEDB nn préximo . N&o deixe uma folga.

> Com base no exemplo acima, comece em BLOCK_DEVICE RANGEDB 04.

> No exemplo abaixo, quatro novos volumes de armazenamento de bloco foram adicionados ao no:
BLOCK DEVICE RANGEDB 04 Para BLOCK DEVICE RANGEDB 07.

NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK _DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK DEVICE RANGEDB 01
BLOCK DEVICE RANGEDB 02
BLOCK DEVICE RANGEDB 03 /dev/mapper/sgws—-snl-rangedb-3
<strong>BLOCK DEVICE RANGEDB 04 = /dev/mapper/sgws-snl-rangedb-
4</strong>

<strong>BLOCK DEVICE RANGEDB 05 = /dev/mapper/sgws-snl-rangedb-
5</strong>
<strong>BLOCK_DEVICE RANGEDB 06
6</strong>
<strong>BLOCK DEVICE RANGEDB 07
7</strong>

GRID NETWORK TARGET = bond0.1001
ADMIN NETWORK TARGET = bond0.1002
CLIENT NETWORK TARGET = bond0.1003
GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

/dev/mapper/sgws-snl-rangedb-1

/dev/mapper/sgws-snl-rangedb-2

/dev/mapper/sgws—-snl-rangedb-

/dev/mapper/sgws—-snl-rangedb-
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9. Execute o seguinte comando para validar suas alteragdes no arquivo de configuragdo do né para o né de
armazenamento:

sudo storagegrid node validate <node-name>

Solucione quaisquer erros ou avisos antes de prosseguir para a préxima etapa.

Se vocé observar um erro semelhante ao seguinte, isso significa que o arquivo de
configuragéo do no esta tentando mapear o dispositivo de bloco usado por <node-name>
para para para <PURPOSE> dado <path-name> no sistema de arquivos Linux, mas nao ha
um arquivo especial valido de dispositivo de bloco (ou softlink para um arquivo especial de
dispositivo de bloco) nesse local.

®

Checking configuration file for node <node-name>..
ERROR: BLOCK DEVICE <PURPOSE> = <path-name>
<path-name> is not a valid block device

Verifique se vocé inseriu 0 <path-name> correto .

10. Execute o seguinte comando para reiniciar o né6 com os novos mapeamentos de dispositivo de bloco em
vigor:

sudo storagegrid node start <node-name>

11. Faca login no né de armazenamento como administrador usando a senha listada no Passwords. txt
arquivo.

12. Verifique se os servigos comegam corretamente:

a. Veja uma lista do status de todos os servigcos no servidor sudo storagegrid-status
O estado é atualizado automaticamente.

b. Aguarde até que todos os servigos estejam em execugéao ou verificados.

c. Saia do ecra de estado:
Ctrl+C
13. Configure 0 novo armazenamento para uso pelo né de armazenamento:
a. Configure os novos volumes de armazenamento:
sudo add rangedbs.rb
Este script encontra quaisquer novos volumes de armazenamento e solicita que vocé os formate.

a. Digite y para formatar os volumes de armazenamento.
b. Se algum dos volumes tiver sido formatado anteriormente, decida se deseja reformata-los.
* Introduza y para reformatar.

= Digite n para ignorar a reformatagédo. Os volumes de armazenamento sdo formatados.
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¢. Quando solicitado, digite y para interromper os servigos de armazenamento.

Os servigos de armazenamento s&o interrompidos e 0 setup rangedbs. sh script & executado
automaticamente. Depois que os volumes estiverem prontos para uso como rangedbs, 0s servigos
comegam novamente.

14. Verifique se os servigos comegam corretamente:
a. Exibir uma lista do status de todos os servigos no servidor:
sudo storagegrid-status
O estado é atualizado automaticamente.

a. Aguarde até que todos os servigos estejam em execugao ou verificados.

b. Saia do ecra de estado:
Ctrl+C

15. Verifique se o no6 de storage esta on-line:
a. Faca login no Gerenciador de Grade usando um navegador compativel.
b. Selecione Support > Tools > Grid Topology.
c. Selecione site > Storage Node > LDR > Storage.
d. Selecione a guia Configuragao e a guia Principal.

e. Se a lista suspensa Estado de armazenamento - desejado estiver definida como somente leitura ou
Offline, selecione Online.

f. Clique em aplicar alteragoes.

16. Para ver os novos armazenamentos de objetos:
a. Selecione nés > site > Storage Node > Storage.
b. Veja os detalhes na tabela Object Stores.

Resultado
Agora vocé pode usar a capacidade expandida dos nés de storage para salvar dados de objetos.

Informagdes relacionadas
"Instale o Red Hat Enterprise Linux ou CentOS"

"Instale Ubuntu ou Debian"
Adicionar nés de grade a um site existente ou adicionar um
novo site

Vocé pode seguir este procedimento para adicionar nos de grade a sites existentes ou
adicionar um novo site, mas nao pode executar ambos os tipos de expansido ao mesmo
tempo.

O que vocé vai precisar
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* Vocé deve ter permissdes de root ou manutencao. Para obter detalhes, consulte informacdes sobre como
controlar o acesso ao sistema com contas e grupos de usuarios de administragéo.

» Todos os nds existentes na grade devem estar ativos e em execugédo em todos os locais.

» Quaisquer procedimentos anteriores de expansao, atualizagédo, desativagéo ou recuperagcao devem estar
concluidos.

Vocé é impedido de iniciar uma expansao enquanto outro procedimento de expansao,
atualizagéo, recuperacao ou desativagéo ativa esta em andamento. No entanto, se
necessario, vocé pode pausar um procedimento de desativagéo para iniciar uma expansao.

Passos
1. "Atualizando sub-redes para a rede de Grade"

2. "Implantando novos nos de grade"

3. "Executando a expansao"

Atualizando sub-redes para a rede de Grade

Quando vocé adiciona nos de grade ou um novo site em uma expanséao, talvez seja
necessario atualizar ou adicionar sub-redes a rede de Grade.

O StorageGRID mantém uma lista das sub-redes de rede usadas para se comunicar entre nds de grade na
rede de grade (eth0). Essas entradas incluem as sub-redes usadas para a rede de Grade por cada site em
seu sistema StorageGRID, bem como quaisquer sub-redes usadas para NTP, DNS, LDAP ou outros
servidores externos acessados através do gateway rede de Grade.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
» Tem de ter a permissao Manutencao ou Acesso root.
* Vocé deve ter a senha de provisionamento.

» Vocé deve ter os enderecgos de rede, na notagdo CIDR, das sub-redes que deseja configurar.

Sobre esta tarefa

Se vocé estiver executando uma atividade de expansao que inclua a adicdo de uma nova sub-rede, sera
necessario adicionar a nova sub-rede da grade antes de iniciar o procedimento de expansao.

Passos
1. Selecione Manutengao > rede > rede.
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Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Provisioning
Passphrase

2. Na lista de sub-redes, clique no sinal de mais para adicionar uma nova sub-rede na notagao CIDR.
Por exemplo, digite 10.96.104.0/22.
3. Digite a senha de provisionamento e clique em Salvar.

As sub-redes especificadas sao configuradas automaticamente para o sistema StorageGRID.

Implantando novos nés de grade

As etapas para implantar novos nds de grade em uma expansao sao as mesmas que as
etapas usadas quando a grade foi instalada pela primeira vez. Vocé deve implantar todos
0s novos nos de grade antes de executar a expansao.

Quando vocé expande a grade, os nos adicionados ndo precisam corresponder aos tipos de no existentes.
Vocé pode adicionar nés VMware, nés baseados em contéiner do Linux ou nés de dispositivo.

VMware: Implantando nés de grade

E necessario implantar uma maquina virtual no VMware vSphere para cada né VMware que vocé deseja
adicionar a expansao.

Passos
1. Implante o novo né de grade como uma maquina virtual e conete-o a uma ou mais redes StorageGRID.

Ao implantar o n6, vocé pode opcionalmente remapear as portas dos nés ou aumentar as configuragdes
de CPU ou memodria.

"Implantando um né StorageGRID como uma maquina virtual"

2. Depois de implantar todos os novos nos VMware, retorne a estas instrugdes para executar o procedimento
de expansao.

"Executando a expansao"
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Linux: Implantando nés de grade

Vocé pode implantar nés de grade em novos hosts Linux ou em hosts Linux existentes. Se vocé precisar de
hosts Linux adicionais para dar suporte aos requisitos de CPU, RAM e storage dos nés StorageGRID que
deseja adicionar a sua grade, vocé os prepara da mesma maneira que preparou os hosts quando os instalou
pela primeira vez. Em seguida, vocé implanta os nds de expansao da mesma maneira que implantou nés de
grade durante a instalacgéo.

O que vocé vai precisar

* Vocé tem as instrugdes para instalar o StorageGRID para sua verséo do Linux e analisou os requisitos de
hardware e armazenamento.

+ Se vocé planeja implantar novos nds de grade em hosts existentes, confirmou que os hosts existentes tém
capacidade suficiente de CPU, RAM e storage para os nos adicionais.

» Vocé tem um plano para minimizar dominios de falha. Por exemplo, vocé néo deve implantar todos os nos
do Gateway em um unico host fisico.

Em uma implantac&o de producao, ndo execute mais de um n6 de storage em um Unico
@ host fisico ou virtual. O uso de um host dedicado para cada n6 de storage fornece um
dominio de falha isolado.

* Se 0 n6 StorageGRID usar o storage atribuido a partir de um sistema NetApp AFF, confirme se o volume
nao tem uma politica de disposicao em camadas do FabricPool habilitada. A desativagdo da disposicao
em camadas do FabricPool para volumes usados com nés do StorageGRID simplifica a solugédo de
problemas e as operagdes de storage.

Nunca use o FabricPool para categorizar dados relacionados ao StorageGRID de volta ao
proprio StorageGRID. A disposicdo em camadas de dados do StorageGRID de volta para o
StorageGRID aumenta a complexidade operacional e a solugao de problemas.

Passos

1. Se vocé estiver adicionando novos hosts, acesse as instrugcdes de instalagdo para implantar nés do
StorageGRID.

2. Para implantar os novos hosts, siga as instru¢des para preparar os hosts.

3. Para criar arquivos de configuragéo de nos e validar a configuragéo do StorageGRID, siga as instrugdes
para implantar nés de grade.

4. Se vocé estiver adicionando nés a um novo host Linux, inicie o servigo de host StorageGRID.

5. Se vocé estiver adicionando nés a um host Linux existente, inicie os novos nés usando a CLI do servigo
de host do StorageGRID:sudo storagegrid node start [<node name\>]

Depois de terminar
Depois de implantar todos os novos nos de grade, vocé pode executar a expansao.

Informagoes relacionadas
"Instale o Red Hat Enterprise Linux ou CentOS"
"Instale Ubuntu ou Debian"

"Executando a expansao"
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Dispositivos: Implantando nés de administragdo nao primarios, de gateway ou storage de storage

Para instalar o software StorageGRID em um n¢6 de dispositivo, use o Instalador de dispositivos StorageGRID,
que esta incluido no dispositivo. Em uma expansao, cada dispositivo de storage funciona como um no de
storage unico e cada dispositivo de servigos funciona como um no6 de gateway Unico ou né de administragao
nao primario. Qualquer dispositivo pode se conetar a rede de Grade, a rede Admin e a rede Cliente.

O que vocé vai precisar
+ O dispositivo foi instalado em um rack ou gabinete, conetado as redes e ligado.

* Vocé usou o Instalador de dispositivos StorageGRID para concluir todas as etapas de ""configuragdo do

hardware™ nas instrucdes de instalacao e manutencao do dispositivo.

A configuragéo do hardware do dispositivo inclui as etapas necessarias para configurar conexdes
StorageGRID (links de rede e enderegos IP), bem como as etapas opcionais para habilitar a criptografia
de nos, alterar o modo RAID e remapeamento de portas de rede.

» Todas as sub-redes de rede listadas na pagina Configuragao IP do Instalador de dispositivos StorageGRID
foram definidas na Lista de sub-redes de rede de Grade no n6 de administragao principal.

* Averséao do Instalador de dispositivos StorageGRID no dispositivo de substituicdo corresponde a versao
de software do seu sistema StorageGRID. (Se as versdes nao corresponderem, tem de atualizar o
firmware do instalador do dispositivo StorageGRID.)

Para obter instru¢des, consulte as instrugcdes de instalacdo e manutengéo do aparelho.

o "Aparelhos de servicos SG100 SG1000"
o "SG5600 dispositivos de armazenamento”
o "SG5700 dispositivos de armazenamento”
o "SG6000 dispositivos de armazenamento”
* Vocé tem um laptop de servigo com um navegador da Web suportado.
* Vocé conhece um dos enderegos IP atribuidos ao controlador de computagéo do dispositivo. Vocé pode

usar o enderecgo |IP de qualquer rede StorageGRID conetada.

Sobre esta tarefa
O processo de instalagao do StorageGRID em um né de dispositivo tem as seguintes fases:

 Especifique ou confirme o enderecgo IP do n6 de administragéo principal e o nome do n6 do dispositivo.
* Inicie a instalagao e aguarde a medida que os volumes estao configurados e o software esta instalado.
Ao longo das tarefas de instalagao do dispositivo, a instalagao é interrompida. Para retomar a instalagao,

faga login no Gerenciador de Grade, aprove todos os nés de grade e conclua o processo de instalagao do
StorageGRID.

@ Se vocé precisar implantar varios nés de dispositivo de uma s6 vez, vocé pode automatizar
0 processo de instalagdo usando o configure-sga.py script de instalagdo do appliance.

Passos
1. Abra um navegador e insira um dos enderecos IP do controlador de computagao do dispositivo.

https://Controller IP:8443
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A pagina inicial do instalador do dispositivo StorageGRID € exibida.

administracao principal.

. Na sec¢do né de administragao principal, determine se vocé precisa especificar o endereco IP do né de

Se vocé ja instalou outros nés nesse data center, o Instalador do StorageGRID Appliance podera
descobrir esse enderecgo IP automaticamente, assumindo que o n6 de administrador principal ou pelo
menos um outro n6é de grade com ADMIN_IP configurado, esta presente na mesma sub-rede.

3. Se este endereco IP nao for exibido ou vocé precisar altera-lo, especifique o endereco:

Opcao

Entrada de IP manual

Deteccao automatica de todos os
nos de administragao principal
conetados

Descrigdo

a. Desmarque a caixa de selegao Ativar descoberta de né de

administrador.

. Introduza o enderego IP manualmente.
. Clique em Salvar.

. Aguarde até que o estado da ligagédo para que o novo endereco

IP fique pronto.

. Marque a caixa de sele¢cdo Enable Admin Node Discovery

(Ativar descoberta de n6 de administrador).

. Aguarde até que a lista de enderecgos IP descobertos seja

exibida.

. Selecione o0 n6 de administragéo principal para a grade onde este

no de storage do dispositivo sera implantado.

. Clique em Salvar.

. Aguarde até que o estado da ligagéo para que o novo enderego

IP fique pronto.

4. No campo Nome do no, insira 0 nome que deseja usar para este n6 de appliance e clique em Salvar.

O nome do no ¢ atribuido a este né do dispositivo no sistema StorageGRID. Ele é mostrado na pagina de
nos (guia Visédo geral) no Gerenciador de Grade. Se necessario, vocé pode alterar o nome ao aprovar o

no.

5. Na secgdao Instalagdo, confirme se o estado atual € "Pronto para iniciar a instalagdo de node name na
grade com Admin Node primario admin_ip" e que o botao Start Installation esta ativado.

Se o botado Start Installation (Iniciar instalagao) nao estiver ativado, podera ser necessario alterar a
configuragéo da rede ou as definicdes da porta. Para obter instrugdes, consulte as instrugdes de
instalacdo e manutencéo do seu aparelho.

6. Na pagina inicial do Instalador de dispositivos StorageGRID, clique em Iniciar instalagao.
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

O estado atual muda para ""Instalagéo esta em andamento

€ a pagina Instalacdo do Monitor é exibida.

7. Se a expansao incluir varios nos de dispositivo, repita as etapas anteriores para cada dispositivo.

Se vocé precisar implantar varios nés de storage de dispositivos de uma sé vez, podera
automatizar o processo de instalagdo usando o script de instalagao do dispositivo configure-

sga.py.

8. Se precisar acessar manualmente a pagina Instalagdo do Monitor, clique em Instalagdao do Monitor na
barra de menus.

A pagina Instalagdo do monitor mostra o progresso da instalacao.
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Monitor Installation

1. Configure slorage

Step

Connect to storage controller
Clear existing configuration
Configure volumes

Configure host settings

2. Install 05
3 Install StorageGRID

4 Finalize installation

Running

Progress Status
I Coe
I ovicic
e W

Creating volume StorageGRID-obj-00
Fending

Pending
Pending

Pending

A barra de status azul indica qual tarefa esta atualmente em andamento. As barras de estado verdes
indicam tarefas concluidas com éxito.

O instalador garante que as tarefas concluidas em uma instalagéo anterior ndo sejam
@ executadas novamente. Se vocé estiver reexecutando uma instalagao, todas as tarefas que
nao precisam ser executadas novamente serdo mostradas com uma barra de status verde

e um status de

pulado™.

9. Reveja o progresso das duas primeiras fases de instalagéo.

1. Configure o appliance

Durante esta fase, ocorre um dos seguintes processos:

o Para um dispositivo de armazenamento, o instalador se coneta ao controlador de armazenamento,
limpa qualquer configuragao existente, se comunica com o software SANtricity para configurar
volumes e configura as configuragdes do host.

o Para um dispositivo de servicos, o instalador limpa qualquer configuragao existente das unidades no
controlador de computagao e configura as configuragdes do host.

2. Instale o os

Durante esta fase, o instalador copia a imagem base do sistema operativo para o StorageGRID para o

dispositivo.

10. Continue monitorando o progresso da instalagéo até que uma mensagem seja exibida na janela do
console, solicitando que vocé use o Gerenciador de Grade para aprovar o no.

@ Aguarde até que todos os nds adicionados nessa expansao estejam prontos para
aprovacao antes de ir para o Gerenciador de Grade para aprovar 0s nos.
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

Informacgoes relacionadas
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Executando a expansao

Quando vocé executa a expansao, os novos nés de grade sdo adicionados a
implantacao existente do StorageGRID.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Tem de ter a permissdo Manutengao ou Acesso root.
» Vocé deve ter a senha de provisionamento.
» Vocé deve ter implantado todos os nos de grade que estdo sendo adicionados a essa expansao.

» Se estiver adicionando nos de storage, vocé devera confirmar que todas as operagdes de reparo de dados
executadas como parte de uma recuperacao estao concluidas. Consulte os passos para verificar os
trabalhos de reparagao de dados nas instrugdes de recuperagéo e manutengao.

» Se vocé estiver adicionando um novo site, devera revisar e atualizar as regras do ILM antes de iniciar o
procedimento de expansao para garantir que as copias de objeto ndo sejam armazenadas no novo site
até que a expansao seja concluida. Por exemplo, se uma regra usar o pool de storage padréo (todos os
nos de storage), sera necessario criar um novo pool de storage que contenha apenas os nés de storage
existentes e atualizar a regra ILM para usar o novo pool de storage. Caso contrario, os objetos seréo
copiados para o novo site assim que o primeiro n6 nesse site se tornar ativo. Consulte as instrugdes para
gerenciar objetos com gerenciamento do ciclo de vida das informagbes.

Sobre esta tarefa

A execucao da expansao inclui estas fases:

1. Configure a expanséo especificando se vocé esta adicionando novos nés de grade ou um novo site e
aprovando os nés de grade que deseja adicionar.

2. Vocé inicia a expanséao.

3. Enquanto o processo de expanséao estiver em execucgao, vocé baixa um novo arquivo do Pacote de
recuperacao.

4. Vocé monitora o status das tarefas de configuragdo de grade, que séo executadas automaticamente. O
conjunto de tarefas depende de quais tipos de nés de grade estdo sendo adicionados e se um novo site
esta sendo adicionado.

Algumas tarefas podem levar uma quantidade significativa de tempo para serem
executadas em uma grade grande. Por exemplo, o streaming do Cassandra para um novo
no de armazenamento pode levar apenas alguns minutos se o banco de dados do

@ Cassandra estiver relativamente vazio. No entanto, se o banco de dados Cassandra incluir
uma grande quantidade de metadados de objetos, essa etapa pode levar varias horas ou
mais. Vocé pode olhar para a porcentagem de "treamed" mostrada durante o estagio
"iniciando Cassandra e streaming de dados" para determinar como é concluida a operagao
de streaming Cassandra.

Passos
1. Selecione Manutencao > tarefas de manutengao > expansao.

A péagina expansao da grade ¢é exibida. A se¢cdo Pending Nodes lista todos os nds que estéo prontos para
serem adicionados.
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Grid Expansion

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Configure Expansion

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

% Remove Search Q
Grid Network MAC Address It  Name it Type it Platform It | Grid Network IPv4 Address v
| 00:50:56:67-68:1a DC2-ADM1-184 Admin Mode Viware VIV 17217.3184/21
) 00:f DC2-51-185 Storage Node Viware VM 17217 3.185/21
e DC2-52-186 Storage Node ViMware VIV 172.17.3.186/21
& DC2-83-187 Storage Node Vilware VIV 172173187/
L& DC2-54-188 Storage Node Wiware VI 172.17.3.188/21
& DC2-ARC1-189 Archive Node Vilware VIV 172.17.3.189/21

2. Cligue em Configurar expansao.

A caixa de dialogo selecéo de local é exibida.

Site Selection

¥ou can add grid nodes to a new site or to existing sites, but you cannot perform both types of expansion
atthe same time.

Site ¥ MNew " Existing

Site Mame

> Se vocé estiver adicionando um novo site, selecione novo e digite 0 nome do novo site.

3. Selecione o tipo de expansao que vocé esta iniciando:

o Se vocé estiver adicionando nés de grade a um site existente, selecione existente.
4. Clique em Salvar.

5. Revise a lista Pending Nodes e confirme que ela mostra todos os nos de grade implantados.

Conforme necessario, vocé pode passar o cursor sobre o Grid Network MAC Address de um no para ver
detalhes sobre esse no.
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Grid Network MA:

| 00:50:56:87:68:1a  Network
| 00-50:56-87:54-1e Grid Metwork 1721731871241 1F247.01
................................................ Al Hataork

" 00:5(56:87-6f.0c Client Netwark 10.224.3.187121 10.224.0 1
" | .D0-50:56:87:b6-83
e Hardware

Widware VIl B CFPUs a3 GB RAM

Disks

107 GB 107 GB 107 GB 107 GB 107 GB

@ Se um no de grade estiver ausente, confirme que ele foi implantado com sucesso.

DC2-S3-187

Storage Mode

6. Na lista de nés pendentes, aprove os nés de grade para essa expansao.

a. Selecione o botdo de opgéo ao lado do primeiro n6 de grade pendente que vocé deseja aprovar.

b. Clique em Approve.

O formulario de configuragéo do no6 de grade € exibido.
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Storage Node Configuration

General Settings

Site Site A r
Mams DC2-53-187
MTFP Role Automatic r

ADC Service Automatic r

Select ™Yes" if this node will replace another
node at this site that has the ADC service.

Grid Network

Configuration  STATIC
IPvd Address (CIDR) AT27. 3187121

Gateway 172.17.0.1

Admin Network

Configuration  STATIC
IPvd Address (CIDR)
Gateway

Subnets (CIDR) o

Client Network

Configuration  STATIC
IPvd Address (CIDR)

Gateway
e

= Site: O nome do site ao qual o n6 da grade sera associado. Se vocé estiver adicionando varios
nos, certifique-se de selecionar o local correto para cada n6. Se vocé estiver adicionando um novo
site, todos os nos serdo adicionados ao novo site.

c. Conforme necessario, modifique as definigdes gerais:



= Nome: O nome do host que sera atribuido ao né e o nome que sera exibido no Gerenciador de
Grade.

= Fungao NTP: A funcado Network Time Protocol (NTP) do n6 de grade. As opgdes sao Automatico,
primario e Cliente. A selegao de Automatico atribui a fungdo primaria a nés de administracéo,
nos de armazenamento com servigos ADC, nés de gateway e quaisquer nés de grade que tenham
enderecos IP ndo estaticos. Todos os outros nés de grade recebem a fungéo Cliente.

@ Atribua a fungéo NTP primaria a pelo menos dois nés em cada local. Isso fornece
acesso redundante ao sistema a fontes de temporizagéo externas.

= ADC Service (somente nds de armazenamento): Se este n6 de armazenamento executara o
servigo controlador de dominio administrativo (ADC). O servico ADC mantém o controle da
localizagao e disponibilidade dos servigos da grade. Pelo menos trés nos de storage em cada local
devem incluir o servico ADC. Vocé nao pode adicionar o servico ADC a um né depois que ele é
implantado.

= Se vocé estiver adicionando esse no para substituir um né de armazenamento, selecione Sim
se 0 n6 que voceé esta substituindo incluir o servigo ADC. Como vocé ndo pode desativar um
no de armazenamento se houver poucos servigos ADC, isso garante que um novo servigo
ADC esteja disponivel antes que o servigo antigo seja removido.

= Caso contrario, selecione Automatico para permitir que o sistema determine se esse né
requer o servigo ADC. Saiba mais sobre o quérum ADC nas instrucdes de recuperagao e
manutencgao.

d. Conforme necessario, modifique as configuragdes para rede de Grade, rede de Admin e rede de
cliente.

= Endereco IPv4 (CIDR): O enderecgo de rede CIDR para a interface de rede. Por exemplo:
172.16.10.100/24

= Gateway: O gateway padrao do no6 de grade. Por exemplo: 172.16.10.1
= Sub-redes (CIDR): Uma ou mais sub-redes para a rede Admin.

e. Cligue em Salvar.
O né de grade aprovado move-se para a lista de nés aprovados.

Approved Nodes

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are identified.

Search Q
Grid Network MAC Address It Name It Site It Type It Platform It Grid Network IPv4 Address v
1 00:50:56:87-F1-fc DC2-51-185 Site A Storage MNode ViMware VIV 172.17.3.185/21
 00:50.56-87-6f 0c DC2-53-187 Site A Storage Node Vware VM 172.17.3.187/21

Passphrase

Enter the provisioning passphrase to change the grid topology of your StorageGRID system.

Provisioning Passphrase sssesssse

s | oo

= Para modificar as propriedades de um nd de grade aprovado, selecione seu botdo de opgéo e
cliqgue em Edit.
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= Para mover um n6 de grade aprovado de volta para a lista de nés pendentes, selecione seu botao
de opcéo e clique em Redefinir.

= Para remover permanentemente um noé de rede aprovado, desligue o n6. Em seguida, selecione o
botdo de opgéo e clique em Remover.

f. Repita estas etapas para cada n6 de grade pendente que vocé deseja aprovar.

Se possivel, vocé deve aprovar todas as notas de grade pendentes e executar uma
Unica expansao. Mais tempo sera necessario se vocé executar multiplas expansoées
pequenas.

7. Quando tiver aprovado todos os nds de grade, digite a frase-passe de provisionamento e clique em
expandir.

Apos alguns minutos, esta pagina € atualizada para exibir o status do procedimento de expanséo. Quando
as tarefas que afetam o né de grade individual estdo em andamento, a se¢éo Status do né de grade lista o
status atual de cada n6 de grade.

Durante esse processo, para os aparelhos, o Instalador do StorageGRID Appliance mostra
a instalagéo passando do Estagio 3 para o Estagio 4, finalize a Instalagao. Quando a fase 4
€ concluida, o controlador é reinicializado.

Grid Expansion
€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

Expansion Progress
Lists the status of grid configuration tasks required te change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system

1. Installing Grid Modes In Progress

Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

Q

Name It Site It Grid Network IPv4 Address ~ Progress It Stage it
DC2-ADM1-184 Site A 172173 184/21 e Waiting for NTP to synchronize

DC2-51-185 Site A 172.47.3.185/4 I N Waiting for Dynamic IP Senice peers
DC2-32-186 Site A 172.17.3.186/21 E_\_” Waiting for NTP te synchronize

DC2-53-187 Site A 17217318721 e | Waiting for NTP te synchronize

DC2-54-188 Site A 172.17.3.188/21 N Waiting for Dynamic IP Service peers
DC2-ARC1-189 Site A 172 17.3.189/21 - Waiting for NTP to synchronize
2. Initial Configuration Pending
3. Distributing the new grid node’s certificates to the StorageGRID system. Pending
4. Starting semvices on the new gnd nodes Pending
5. Cleaning up unused Cassandra keys Pending
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@ Uma expansao de site inclui uma tarefa adicional para configurar o Cassandra para o novo
site.

8. Assim que o link Download Recovery Package for exibido, baixe o arquivo Recovery Package.

Vocé deve baixar uma coépia atualizada do arquivo do Pacote de recuperacdo o mais rapido possivel apos
fazer alteragbes na topologia da grade no sistema StorageGRID. O arquivo do Pacote de recuperagao
permite restaurar o sistema se ocorrer uma falha.

a. Clique no link de download.

b. Digite a senha de provisionamento e clique em Iniciar download.

€. Quando o download for concluido, abra o . zip arquivo e confirme que ele inclui um gpt-backup
diretério e um SAID.zip arquivo. Em seguida, extraia o SAID.zip arquivo, va para /GID* REV*
o diretdrio e confirme que vocé pode abrir 0 passwords. txt arquivo.

d. Copie o arquivo do Pacote de recuperacao baixado (.zip) para dois locais seguros, seguros e
separados.

O arquivo do pacote de recuperagao deve ser protegido porque contém chaves de
@ criptografia e senhas que podem ser usadas para obter dados do sistema
StorageGRID.

9. Se vocé estiver adicionando um ou mais nés de storage, monitore o progresso da etapa ""iniciando
Cassandra e streaming de dados"", revisando a porcentagem mostrada na mensagem de status.
4. Starting services on the new grid nodes In Progress
Grid Node Status
Lists the installation and configuration status of each grid node included in the expansion.

A\ Do not reboot any Storage Nodes during Step 4. The "Starting Cassandra and streaming data” stage might take hours, especially if existing Storage Nodes
contain a large amount of object metadata.

Ses Q
Name It Site it Grid Network IPv4 Address ~ Progress It Stage it
DC1-54 Data Center 1 10.96.99.55/23 Starting Cassandra and streaming data (90.0% streamed)

DC1-S5 | DataCenter1  10.96.99.56/23 I complete

DC1-S6  Data Center1  10.96.99.57/23 I complete

Essa porcentagem estima o qudo completa é a operacgéo de streaming do Cassandra, com base na
quantidade total de dados do Cassandra disponiveis e na quantidade que ja foi gravada no novo né.

Nao reinicie nenhum né de storage durante a Etapa 4 (iniciando servigos nos novos nos de

@ grade). A etapa "iniciando Cassandra e streaming de dados™ pode levar horas para ser
concluida para cada novo n6 de storage, especialmente se os nos de storage existentes
contiverem uma grande quantidade de metadados de objetos.

10. Continue monitorando a expanséao até que todas as tarefas estejam concluidas e o botdo Configurar
expansao reapareca.
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Depois de terminar

Dependendo dos tipos de nos de grade adicionados, vocé deve executar etapas adicionais de integracéo e
configuragéo.

Informacgodes relacionadas

"Gerenciar objetos com ILM"
"Manter recuperar”

"Configurando seu sistema StorageGRID expandido”

Configurando seu sistema StorageGRID expandido

Depois de concluir uma expanséo, vocé deve executar etapas adicionais de integragao e
configuragao.

Sobre esta tarefa

Vocé deve concluir as tarefas de configuragéao listadas abaixo para os nés de grade que vocé esta
adicionando em sua expanséao. Algumas tarefas podem ser opcionais, dependendo das op¢des selecionadas
durante a instalagdo e administragédo do sistema, e como vocé deseja configurar os nés de grade adicionados
durante a expansao.

Passos
1. Se vocé adicionou um no de storage, execute as seguintes tarefas de configuracgao.

Tarefas de configuragcado do né de storage Para obter informagoes

Revise os pools de armazenamento usados em suas regras de ILM  "Gerenciar objetos com ILM"
para garantir que o novo armazenamento sera usado.

» Se vocé adicionou um site, crie um pool de armazenamento para
o site e atualize as regras do ILM para usar o novo pool de
armazenamento.

» Se vocé adicionou um n6é de armazenamento a um site existente,
confirme se o0 novo né usa o grau de armazenamento correto.

Observacgao: por padrdao, um novo n6 de armazenamento é
atribuido ao nivel de armazenamento de todos os nds de
armazenamento e adicionado a pools de armazenamento que
usam essa classificagédo para o site. Se vocé quiser que um novo
no use um grau de armazenamento personalizado, vocé deve
atribui-lo manualmente ao grau personalizado (ILM > graus de
armazenamento).

Verifique se 0 n6 de armazenamento esta ingerindo objetos. "Verificando se o n6 de storage
esta ativo"

Rebalancear os dados codificados por apagamento (somente se vocé "Rebalanceamento de dados
nao conseguir adicionar o numero recomendado de nds de storage). codificados por apagamento apos
a adi¢ao de noés de storage”
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2. Se vocé adicionou um no de gateway, execute as seguintes tarefas de configuracéo.

Tarefas de configuragao do Gateway Node Para obter informacgées

Se forem utilizados grupos de alta disponibilidade para ligagbes de "Administrar o StorageGRID"
clientes, adicione os nés de Gateway a um grupo de HA. Selecione

Configuragao > Configuragdes de rede > grupos de alta

disponibilidade para revisar a lista de grupos de HA existentes e

adicionar os novos nos.

3. Se vocé adicionou um né Admin, execute as seguintes tarefas de configuragao.

Tarefas de configuragao do né de administragao Para obter informagées

Se o logon unico estiver ativado para o seu sistema StorageGRID, "Configurando logon unico"
vocé devera criar uma confianca de parte confiavel nos Servigos de

Federagao do ative Directory (AD FS) para o novo no6 de

administracdo. Vocé nao pode entrar no né até criar essa confianca

de parte confiavel.

Se vocé planeja usar o servico Load Balancer em nés de "Administrar o StorageGRID"
administracao, talvez seja necessario adicionar os nos de

administracdo a grupos de alta disponibilidade. Selecione

Configuragao > Configuragdes de rede > grupos de alta

disponibilidade para revisar a lista de grupos de HA existentes e

adicionar os novos nos.

Opcionalmente, copie o banco de dados do né Admin do n6 Admin "Copiando o banco de dados
principal para o né Admin de expansao se quiser manter as Admin Node"
informacdes de atributo e auditoria consistentes em cada né Admin.

Opcionalmente, copie o banco de dados Prometheus do né6 Admin "Copiando métricas Prometheus'
primario para o n6 Admin de expansao se quiser manter as métricas
histéricas consistentes em cada né Admin.

Opcionalmente, copie os logs de auditoria existentes do n6 de "Copiar registos de auditoria"
administragao principal para o n6 de administragéo de expansao se

quiser manter as informacgdes de log historico consistentes em cada

noé de administracao.

Opcionalmente, configure o acesso ao sistema para fins de auditoria "Administrar o StorageGRID"
por meio de um compartilhamento de arquivos NFS ou CIFS.

Observacao: a exportagao de auditoria por meio do CIFS/Samba foi
obsoleta e sera removida em uma futura versao do StorageGRID.
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Tarefas de configuragdao do né de administragao Para obter informagoes

Opcionalmente, altere o remetente preferido para notificagdes. Vocé  "Administrar o StorageGRID"
pode tornar o n6 de administragdo de expansao o remetente

preferido. Caso contrario, um né de administragédo existente

configurado como o remetente preferido continua a enviar

notificagdes, incluindo mensagens AutoSupport, notificagbes SNMP,

e-mails de alerta e e-mails de alarme (sistema legado).

Se tiver adicionado um n6 de arquivo, conclua as seguintes tarefas de configuragao.

Tarefas de configuragao do né de arquivamento Para obter informagées

Configure a ligagao do n6 de arquivo ao sistema de armazenamento  "Administrar o StorageGRID"
de arquivo externo de destino. Quando vocé conclui a expanséao, os

nos de arquivo estdo em um estado de alarme até que vocé configure

as informagdes de conexéao através do componente ARC > Target.

Atualize a politica ILM para arquivar dados de objetos através do "Gerenciar objetos com ILM"
novo no de arquivo.

Configure alarmes personalizados para os atributos usados para "Administrar o StorageGRID"
monitorar a velocidade e a eficiéncia da recuperagao de dados de
objetos a partir de n6s de arquivo.

Para verificar se os nés de expansao foram adicionados a uma rede cliente ndo confiavel ou para alterar
se a rede cliente de um né nao é confiavel ou confiavel, va para Configuragao > Configuragoes de rede
> rede cliente nao confiavel.

Se arede do cliente no n6 de expansao nao for confidvel, as conexdes com o né na rede do cliente devem
ser feitas usando um ponto de extremidade do balanceador de carga. Consulte as instrugdes para
administrar o StorageGRID para obter mais informagdes.

. Configure o sistema de nomes de dominio (DNS).

Se vocé tiver especificado as configuragées de DNS separadamente para cada n6 de grade, vocé deve
adicionar configura¢des de DNS personalizadas por n6 para os novos nds. Consulte informagdes sobre
como modificar a configuragédo DNS para um unico né de grade nas instrugdes de recuperagao e
manutencgao.

A melhor pratica € que a lista de servidores DNS em toda a grade contenha alguns servidores DNS que
sao acessiveis localmente a partir de cada site. Se vocé acabou de adicionar um novo site, adicione novos
servidores DNS para o site a configuragdo DNS em toda a grade.

Fornega dois a seis enderegos IPv4 para servidores DNS. Vocé deve selecionar servidores
DNS que cada site pode acessar localmente no caso de rede ser aterrissada. Isso € para

@ garantir que um site islanded continua a ter acesso ao servico DNS. Depois de configurar a
lista de servidores DNS em toda a grade, vocé pode personalizar ainda mais a lista de
servidores DNS para cada n6. Para obter detalhes, consulte as informagdes sobre como
modificar a configuragdo DNS nas instru¢des de recuperagdo e manutengao.
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7. Se vocé adicionou um novo site, confirme se os servidores NTP (Network Time Protocol) estdo acessiveis
a partir desse site.

Certifique-se de que pelo menos dois nés em cada local possam acessar pelo menos
quatro fontes NTP externas. Se apenas um né em um local puder alcancgar as fontes NTP,

@ problemas de tempo ocorrerdo se esse no cair. Além disso, a designacéo de dois nds por
local como fontes primarias de NTP garante um tempo preciso se um local for isolado do
resto da grade.

Para obter mais informacgdes, consulte as instrucées de recuperagdo e manutencgao.

Informacgdes relacionadas
"Gerenciar objetos com ILM"

"Verificando se o no6 de storage esta ativo"

"Copiando o banco de dados Admin Node
"Copiando métricas Prometheus"

"Copiar registos de auditoria"

"Atualizar o software"

"Manter recuperar"

Verificando se o n6 de storage esta ativo

ApoOs a conclusao de uma operagao de expansao que adiciona novos nos de storage, o
sistema StorageGRID deve comecgar a usar automaticamente os novos nos de storage.
Vocé deve usar o sistema StorageGRID para verificar se o novo né de storage esta ativo.

Passos
1. Faca login no Gerenciador de Grade usando um navegador compativel.

2. Selecione nés > Expansion Storage Node > Storage.

3. Passe o cursor sobre o grafico Storage Used - Object Data (armazenamento usado - dados do objeto)
para visualizar o valor para Used, que é a quantidade total de espaco utilizavel que foi usada para dados
do objeto.

4. Verifique se o valor de usado esta aumentando a medida que vocé move o cursor para a direita no
grafico.

Copiando o banco de dados Admin Node

Ao adicionar nés de administracao através de um procedimento de expansao, vocé pode
opcionalmente copiar o banco de dados do né de administragao principal para o novo né
de administracdo. Copiar o banco de dados permite que vocé retenha informacoes
historicas sobre atributos, alertas e alertas.

O que voceé vai precisar
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* Vocé deve ter concluido as etapas de expanséo necessarias para adicionar um né de administrador.
* Tem de ter o Passwords. txt ficheiro.
* Vocé deve ter a senha de provisionamento.

Sobre esta tarefa

O processo de ativagao do software StorageGRID cria um banco de dados vazio para o servigo NMS no no6 de
administragdo de expansao. Quando o servigo NMS ¢ iniciado no n6 de administragdo de expanséo, ele
Registra informagdes para servidores e servigos que atualmente fazem parte do sistema ou adicionados mais
tarde. Este banco de dados Admin Node inclui as seguintes informacgdes:

» Histoérico de alertas
e Historico de alarmes

» Dados de atributos historicos, que s&o usados nos graficos e relatérios de texto disponiveis na pagina
Support > Tools > Grid Topology

Para garantir que o banco de dados do né de administracao seja consistente entre nds, vocé pode copiar o
banco de dados do n6 de administracao principal para o né de administracéo de expansao.

Copiar o banco de dados do né Admin principal (o né Adminsource) para um n6é Admin de
@ expanséao pode levar até varias horas para ser concluido. Durante esse periodo, o Gerenciador
de Grade fica inacessivel.

Siga estas etapas para interromper o servico Ml e o servigo API de gerenciamento no né de administragéo
principal e no né de administragao de expanséao antes de copiar o banco de dados.

Passos
1. Conclua as etapas a seguir no n6 de administragao principal:

a. Faca login no né Admin:
. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.

b. Execute o seguinte comando: recover-access-points

c. Introduza a frase-passe de aprovisionamento.

d. Parar o servigo Ml: service mi stop

€. Pare o servigo Management Application Program Interface (mgmt-api): service mgmt-api stop

2. Execute as seguintes etapas no né de administragdo de expanséao:

a. Faga login no n6 de administragéo de expansao:
i. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -

Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
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b. Parar o servigo MI: service mi stop

C. Pare o servico mgmt-api: service mgmt-api stop

d. Adicione a chave privada SSH ao agente SSH. Introduza:ssh-add
€. Insira a senha de acesso SSH listada no Passwords. txt arquivo.

f. Copie o banco de dados do n6 Admin de origem para o né Admin de expanséo:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Quando solicitado, confirme se deseja substituir o banco de dados MI no né de administragcao de
expansao.

O banco de dados e seus dados historicos sao copiados para o nd de administragéo de expansao.
Quando a operagao de copia € concluida, o script inicia o n6 de administragéo de expanséo.

h. Quando vocé ndo precisar mais de acesso sem senha a outros servidores, remova a chave privada do
agente SSH. Introduza:ssh-add -D

3. Reinicie os servigos no né de administragdo principal: service servermanager start

Copiando métricas Prometheus

Depois de adicionar um novo né Admin, vocé pode opcionalmente copiar as métricas
histéricas mantidas pelo Prometheus do né6 Admin primario para o novo né Admin.
Copiar as métricas garante que as métricas historicas sejam consistentes entre os nos
de administragao.

O que vocé vai precisar
* O novo no6 de administragdo deve ser instalado e em execucéo.
* Tem de ter o Passwords. txt ficheiro.
* Vocé deve ter a senha de provisionamento.

Sobre esta tarefa

Quando vocé adiciona um Admin Node, o processo de instalagéo do software cria um novo banco de dados
Prometheus. Vocé pode manter as métricas historicas consistentes entre nds copiando o banco de dados
Prometheus do né Admin primario (o source Admin Node) para o novo Admin Node.

Copiar o banco de dados Prometheus pode levar uma hora ou mais. Alguns recursos do
@ Gerenciador de Grade ficarao indisponiveis enquanto os servigos forem interrompidos no
Admin Node de origem.

Passos
1. Faga login no n6 de administragéo de origem:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

2. No Admin Node de origem, pare o servigo Prometheus: service prometheus stop
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3. Conclua as etapas a seguir no novo né Admin:

a. Faca login no novo n6 Admin:
. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Pare o servico Prometheus: service prometheus stop
C. Adicione a chave privada SSH ao agente SSH. Introduza:ssh-add
d. Insira a senha de acesso SSH listada no Passwords. txt arquivo.

e. Copie o banco de dados Prometheus do n6 Admin de origem para o novo né Admin:
/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. Quando solicitado, pressione Enter para confirmar que deseja destruir o novo banco de dados
Prometheus no novo né Admin.

O banco de dados Prometheus original e seus dados histéricos sdo copiados para o novo Admin
Node. Quando a operagao de copia é concluida, o script inicia o novo Admin Node. E apresentado o
seguinte estado:

Database cloned, starting services

a. Quando vocé nao precisar mais de acesso sem senha a outros servidores, remova a chave privada do
agente SSH. Introduza:

ssh-add -D
4. Reinicie o servigo Prometheus no Admin Node de origem.

service prometheus start

Copiar registos de auditoria

Quando vocé adiciona um novo né Admin por meio de um procedimento de expanséo,
seu servico AMS somente Registra eventos e agdes que ocorrem depois que ele se une
ao sistema. Vocé pode copiar logs de auditoria de um n6 de administrador instalado
anteriormente para o novo n6 de administrador de expanséo, de modo que ele esteja
sincronizado com o resto do sistema StorageGRID.

O que vocé vai precisar
» Vocé deve ter concluido as etapas de expansao necessarias para adicionar um né de administrador.
* Tem de ter o Passwords. txt ficheiro.

Sobre esta tarefa

Para disponibilizar as mensagens de auditoria histérica de outros nés de administracéo no n6 de
administracao de expansao, vocé deve copiar os arquivos de log de auditoria manualmente do né de
administracao principal ou de outro né de administracdo existente para o n6é de administracao de expansao.
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Passos
1. Faca login no n6 de administrag&o principal:

a. Introduza o seguinte comando: ssh admin@ primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Pare o servigo AMS para impedir que ele crie um novo arquivo: service ams stop

3. Renomeie audit.log o0 arquivo para garantir que ele ndo substitua o arquivo no n6 de administragdo de
expansao para o qual vocé esta copiando:

cd /var/local/audit/export 1ls -1 Emv audit.log new name.txt
4. Copiar todos os arquivos de log de auditoria para o né de administragao de expansao:
scp -p * IP address:/var/local/audit/export

3. Se for solicitada a senha para /root/.ssh/id rsa, digite a senha de acesso SSH para o no6 de
administracao principal listado no Passwords. txt arquivo.

6. Restaure o arquivo original audit . log:
mv new name.txt audit.log

7. Inicie o servigo AMS:
service ams start

8. Terminar sessao a partir do servidor:
exit

9. Faca login no né de administracdo de expanséo:
a. Introduza o seguinte comando: ssh admin@expansion Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.
10. Atualize as configuragdes de usuario e grupo para os arquivos de log de auditoria:
cd /var/local/audit/export E chown ams-user:bycast *

11. Terminar sessao a partir do servidor:
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exit

Rebalanceamento de dados codificados por apagamento apés a adi¢cao de nés de
storage

Em alguns casos, talvez vocé precise rebalancear os dados codificados por apagamento
apos adicionar novos noés de storage.

O que vocé vai precisar
» Vocé deve ter concluido as etapas de expansao para adicionar os novos nés de storage.

» Vocé precisa ter revisado as consideragdes para reequilibrar os dados codificados por apagamento.

"Consideragdes para rebalanceamento de dados codificados por apagamento”

Execute este procedimento somente se o alerta armazenamento de objetos baixos tiver
sido acionado para um ou mais noés de armazenamento em um local e vocé ndo conseguir
adicionar o numero recomendado de novos nés de armazenamento.

* Tem de ter o Passwords . txt ficheiro.

Sobre esta tarefa

Quando o procedimento de reequilibrio EC esta em execugéo, o desempenho das operacdes ILM e das
operagoes dos clientes S3 e Swift provavelmente serao impactados. Por esse motivo, vocé sé deve executar
esse procedimento em casos limitados.

O procedimento de reequilibrio CE reserva temporariamente uma grande quantidade de
armazenamento. Os alertas de storage podem ser acionados, mas serao resolvidos quando o

@ rebalancear for concluido. Se ndo houver armazenamento suficiente para a reserva, o
procedimento de reequilibrio CE falhara. As reservas de armazenamento sdo liberadas quando
o procedimento de reequilibrio CE for concluido, independentemente de o procedimento ter
falhado ou ter éxito.

As operagdes S3 e Swift API para carregar objetos (ou partes de objetos) podem falhar durante

o procedimento de rebalanceamento EC se precisarem de mais de 24 horas para serem

concluidas. As OPERACOES PUT de longa duragéo falharéo se a regra ILM aplicavel usar um
@ posicionamento rigoroso ou equilibrado na ingestédo. Sera comunicado o seguinte erro:

500 Internal Server Error

Passos
1. Revise os detalhes de armazenamento de objetos atuais para o site que vocé planeja reequilibrar.

a. Selecione noés.
b. Selecione o primeiro n6 de storage no local.
c. Selecione a guia armazenamento.

d. Passe o cursor sobre o grafico Storage Used - Object Data (armazenamento usado - dados de
objetos) para ver a quantidade atual de dados replicados e dados codificados por apagamento no
Storage Node.

e. Repita estas etapas para exibir os outros nés de storage no local.
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2. Faca login no n6 de administragéo principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.
3. Introduza o seguinte comando:
rebalance-data start --site "site-name"

Para "site-name", especifique o primeiro local em que vocé adicionou novos nds ou nés de storage.
Inclua site-name em citacdes.

O procedimento de reequilibrio EC € iniciado e um ID de tarefa é retornado.

4. Copie a ID do trabalho.

5. Acompanhar o estado do procedimento de reequilibrio CE.
o Para visualizar o estado de um procedimento Unico de reequilibrio CE:
rebalance-data status --job-id job-id
Para job-1id, especifique o ID que foi retornado quando vocé iniciou o procedimento.

o Para visualizar o estado do atual procedimento de reequilibrio CE e de quaisquer procedimentos
concluidos anteriormente:

rebalance-data status

Para obter ajuda sobre o comando rebalanceamento-data:

rebalance-data --help

6. Execute etapas adicionais, com base no status retornado:

° Se o estado indicar In progress, a operacao de reequilibrio CE continua a funcionar. Vocé deve
monitorar periodicamente o procedimento até que ele seja concluido.

° Se o estado indicar Failure, efetuar o passos de falha.
° Se o estado indicar Success, efetuar o etapa de sucesso.

7. Se o procedimento de reequilibrio EC estiver gerando muita carga (por exemplo, as operagdes de
ingestao sdo afetadas), interrompa o procedimento.

rebalance-data pause --job-id job-id

8. Se vocé precisar encerrar o procedimento de rebalanceamento EC (por exemplo, para que vocé possa
executar uma atualizacao de software StorageGRID), digite o seguinte:
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rebalance-data abort --job-id job-id

Quando vocé encerrar um procedimento de rebalanceamento do EC, todos os fragmentos
de dados que ja foram movidos permanecem no novo local. Os dados ndo sdo movidos de
volta para o local original.
9. se o status do procedimento EC Rebalanceance for Failure, siga estas etapas:
a. Confirme se todos os nos de storage no local estdo conetados a grade.

b. Verifique e resolva quaisquer alertas que possam estar afetando esses nos de storage.

Para obter informagdes sobre alertas especificos, consulte as instrugées de monitoramento e solugéo
de problemas.

C. Reinicie o procedimento de reequilibrio CE rebalance-data start —--job-id job-id
d. Se o estado do procedimento de reequilibrio CE persistir Failure, contactar o suporte técnico.

10. se o status do procedimento de rebalanceamento EC for Success, opcionalmente revise o
armazenamento de objetos para ver os detalhes atualizados do local.

Agora, os dados codificados por apagamento devem ser mais equilibrados entre os nés de storage no
local.

@ Os dados de objeto replicados ndo sao movidos pelo procedimento de rebalanceamento
EC.

11. Se vocé estiver usando codificagdo de apagamento em mais de um site, execute este procedimento para
todos os outros sites afetados.

Informagdes relacionadas
"Consideragoes para rebalanceamento de dados codificados por apagamento”

"Monitorizar Resolugao de problemas”

Contactar o suporte técnico

Se vocé encontrar erros durante o processo de expansao da grade que vocé néo
consegue resolver ou se uma tarefa de grade falhar, entre em Contato com o suporte
técnico.

Sobre esta tarefa

Ao entrar em Contato com o suporte técnico, vocé deve fornecer os arquivos de log necessarios para ajudar a
solucionar os erros que vocé esta encontrando.

Passos
1. Conete-se ao no6 de expansao que sofreu falhas:

a. Introduza o seguinte comando:ssh -p 8022 admin@grid node IP

@ A porta 8022 ¢é a porta SSH do sistema operacional base, enquanto a porta 22 é a porta
SSH do contentor Docker que executa o StorageGRID.
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b. Introduza a palavra-passe listada no Passwords . txt ficheiro.

C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Depois de iniciar sessédo como root, o aviso muda de $ para #.

2. Dependendo do estagio em que a instalagao chegou, recupere qualquer um dos seguintes logs que estéao

disponiveis no n6 da grade:

Plataforma

VMware

Linux

Registos

/var/log/daemon.log
/var/log/storagegrid/daemon. log

/var/log/storagegrid/nodes/<node-name>.log

/var/log/storagegrid/daemon. log

/etc/storagegrid/nodes/<node-name>.conf (para cada
no com falha)

/var/log/storagegrid/nodes/<node—-name>.log (para
cada n6 com falha; pode nao existir)
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POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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