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Integração do Tivoli Storage Manager
Esta seção inclui as melhores práticas e informações de configuração para integrar um
nó de arquivo com um servidor Tivoli Storage Manager (TSM), incluindo detalhes
operacionais do nó de arquivo que afetam a configuração do servidor TSM.

• "Configuração e operação do nó de arquivamento"

• "Práticas recomendadas de configuração"

• "Concluir a configuração do nó de arquivo"

Configuração e operação do nó de arquivamento

Seu sistema StorageGRID gerencia o nó de arquivo como um local onde os objetos são
armazenados indefinidamente e são sempre acessíveis.

Quando um objeto é ingerido, cópias são feitas em todos os locais necessários, incluindo nós de arquivo, com
base nas regras de gerenciamento do ciclo de vida da informação (ILM) definidas para o seu sistema
StorageGRID. O nó de arquivo atua como um cliente para um servidor TSM, e as bibliotecas de cliente TSM
são instaladas no nó de arquivo pelo processo de instalação do software StorageGRID. Os dados do objeto
direcionados para o nó de arquivo para armazenamento são salvos diretamente no servidor TSM à medida
que são recebidos. O nó de arquivo não armazena os dados do objeto antes de salvá-los no servidor TSM,
nem realiza agregação de objetos. No entanto, o nó de arquivo pode enviar várias cópias para o servidor TSM
em uma única transação quando as taxas de dados são garantidas.

Depois que o nó de arquivo salva os dados do objeto no servidor TSM, os dados do objeto são gerenciados
pelo servidor TSM usando suas políticas de ciclo de vida/retenção. Essas políticas de retenção devem ser
definidas para serem compatíveis com a operação do nó de arquivo. Ou seja, os dados de objeto salvos pelo
nó de arquivo devem ser armazenados indefinidamente e devem sempre ser acessíveis pelo nó de arquivo, a
menos que sejam excluídos pelo nó de arquivo.

Não há conexão entre as regras de ILM do sistema StorageGRID e as políticas de ciclo de vida/retenção do
servidor TSM. Cada um opera independentemente do outro; no entanto, à medida que cada objeto é ingerido
no sistema StorageGRID, você pode atribuir a ele uma classe de gerenciamento TSM. Essa classe de
gerenciamento é passada para o servidor TSM junto com os dados do objeto. A atribuição de diferentes
classes de gerenciamento a diferentes tipos de objetos permite configurar o servidor TSM para colocar dados
de objetos em diferentes pools de armazenamento ou aplicar diferentes políticas de migração ou retenção,
conforme necessário. Por exemplo, os objetos identificados como backups de banco de dados (conteúdo
temporário que pode ser substituído por dados mais recentes) podem ser tratados de forma diferente dos
dados da aplicação (conteúdo fixo que deve ser mantido indefinidamente).

O nó de arquivo pode ser integrado a um servidor TSM novo ou existente; ele não requer um servidor TSM
dedicado. Os servidores TSM podem ser compartilhados com outros clientes, desde que o servidor TSM seja
dimensionado adequadamente para a carga máxima esperada. O TSM deve ser instalado em um servidor ou
máquina virtual separado do nó de arquivo.

É possível configurar mais de um nó de arquivo para gravar no mesmo servidor TSM; no entanto, esta
configuração só é recomendada se os nós de arquivo gravarem conjuntos diferentes de dados no servidor
TSM. A configuração de mais de um nó de arquivo para gravação no mesmo servidor TSM não é
recomendada quando cada nó de arquivo grava cópias dos mesmos dados de objeto no arquivo. No último
cenário, ambas as cópias estão sujeitas a um único ponto de falha (o servidor TSM) para o que é suposto ser
cópias independentes e redundantes de dados de objeto.

1



Os nós de arquivamento não fazem uso do componente HSM (Hierarchical Storage Management) do TSM.

Práticas recomendadas de configuração

Quando você está dimensionando e configurando seu servidor TSM, existem práticas
recomendadas que você deve aplicar para otimizá-lo para trabalhar com o nó de
Arquivo.

Ao dimensionar e configurar o servidor TSM, você deve considerar os seguintes fatores:

• Como o nó de arquivo não agrega objetos antes de salvá-los no servidor TSM, o banco de dados TSM
deve ser dimensionado para conter referências a todos os objetos que serão gravados no nó de arquivo.

• O software Archive Node não pode tolerar a latência envolvida na gravação de objetos diretamente na fita
ou em outra Mídia removível. Portanto, o servidor TSM deve ser configurado com um pool de
armazenamento de disco para o armazenamento inicial de dados salvos pelo nó de arquivo sempre que
Mídia removível for usada.

• Você deve configurar políticas de retenção de TSM para usar a retenção baseada em eventos. O nó de
arquivo não suporta políticas de retenção de TSM baseadas na criação. Use as seguintes configurações
recomendadas de retmin.0 e retver.0 na política de retenção (que indica que a retenção começa quando o
nó de arquivamento aciona um evento de retenção e é mantido por 0 dias depois disso). No entanto,
esses valores para retmin e retver são opcionais.

O pool de discos deve ser configurado para migrar dados para o pool de fitas (ou seja, o pool de fitas deve ser
o NXTSTGPOOL do pool de discos). O pool de fitas não deve ser configurado como um pool de cópias do
pool de discos com gravação simultânea em ambos os pools (ou seja, o pool de fitas não pode ser um
COPYSTGPOOL para o pool de discos). Para criar cópias off-line das fitas que contêm dados do Archive
Node, configure o servidor TSM com um segundo pool de fitas que é um pool de cópias do pool de fitas usado
para dados do Archive Node.

Concluir a configuração do nó de arquivo

O nó de arquivo não funciona depois de concluir o processo de instalação. Antes que o
sistema StorageGRID possa salvar objetos no nó de arquivo TSM, você deve concluir a
instalação e configuração do servidor TSM e configurar o nó de arquivo para se
comunicar com o servidor TSM.

Para obter mais informações sobre como otimizar as sessões de recuperação e armazenamento do TSM,
consulte informações sobre como gerenciar o armazenamento de arquivos.

• "Gerenciando nós de arquivamento"

Consulte a seguinte documentação da IBM, conforme necessário, enquanto prepara o servidor TSM para
integração com o nó de arquivo em um sistema StorageGRID:

• "Guia de instalação e do usuário dos drivers de dispositivo de fita IBM"

• "Referência de programação de drivers de dispositivo de fita IBM"

Instalar um novo servidor TSM

Você pode integrar o nó de arquivo a um servidor TSM novo ou existente. Se você
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estiver instalando um novo servidor TSM, siga as instruções na documentação do TSM
para concluir a instalação.

Um nó de arquivo não pode ser co-hospedado com um servidor TSM.

Configurando o servidor TSM

Esta seção inclui instruções de exemplo para preparar um servidor TSM seguindo as
práticas recomendadas do TSM.

As instruções a seguir o orientam durante o processo de:

• Definir um pool de armazenamento em disco e um pool de armazenamento em fita (se necessário) no
servidor TSM

• Definir uma política de domínio que utilize a classe de gestão TSM para os dados guardados a partir do nó
de arquivo e registar um nó para utilizar esta política de domínio

Estas instruções são fornecidas apenas para a sua orientação; não se destinam a substituir a documentação
do TSM ou a fornecer instruções completas e abrangentes adequadas para todas as configurações.
Instruções específicas de implantação devem ser fornecidas por um administrador do TSM que esteja
familiarizado com seus requisitos detalhados e com o conjunto completo de documentação do TSM Server.

Definição de conjuntos de armazenamento em disco e fita TSM

O nó de arquivamento grava em um pool de armazenamento em disco. Para arquivar
conteúdo em fita, você deve configurar o pool de armazenamento em disco para mover o
conteúdo para um pool de armazenamento em fita.

Sobre esta tarefa

Para um servidor TSM, você deve definir um pool de armazenamento em fita e um pool de armazenamento
em disco no Tivoli Storage Manager. Depois que o pool de discos for definido, crie um volume de disco e
atribua-o ao pool de discos. Não é necessário um pool de fitas se o servidor TSM usar storage somente em
disco.

Você deve concluir várias etapas em seu servidor TSM antes de criar um pool de armazenamento de fita.
(Crie uma biblioteca de fitas e pelo menos uma unidade na biblioteca de fitas. Defina um caminho do servidor
para a biblioteca e do servidor para as unidades e, em seguida, defina uma classe de dispositivo para as
unidades.) Os detalhes dessas etapas podem variar dependendo da configuração de hardware e dos
requisitos de armazenamento do site. Para obter mais informações, consulte a documentação do TSM.

O seguinte conjunto de instruções ilustra o processo. Você deve estar ciente de que os requisitos para o seu
site podem ser diferentes, dependendo dos requisitos da sua implantação. Para obter detalhes de
configuração e instruções, consulte a documentação do TSM.

Você deve fazer logon no servidor com Privileges administrativo e usar a ferramenta dsmadmc
para executar os seguintes comandos.

Passos

1. Crie uma biblioteca de fitas.

define library tapelibrary libtype=scsi
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`_tapelibrary_`Onde é escolhido um nome arbitrário para a biblioteca de

fitas, e o valor de `libtype` pode variar dependendo do tipo de

biblioteca de fitas.

2. Defina um caminho do servidor para a biblioteca de fitas.

define path servername tapelibrary srctype=server desttype=library device=lib-

devicename

◦ servername É o nome do servidor TSM

◦ tapelibrary é o nome da biblioteca de fitas que você definiu

◦ lib-devicename é o nome do dispositivo para a biblioteca de fitas

3. Defina uma unidade para a biblioteca.

define drive tapelibrary drivename

◦ drivename é o nome que você deseja especificar para a unidade

◦ tapelibrary é o nome da biblioteca de fitas que você definiu

Você pode querer configurar uma unidade ou unidades adicionais, dependendo da configuração do
hardware. (Por exemplo, se o servidor TSM estiver conetado a um switch Fibre Channel que tenha
duas entradas de uma biblioteca de fitas, talvez você queira definir uma unidade para cada entrada.)

4. Defina um caminho do servidor para a unidade definida.

define path servername drivename srctype=server desttype=drive

library=tapelibrary device=drive-dname

◦ drive-dname é o nome do dispositivo para a unidade

◦ tapelibrary é o nome da biblioteca de fitas que você definiu

Repita para cada unidade definida para a biblioteca de fitas, usando uma unidade drivename
separada e drive-dname para cada unidade.

5. Defina uma classe de dispositivo para as unidades.

define devclass DeviceClassName devtype=lto library=tapelibrary

format=tapetype

◦ DeviceClassName é o nome da classe de dispositivo

◦ lto é o tipo de unidade conetada ao servidor

◦ tapelibrary é o nome da biblioteca de fitas que você definiu

◦ tapetype é o tipo de fita; por exemplo, ultrium3

6. Adicione volumes de fita ao inventário da biblioteca.

checkin libvolume tapelibrary
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tapelibrary é o nome da biblioteca de fitas que você definiu.

7. Crie o pool de armazenamento de fita primário.

define stgpool SGWSTapePool DeviceClassName description=description

collocate=filespace maxscratch=XX

◦ SGWSTapePool É o nome do conjunto de armazenamento de fita do nó de arquivo. Você pode
selecionar qualquer nome para o pool de armazenamento de fita (desde que o nome use as
convenções de sintaxe esperadas pelo servidor TSM).

◦ DeviceClassName é o nome do nome da classe do dispositivo para a biblioteca de fitas.

◦ description É uma descrição do pool de armazenamento que pode ser exibido no servidor TSM
usando o query stgpool comando. Por exemplo: "'conjunto de armazenamento de fita para o nó de
arquivo.'"

◦ collocate=filespace Especifica que o servidor TSM deve gravar objetos do mesmo espaço de
arquivo em uma única fita.

◦ XX é um dos seguintes:

▪ O número de fitas vazias na biblioteca de fitas (caso o nó de arquivo seja o único aplicativo que
usa a biblioteca).

▪ O número de fitas alocadas para uso pelo sistema StorageGRID (nos casos em que a biblioteca
de fitas é compartilhada).

8. Em um servidor TSM, crie um pool de armazenamento em disco. Na consola administrativa do servidor
TSM, introduza

define stgpool SGWSDiskPool disk description=description

maxsize=maximum_file_size nextstgpool=SGWSTapePool highmig=percent_high

lowmig=percent_low

◦ SGWSDiskPool É o nome do conjunto de discos do nó de arquivo. Você pode selecionar qualquer
nome para o pool de armazenamento em disco (desde que o nome use as convenções de sintaxe
esperadas pelo TSM).

◦ description É uma descrição do pool de armazenamento que pode ser exibido no servidor TSM
usando o query stgpool comando. Por exemplo, ""conjunto de armazenamento em disco para o nó
de arquivo".

◦ maximum_file_size força objetos maiores do que esse tamanho a serem gravados diretamente na
fita, em vez de serem armazenados em cache no pool de discos. Recomenda-se definir
maximum_file_size para 10 GB.

◦ nextstgpool=SGWSTapePool Refere o pool de armazenamento em disco ao pool de
armazenamento em fita definido para o nó de arquivo.

◦ percent_high define o valor no qual o pool de discos começa a migrar seu conteúdo para o pool de
fitas. Recomenda-se definir percent_high como 0 para que a migração de dados comece
imediatamente

◦ percent_low define o valor no qual a migração para o conjunto de fitas pára. Recomenda-se definir
percent_low como 0 para limpar o pool de discos.

9. Em um servidor TSM, crie um volume de disco (ou volumes) e atribua-o ao pool de discos.

define volume SGWSDiskPool volume_name formatsize=size

5



◦ SGWSDiskPool é o nome do pool de discos.

◦ volume_name É o caminho completo para o local do volume (por exemplo,
/var/local/arc/stage6.dsm ) no servidor TSM onde grava o conteúdo do pool de discos em
preparação para transferência para fita.

◦ size É o tamanho, em MB, do volume do disco.

Por exemplo, para criar um único volume de disco de modo que o conteúdo de um pool de discos
preencha uma única fita, defina o valor de tamanho como 200000 quando o volume da fita tiver uma
capacidade de 200 GB.

No entanto, pode ser desejável criar vários volumes de disco de um tamanho menor, já que o servidor
TSM pode gravar em cada volume no pool de discos. Por exemplo, se o tamanho da fita for de 250
GB, crie 25 volumes de disco com um tamanho de 10 GB (10000) cada.

O servidor TSM prealoca espaço no diretório para o volume de disco. Isso pode levar algum tempo para
ser concluído (mais de três horas para um volume de disco de 200 GB).

Definir uma política de domínio e registar um nó

Você precisa definir uma política de domínio que use a classe de gerenciamento TSM
para os dados salvos do nó de arquivamento e, em seguida, Registrar um nó para usar
essa diretiva de domínio.

Os processos do nó de arquivamento podem vazar memória se a senha do cliente para o nó de
arquivamento no Tivoli Storage Manager (TSM) expirar. Certifique-se de que o servidor TSM
está configurado para que o nome de utilizador/palavra-passe do cliente para o nó de arquivo
nunca expire.

Ao Registrar um nó no servidor TSM para o uso do nó de arquivo (ou atualizar um nó existente), você deve
especificar o número de pontos de montagem que o nó pode usar para operações de gravação especificando
o parâmetro MAXNUMMP para o comando DE NÓ DE REGISTRO. O número de pontos de montagem é
normalmente equivalente ao número de cabeças de unidade de fita alocadas ao nó de arquivo. O número
especificado para MAXNUMMP no servidor TSM deve ser pelo menos tão grande quanto o valor definido para
ARC > Target > Configuration > Main > Maximum Store Sessions para o Archive Node, que é definido
para um valor de 0 ou 1, já que as sessões de armazenamento simultâneas não são suportadas pelo Archive
Node.

O valor de MAXSESSIONS definido para o servidor TSM controla o número máximo de sessões que podem
ser abertas para o servidor TSM por todos os aplicativos clientes. O valor de MAXSESSIONS especificado no
TSM deve ser pelo menos tão grande quanto o valor especificado para ARC > Target > Configuration >
Main > Number of Sessions no Grid Manager para o Archive Node. O nó de arquivo cria simultaneamente,
no máximo, uma sessão por ponto de montagem, mais um pequeno número (inferior a 5) de sessões
adicionais.

O nó TSM atribuído ao nó de arquivo usa uma política de domínio personalizada tsm-domain . A tsm-
domain política de domínio é uma versão modificada da política de domínio "sandard", configurada para
gravar em fita e com o destino do arquivo definido como o pool de armazenamento do sistema StorageGRID
(SGWSDiskPool).

Você deve fazer login no servidor TSM com Privileges administrativo e usar a ferramenta
dsmadmc para criar e ativar a diretiva de domínio.
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Criando e ativando a política de domínio

Você deve criar uma política de domínio e ativá-la para configurar o servidor TSM para
salvar os dados enviados do nó de Arquivo.

Passos

1. Crie uma política de domínio.

copy domain standard tsm-domain

2. Se você não estiver usando uma classe de gerenciamento existente, insira uma das seguintes opções:

define policyset tsm-domain standard

define mgmtclass tsm-domain standard default

default é a classe de gerenciamento padrão para a implantação.

3. Crie um copygroup para o pool de armazenamento apropriado. Introduza (numa linha):

define copygroup tsm-domain standard default type=archive

destination=SGWSDiskPool retinit=event retmin=0 retver=0

default É a classe de gerenciamento padrão para o nó de arquivo. Os valores de retinit, retmin e
retver foram escolhidos para refletir o comportamento de retenção atualmente utilizado pelo nó de
arquivo

Não defina retinit para retinit=create. A configuração retinit=create impede
que o nó de arquivo exclua conteúdo, uma vez que os eventos de retenção são usados
para remover conteúdo do servidor TSM.

4. Atribua a classe de gerenciamento como padrão.

assign defmgmtclass tsm-domain standard default

5. Defina o novo conjunto de políticas como ativo.

activate policyset tsm-domain standard

Ignore o aviso "'no backup copy group'" que aparece quando você digita o comando Activate.

6. Registre um nó para usar o novo conjunto de políticas no servidor TSM. No servidor TSM, introduza (numa
linha):

register node arc-user arc-password passexp=0 domain=tsm-domain

MAXNUMMP=number-of-sessions

ARC-user e ARC-password são o mesmo nome de nó de cliente e palavra-passe definidos no nó de
arquivo, e o valor de MAXNUMMP é definido para o número de unidades de fita reservadas para sessões
de armazenamento de nó de arquivo.
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Por padrão, o Registro de um nó cria uma ID de usuário administrativo com autoridade de
proprietário do cliente, com a senha definida para o nó.
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