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Manter a recuperacao

Saiba como aplicar um hotfix; recuperar um n6 de grade com falha; desativar nés de
grade e sites; e recuperar objetos em caso de falha do sistema.

* "Introducédo a recuperacao e manutencao do StorageGRID"

* "Procedimento de corre¢do do StorageGRID"

* "Procedimentos de recuperagédo do n6 de grade"

» "Como a recuperacgao do local é realizada pelo suporte técnico"
* "Procedimento de desativagao"

* "Procedimentos de manutencao da rede"

* "Procedimentos de nivel de host e middleware"

* "Procedimentos do n6 de grade"

+ "Clonagem do no do dispositivo"

Introducao a recuperagao e manutencao do StorageGRID

Os procedimentos de recuperacado e manutencédo do StorageGRID incluem a aplicacao
de um hotfix de software, a recuperacao de nds de grade, a recuperacédo de um site com
falha, a desativagdo de n6s de grade ou um site inteiro, a execu¢gdo de manutengao de
rede, a execucao de procedimentos de manutengao de middleware e nivel de host e a
execucgao de procedimentos de né de grade.

Todas as atividades de recuperacédo e manutengdo exigem uma ampla compreenséo do sistema
StorageGRID. Vocé deve revisar a topologia do sistema StorageGRID para garantir que vocé entenda a
configuragéo da grade.

Vocé deve seguir todas as instrugdes exatamente e atender a todos os avisos.

Os procedimentos de manutencao nao descritos ndo sao suportados nem requerem um envolvimento dos
servicos.

Para obter os procedimentos de hardware, consulte as instru¢des de instalagdo e manuteng¢édo do seu
dispositivo StorageGRID.

"Linux" refere-se a uma implantagdo Red Hat Enterprise Linux, Ubuntu, CentOS ou Debian. Use
a ferramenta Matriz de interoperabilidade do NetApp para obter uma lista de versdes
suportadas.

Informagodes relacionadas

"Primario de grelha"
"Diretrizes de rede"
"Administrar o StorageGRID"

"Aparelhos de servigcos SG100 SG1000"


https://docs.netapp.com/pt-br/storagegrid-115/primer/index.html
https://docs.netapp.com/pt-br/storagegrid-115/network/index.html
https://docs.netapp.com/pt-br/storagegrid-115/admin/index.html
https://docs.netapp.com/pt-br/storagegrid-115/sg100-1000/index.html

"SG6000 dispositivos de armazenamento”
"SG5700 dispositivos de armazenamento”
"SG5600 dispositivos de armazenamento”

"Ferramenta de Matriz de interoperabilidade do NetApp"

Requisitos do navegador da Web

Vocé deve usar um navegador da Web compativel.

Navegador da Web Versao minima suportada
Google Chrome 87
Microsoft Edge 87
Mozilla Firefox 84

Vocé deve definir a janela do navegador para uma largura recomendada.

Largura do navegador Pixels
Minimo 1024
Otimo 1280

Transferir o pacote de recuperagao

O arquivo do pacote de recuperacéo permite restaurar o sistema StorageGRID se
ocorrer uma falha.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a senha de provisionamento.
* Vocé deve ter permissdes de acesso especificas.
Faca o download do arquivo atual do Pacote de recuperacgéo antes de fazer alteragdes na topologia da grade

no sistema StorageGRID ou antes de atualizar o software. Em seguida, faga o download de uma nova coépia
do Pacote de recuperagao apos fazer alteragdes na topologia da grade ou apoés atualizar o software.

Passos
1. Selecione Manutencao > sistema > Pacote de recuperacao.

2. Digite a senha de provisionamento e selecione Iniciar download.
O download comeca imediatamente.

3. Quando o download for concluido:


https://docs.netapp.com/pt-br/storagegrid-115/sg6000/index.html
https://docs.netapp.com/pt-br/storagegrid-115/sg5700/index.html
https://docs.netapp.com/pt-br/storagegrid-115/sg5600/index.html
https://mysupport.netapp.com/matrix

a. Abra o . zip ficheiro.

b. Confirme que inclui um diretdrio gpt-backup e um arquivo interno . zip.
C. Extraia o arquivo interno . zip.

d. Confirme que vocé pode abrir o Passwords . txt arquivo.

4. Copie o arquivo do pacote de recuperagéo baixado (. zip) para dois locais seguros, seguros e separados.

@ O arquivo do pacote de recuperagao deve ser protegido porque contém chaves de
criptografia e senhas que podem ser usadas para obter dados do sistema StorageGRID.

Informacgoes relacionadas
"Administrar o StorageGRID"

Procedimento de corre¢ao do StorageGRID

Talvez seja necessario aplicar um hotfix ao seu sistema StorageGRID se problemas com
o software forem detetados e resolvidos entre versdes de recursos.

Os hotfixes do StorageGRID contém alteragdes de software que séo disponibilizadas fora de uma versao de
recurso ou patch. As mesmas alteragbes estéo incluidas em uma versao futura. Além disso, cada versao de
hotfix contém um roll-up de todos os hotfixes anteriores dentro da verséo de recurso ou patch.

» "Consideracoes para aplicar um hotfix"

+ "Como seu sistema é afetado quando vocé aplica um hotfix"

+ "Obter os materiais necessarios para um hotfix"

 "Transferir o ficheiro de correcao”

» "Verificar a condi¢cao do sistema antes de aplicar um hotfix"

» "Aplicando o hotfix"

Consideragoes para aplicar um hotfix

Quando vocé aplica um hotfix, uma série cumulativa de atualizacées de software é
aplicada aos nos do seu sistema StorageGRID.

N&o é possivel aplicar um hotfix do StorageGRID quando outro procedimento de manutencgéao estiver sendo
executado. Por exemplo, vocé n&o pode aplicar um hotfix enquanto um procedimento de desativacao,
expansao ou recuperacao esta sendo executado.

Se um procedimento de desativacédo de no ou site estiver pausado, vocé pode aplicar um hotfix

@ com seguranca. Além disso, vocé pode ser capaz de aplicar um hotfix durante os estagios finais
de um procedimento de atualizagdo do StorageGRID. Consulte as instru¢des para atualizar o
software StorageGRID para obter detalhes.

Depois de carregar o hotfix no Gerenciador de Grade, o hotfix & aplicado automaticamente ao n6 de
administrador principal. Em seguida, vocé pode aprovar o aplicativo do hotfix para o resto dos ndés no seu
sistema StorageGRID.


https://docs.netapp.com/pt-br/storagegrid-115/admin/index.html

Se um hotfix ndo for aplicado a um ou mais nés, o motivo da falha sera exibido na coluna Detalhes da tabela
de progresso do hotfix. Vocé deve resolver quaisquer problemas que causaram as falhas e, em seguida,
tentar novamente todo o processo. Os nés com uma aplicagao anteriormente bem-sucedida do hotfix serdo
ignorados nos aplicativos subsequentes. Vocé pode tentar novamente o processo de hotfix com seguranga
guantas vezes for necessario até que todos os nds tenham sido atualizados. O hotfix deve ser instalado com
sucesso em todos os nos de grade para que o aplicativo seja concluido.

Embora os nés de grade sejam atualizados com a nova versao de hotfix, as alteragdes reais em um hotfix
podem afetar apenas servigos especificos em tipos especificos de nés. Por exemplo, um hotfix pode afetar
apenas o servigo LDR em nds de armazenamento.

Como os hotfixes sao aplicados para recuperagao e expansao

Depois que um hotfix foi aplicado a sua grade, o n6é de administrador principal instala automaticamente a
mesma versao de hotfix para todos os nds restaurados por operacdes de recuperacado ou adicionados em
uma expansao.

No entanto, se vocé precisar recuperar o n6 de administrag&o principal, vocé deve instalar manualmente a
versao correta do StorageGRID e, em seguida, aplicar o hotfix. A versao final do StorageGRID do n6 de
administracao principal deve corresponder a versao dos outros nos na grade.

O exemplo a seguir ilustra como aplicar um hotfix ao recuperar o né de administrador principal:

1. Suponha que a grade esteja executando uma versao do StorageGRID 11.A.B com o hotfix mais recente. A
"versdo em grade" é 11.A.B.y.
2. O no de administragao principal falha.

3. Reimplante o né de administragao principal usando o StorageGRID 11.A.B e execute o procedimento de

recuperacao.
@ Conforme necessario para corresponder a verséo da grade, vocé pode usar uma versao
menor ao implantar o nd; vocé néo precisa implantar a versao principal primeiro.

4. Em seguida, aplique o hotfix 11.A.B.y ao n6é de administragéo principal.

Informacgdes relacionadas

"Configurar o n6 de administragéo principal de substituigao"

Como seu sistema é afetado quando vocé aplica um hotfix

Vocé deve entender como seu sistema StorageGRID sera afetado quando vocé aplicar
um hotfix.

As aplicacdes do cliente podem sofrer interrupgdes de curto prazo

O sistema StorageGRID pode obter e recuperar dados de aplicativos clientes durante todo o processo de
hotfix; no entanto, as conexdes de clientes com nés de gateway individuais ou nés de armazenamento podem
ser interrompidas temporariamente se o hotfix precisar reiniciar os servigos nesses nos. A conetividade sera
restaurada apos a concluséo do processo de corregao e 0s servigos sao retomados nos noés individuais.

Talvez seja necessario agendar o tempo de inatividade para aplicar um hotfix se a perda de conetividade por
um curto periodo nao for aceitavel. Vocé pode usar a aprovacgao seletiva para agendar quando certos nés séo
atualizados.



Vocé pode usar varios gateways e grupos de alta disponibilidade (HA) para fornecer failover
automatico durante o processo de hotfix. Para configurar grupos de alta disponibilidade,
consulte as instru¢des para administrar o StorageGRID.

Alertas e notificagoes SNMP podem ser acionados

Alertas e notificagdes SNMP podem ser acionados quando os servigos sao reiniciados e quando o sistema
StorageGRID esta operando como um ambiente de versao mista (alguns nés de grade executando uma
versdo anterior, enquanto outros foram atualizados para uma verséo posterior). Em geral, esses alertas e
notificagdes serdo apagados quando o hotfix for concluido.

As alteragoes de configuragao sao restritas

Ao aplicar um hotfix ao StorageGRID:

» Nao faga alteragdes na configuragédo da grade (por exemplo, especificando sub-redes de rede de grade ou
aprovando nos de grade pendentes) até que o hotfix tenha sido aplicado a todos os nés.

* Nao atualize a configuragéo do ILM até que o hotfix tenha sido aplicado a todos os nos.

Obter os materiais necessarios para um hotfix

Antes de aplicar um hotfix, vocé deve obter todos os materiais necessarios.

Item Notas

Ficheiro de corregéo do Vocé deve baixar o arquivo de hotfix do StorageGRID.
StorageGRID

» Porta de rede Consulte "requisitos do navegador da Web".
* Navegador da Web suportado
* Cliente SSH (por exemplo,

PuUTTY)

Pacote de recuperagéo (.zip) Antes de aplicar um hotfix, baixe o arquivo mais recente do pacote de

arquivo recuperagao no caso de qualquer problema ocorrer durante o
hotfix.entdo, apos a aplicacédo do hotfix, baixe uma nova copia do
arquivo do pacote de recuperacgao e salve-o em um local seguro. O
arquivo atualizado do Pacote de recuperacao permite restaurar o
sistema se ocorrer uma falha.

Ficheiro Passwords.txt Opcional e usado somente se vocé estiver aplicando um hotfix

manualmente usando o cliente SSH. O Passwords. txt arquivo esta
incluido no REFERIDO pacote, que faz parte do arquivo Recovery
Package .zip.

Frase-passe do aprovisionamento A frase-passe é criada e documentada quando o sistema StorageGRID
é instalado pela primeira vez. A senha de provisionamento nao esta
listada no Passwords. txt arquivo.



Item Notas

Documentagéo relacionada readme . txt ficheiro para a corregéo. Este arquivo esta incluido na
pagina de download do hotffix. Certifique-se de rever o readme ficheiro
cuidadosamente antes de aplicar a correcao.

Informacgodes relacionadas
"Transferir o ficheiro de correcéao"

"Transferir o pacote de recuperacao”

Transferir o ficheiro de correcao
Tem de transferir o ficheiro de correcéo para poder aplicar a correcao.

Passos
1. V& para a pagina de downloads do NetApp para StorageGRID.

"NetApp Downloads: StorageGRID"

2. Selecione a seta para baixo em Software disponivel para ver uma lista de hotfixes disponiveis para
download.

@ As versodes do arquivo de hotfix tém o formulario: 11,4.x.y.
3. Reveja as alteragdes incluidas na atualizagao.

@ Se vocé acabou de recuperar o né de administrador principal e precisa aplicar um hotffix,
selecione a mesma verséao de hotfix que esta instalada nos outros nds de grade.

a. Selecione a versao do hotfix que deseja baixar e selecione Go.
b. Inicie sessao utilizando o nome de utilizador e a palavra-passe da sua conta NetApp.

c. Leia e aceite o Contrato de Licenca de Usuario final.
E apresentada a pagina de transferéncia da versao selecionada.

d. Transfira o ficheiro de correcdo readme. txt para ver um resumo das alteragdes incluidas na
corregao.

4. Selecione o botao de download do hotfix e salve o arquivo.

@ Nao altere o nome deste ficheiro.

Se vocé estiver usando um dispositivo macOS, o arquivo de hotfix pode ser salvo
@ automaticamente como um . txt arquivo. Se estiver, vocé deve renomear o0 arquivo sem a
. txt extenséo.

5. Selecione um local para o download e selecione Salvar.

Informagdes relacionadas


https://mysupport.netapp.com/site/products/all/details/storagegrid/downloads-tab

"Configurar o n6 de administragéo principal de substituigao"

Verificar a condigao do sistema antes de aplicar um hotfix
Vocé deve verificar se o sistema esta pronto para acomodar o hotfix.

1. Faca login no Gerenciador de Grade usando um navegador compativel.

2. Se possivel, verifique se o sistema esta funcionando normalmente e se todos os nés da grade estéo
conetados a grade.

Os no6s conetados tém marcas de verificagdo verdes «+ na pagina nos.

3. Verifique e resolva quaisquer alertas atuais, se possivel.

Para obter informagdes sobre alertas especificos, consulte as instrugdes para monitoramento e solucéo de

problemas do StorageGRID.

4. Certifique-se de que nao existem outros procedimentos de manutengdo em curso, como um procedimento
de atualizagao, recuperacao, expansao ou desativagao.

Vocé deve esperar que todos os procedimentos de manutencao ativos sejam concluidos antes de aplicar
um hotfix.

Nao é possivel aplicar um hotfix do StorageGRID quando outro procedimento de manutencéao estiver
sendo executado. Por exemplo, vocé nédo pode aplicar um hotfix enquanto um procedimento de
desativacao, expansao ou recuperacao esta sendo executado.

Se um procedimento de desativagao de no ou site estiver pausado, vocé pode aplicar um

@ hotfix com seguranga. Além disso, vocé pode ser capaz de aplicar um hotfix durante os
estagios finais de um procedimento de atualizagdo do StorageGRID. Consulte as instrugdes
para atualizar o software StorageGRID para obter detalhes.

Informacgodes relacionadas

"Monitorizar Resolugao de problemas"

"Pausar e retomar o processo de desativagao dos nds de storage"

Aplicando o hotfix

A corregao € aplicada automaticamente primeiro ao n6 de administragao principal. Em
seguida, vocé deve aprovar o aplicativo do hotfix para outros nés de grade até que todos
0s nos estejam executando a mesma verséo de software. Vocé pode personalizar a
sequéncia de aprovacao selecionando para aprovar nos de grade individuais, grupos de
nos de grade ou todos os nos de grade.

O que vocé vai precisar

* Vocé revisou todas as consideragdes e concluiu todas as etapas em "Planejamento e preparacao de
Hotfix".

* Vocé deve ter a senha de provisionamento.

* Vocé deve ter acesso root ou a permissao Manutencgao.


https://docs.netapp.com/pt-br/storagegrid-115/monitor/index.html

* Pode atrasar a aplicagdo de uma corregao a um nd, mas o processo de correcdo ndo esta concluido até

aplicar a correc¢ao a todos os nés.

* Nao é possivel executar uma atualizagéo do software StorageGRID ou uma atualizagao do SANtricity os
até que tenha concluido o processo de corregao.

Passos

1. Facga login no Gerenciador de Grade usando um navegador compativel.

2. Selecione Manutencgéao > sistema > Atualizagao de Software.

A pagina Atualizagéo de software é exibida.

Software Update

You can upgrade StorageGRID software. apply a hotfix; or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hoffix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

» To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade

StorageGRID Hotfix

SANfricity OS

3. Selecione Hotfix StorageGRID.

A pagina de corregao do StorageGRID é exibida.

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.

Hotfix file

Hotiix file

Passphrase

Provisioning Passphrase

e

2

Browse




4. Selecione o ficheiro de correcao transferido a partir do site de suporte da NetApp.

a. Selecione Procurar.

b. Localize e selecione o ficheiro.
hotfix-install-version
c. Selecione Open.

O ficheiro é carregado. Quando o upload estiver concluido, 0 nome do arquivo € mostrado no campo
Detalhes.

@ Nao altere o nome do arquivo, pois ele faz parte do processo de verificagao.

StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Conneactivity might be interrupted until the services are

back online.
Hotfix file
Hotfix file @ Browse hotfix-install-11.5.0.1
Details @ hotfix-install-11.5.0.1
Passphrase

Provisioning Passphrase @

5. Insira a senha de provisionamento na caixa de texto.

O botéao Start (Iniciar) fica ativado.



StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.
Hoftfix file
Hotfix file @ Browse hotfix-install-11.5.0.1
Details @ hotfix-install-11.5.0.1
Passphrase
Provisioning Passphrase @ | snraend ‘

6. Selecione Iniciar.

E apresentado um aviso informando que a ligagdo do seu browser pode ser perdida temporariamente &
medida que os servigos no né de administracao principal sao reiniciados.

A Warning

Connection Might be Temporarily Lost

When the hotfix is applied, your browser's connection might be lost temporarily as services on the
primary Admin Mode are stopped and restarted. Are you sure you want to start the hotfix

installation process?
ﬂ

7. Selecione OK para comegar a aplicar o hotfix ao né de administragéo principal.
Quando o hotfix é iniciado:

a. As validagdes de hotfix sdo executadas.

@ Se algum erro for relatado, resolva-os, faga o upload novamente do arquivo de hotfix e
selecione Iniciar novamente.

b. Atabela de progresso da instalagdo do hotfix & exibida. Esta tabela mostra todos os nés na grade e o
estagio atual da instalagédo do hotfix para cada né. Os nds da tabela sdo agrupados por tipo:

= Nés de administracao

= Noés de gateway

10



= Nos de storage

= Nos de arquivamento

@ A barra de progresso atinge a conclusao e, em seguida, o nd de administragao principal
€ mostrado primeiro com o estagio "'concluido”.
Hotfix Installation Progress
A Admin Nodes - 1 out of 1 completed
Q
Site IT Name i1 Progress U Swge 11 Detalls {1 Action

Vancouver VTC-ADM1-101-191 _ Complate

8. Opcionalmente, classifique as listas de nés em cada agrupamento em ordem crescente ou decrescente
por Site, Nome, progresso, Estagio ou Detalhes. Ou insira um termo na caixa pesquisar para pesquisar
nos especificos.

9. Aprove os nés de grade que estao prontos para ser atualizados. N6s aprovados do mesmo tipo sédo
atualizados um de cada vez.

Nao aprove o hotfix para um nd, a menos que vocé tenha certeza de que o né esta pronto

@ para ser atualizado.quando o hotfix for aplicado a um né de grade, alguns servigos nesse
né podem ser reiniciados. Essas operacdes podem causar interrupg¢des de servico para
clientes que estdo se comunicando com o no.

o Selecione um ou mais botdes Approve para adicionar um ou mais noés individuais a fila de correcdes.

o Selecione o botdo Approve All em cada agrupamento para adicionar todos os nés do mesmo tipo a
fila de corregdes. Se vocé inseriu critérios de pesquisa na caixa pesquisar, o botdo aprovar tudo se
aplica a todos os nds selecionados pelos critérios de pesquisa.

O botéo Approve All na parte superior da pagina aprova todos os nos listados na
pagina, enquanto o botdo Approve All na parte superior de um agrupamento de tabelas
@ s6 aprova todos o0s nés nesse grupo. Se a ordem em que os nos sao atualizados for
importante, aprove nés ou grupos de noés um de cada vez e aguarde até que a
atualizagao seja concluida em cada n6 antes de aprovar o(s) proximo(s) no(s).

> Selecione o botédo de nivel superior Approve All na parte superior da pagina para adicionar todos os
nos na grade a fila de hotffix.

@ Tem de concluir a corregao do StorageGRID antes de poder iniciar uma atualizagéo de
software diferente. Se ndo conseguir concluir a corregao, contacte o suporte técnico.

10. Se precisar remover um né ou todos os nos da fila de corregdes, selecione Remover ou Remover tudo.

11



Como mostrado no exemplo, quando o estagio progride além de ""enfileirado™, o botdo Remover fica

oculto e vocé nao pode mais remover o nd do processo de hotfix.

: Q

Site I Name 11 Progressli Stage 11 petaits IT Action
Raleigh RAL-S1-101-186 Queved
Raleigh ‘RAL-82-101-187 _ Complete

Raleigh RAL-S3-101-198 Queued
Sunnyvale SVL-51-101-199 Queued
Sunnyvale SVL-52-101-83 Waiting for you o approve
Sunnyvale SVL-S3-101-94 Waiting for you to approve m
vancouver VTC-§1-101-193 Waiting for you to approve
Vancouver -VTC-52-101-194 Waiting for you o approve
Vancouver VTC-53-101-195 Watting for you to approve | Approve |

11. Aguarde enquanto o hotfix é aplicado a cada n6 de grade aprovado.

Quando o hotfix tiver sido instalado com sucesso em todos os nos, a tabela de progresso da instalagao do
Hotfix sera fechada. Um banner verde mostra a data e a hora em que o hotfix foi concluido.

12. Se o hotfix ndo puder ser aplicado a nenhum no, revise o erro de cada no, resolva o problema e repita
essas etapas.

O procedimento nao esta concluido até que o hotfix seja aplicado com éxito a todos os nos. Vocé pode

tentar novamente o processo de hotfix com seguranga quantas vezes for necessario até que ele seja
concluido.

Informagdes relacionadas
"Planejamento e preparacgéo de hotfix"

"Administrar o StorageGRID"

"Monitorizar Resolugao de problemas”

Procedimentos de recuperacao do né de grade

Se um no de grade falhar, vocé podera recupera-lo substituindo o servidor fisico ou
virtual com falha, reinstalando o software StorageGRID e restaurando dados
recuperaveis.

Os nos de grade podem falhar se uma falha de hardware, virtualizagéo, sistema operacional ou software
tornar o no inoperavel ou nao confiavel. Ha muitos tipos de falha que podem desencadear a necessidade de

recuperar um no6 de grade.

As etapas para recuperar um noé de grade variam, dependendo da plataforma onde o n6 de grade esta
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hospedado e do tipo de n6 de grade. Cada tipo de né de grade tem um procedimento de recuperagao
especifico, que vocé deve seguir exatamente.

Geralmente, vocé tenta preservar os dados do n6 de grade com falha quando possivel, reparar ou substituir
né com falha, usar o Gerenciador de Grade para configurar o n6 de substituigao e restaurar os dados do no.

Se um site StorageGRID inteiro falhar, entre em Contato com o suporte técnico. O suporte
técnico trabalhara com vocé para desenvolver e executar um plano de recuperacao de local
que maximiza a quantidade de dados recuperados e atende aos seus objetivos de negocios.

Informacgdes relacionadas

"Como a recuperacao do local é realizada pelo suporte técnico"

Avisos e consideragdes para a recuperagao do n6 da grade

Se um no de grade falhar, vocé deve recupera-lo o mais rapido possivel. Vocé deve
rever todos os avisos e consideracdes sobre a recuperagao do n6 antes de comecar.

O StorageGRID é um sistema distribuido composto por varios nés que trabalham uns com os
outros. Nao use snapshots de disco para restaurar nés de grade. Em vez disso, consulte os
procedimentos de recuperagdo e manutengéo para cada tipo de no.

Alguns dos motivos para recuperar um né de grade com falha o mais rapido possivel incluem o seguinte:
* Um n6 de grade com falha pode reduzir a redundancia de dados do sistema e do objeto, deixando vocé
vulneravel ao risco de perda permanente de dados se outro n¢ falhar.
* Um no de grade com falha pode afetar a eficiéncia das operagodes diarias.
* Um no de grade com falha pode reduzir sua capacidade de monitorar as operagdes do sistema.

* Um né de grade com falha pode causar um erro de servidor interno do 500 se regras rigidas de ILM
estiverem em vigor.

» Se um no de grade néo for recuperado prontamente, os tempos de recuperagéo podem aumentar. Por
exemplo, podem ocorrer filas que precisam ser limpas antes da conclusao da recuperacgao.

Siga sempre o procedimento de recuperagéo para o tipo especifico de n6 de grade que vocé esta
recuperando. Os procedimentos de recuperacao variam para nés de administragdo primarios ou nao
primarios, nos de gateway, nos de arquivamento, nos de dispositivo e nos de storage.

Pré-condigbes para a recuperagao de nos de grade

Todas as condi¢des a seguir sdo assumidas ao recuperar nés de grade:

» O hardware fisico ou virtual com falha foi substituido e configurado.

» Aversao do Instalador de dispositivos StorageGRID no dispositivo de substituicdo corresponde a versao
de software do seu sistema StorageGRID, conforme descrito em instalagao e manutengao de hardware
para verificar e atualizar a versao do Instalador de dispositivos StorageGRID.

o "Aparelhos de servicos SG100 SG1000"
o "SG5600 dispositivos de armazenamento”

o "SG5700 dispositivos de armazenamento”

(0]
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o "SG6000 dispositivos de armazenamento”

» Se vocé estiver recuperando um né de grade diferente do né Admin principal, ha conetividade entre o né
de grade sendo recuperado e o nd Admin principal.

Ordem de recuperagao de n6 se um servidor que hospeda mais de um né de grade falhar

Se um servidor que hospeda mais de um no6 de grade falhar, vocé podera recuperar os nés em qualquer
ordem. No entanto, se o servidor com falha estiver hospedando o né Admin principal, vocé deve recuperar
esse no primeiro. A recuperagao do n6 de administragéo principal primeiro impede que outras recuperagdes
de nés parem a medida que esperam para entrar em Contato com o n6é de administragéo principal.

Enderecos IP para nés recuperados

Nao tente recuperar um né usando um endereco IP que esta atualmente atribuido a qualquer outro né.
Quando vocé implantar o novo no, use o enderego IP atual do né com falha ou um enderecgo IP nao utilizado.

Recolha de materiais necessarios para a recuperagao do né6 da grelha

Antes de executar os procedimentos de manutengao, vocé deve garantir que vocé tenha
0s materiais necessarios para recuperar um no de grade com falha.

Item Notas
Arquivo de instalagdo do Se voceé precisar recuperar um n6 de grade, precisara do arquivo de
StorageGRID instalagéo do StorageGRID para sua plataforma.

Observagao: vocé nao precisa baixar arquivos se estiver recuperando
volumes de armazenamento com falha em um né de armazenamento.

Arquivo do pacote de recuperagdo Obtenha uma copia do arquivo mais recente do Pacote de recuperagao
.zip .zip! sgws-recovery-package-id-revision.zip

O conteudo do . zip arquivo é atualizado sempre que o sistema é
modificado. Vocé é direcionado para armazenar a versao mais recente
do Pacote de recuperagdo em um local seguro depois de fazer tais
alteragbes. Use a copia mais recente para recuperar de falhas na grade.

Se 0 n6 Admin principal estiver operando normalmente, vocé podera
fazer o download do Pacote de recuperagéao do Gerenciador de Grade.
Selecione Manutencgao sistema Pacote de recuperagao.

Se vocé nao puder acessar o Gerenciador de Grade, podera encontrar
copias criptografadas do Pacote de recuperagédo em alguns nos de
armazenamento que contém o servico ADC. Em cada n6 de
armazenamento, examine este local para o pacote de recuperacgao:
/var/local/install/sgws-recovery-package-grid-id-
revision.zip.gpg Use o pacote de recuperagao com o nimero de
revisdo mais alto.

Passwords. txt ficheiro Contém as senhas necessarias para acessar os nos de grade na linha
de comando. Incluido no Pacote de recuperacéo.
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Item Notas

Frase-passe do aprovisionamento A frase-passe é criada e documentada quando o sistema StorageGRID

€ instalado pela primeira vez. A senha de provisionamento ndo esta no
Passwords. txt arquivo.

Documentacéo atual para a sua Para obter as versdes suportadas atuais da sua plataforma, consulte a
plataforma ferramenta de Matriz de interoperabilidade.

"Ferramenta de Matriz de interoperabilidade do NetApp"

Va para o site do fornecedor da plataforma para obter documentacao.

Informacgdes relacionadas

"Transferir e extrair os ficheiros de instalagdo do StorageGRID"

"Requisitos do navegador da Web"

Transferir e extrair os ficheiros de instalagdao do StorageGRID

Antes de recuperar os nos de grade do StorageGRID, vocé deve baixar o software e
extrair os arquivos.

Vocé deve usar a versao do StorageGRID que esta atualmente em execugéo na grade.

Passos

1.

Determine qual versao do software esta instalada atualmente. No Gerenciador de Grade, va para Ajuda
sobre.

. Va para a pagina de downloads do NetApp para StorageGRID.

"NetApp Downloads: StorageGRID"

. Selecione a versao do StorageGRID que esta atualmente em execugéo na grade.

As versoes do software StorageGRID tém este formato: 11.x.y.

. Inicie sessdo com o nome de utilizador e a palavra-passe da sua conta NetApp.

. Leia o Contrato de Licenga de Usuario final, marque a caixa de selegao e selecione aceitar e continuar.

. Na coluna Instalar StorageGRID da pagina de download, selecione o . tgz arquivo ou . zip para sua

plataforma.

A versao apresentada no ficheiro de arquivo de instalagdo tem de corresponder a versao do software
atualmente instalado.

Use o . zip arquivo se estiver executando o Windows.

Plataforma Arquivo de instalagdo

VMware StorageGRID-Webscale-version-VMware-uniquelD.zip StorageGRID-
Webscale-version-VMware-uniqueid.tgz
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7.

Plataforma Arquivo de instalagdo

Red Hat Enterprise Linux ou StorageGRID-Webscale-version-RPM-uniquelD.zip StorageGRID-
CentOS Webscale-version-RPM-uniqueid.tgz
Ubuntu ou Debian StorageGRID-Webscale-version-DEB-uniquelD.zip StorageGRID-

Webscale-version-DEB-uniqueid.tgz

Ou aparelhos

OpenStack ou outro hipervisor Os arquivos e scripts de disco de maquina virtual fornecidos pela
NetApp para OpenStack nao sdo mais compativeis com operagdes
de recuperagdo. Se vocé precisar recuperar um noé em execugao em
uma implantacdo OpenStack, baixe os arquivos para seu sistema
operacional Linux. Em seguida, siga o procedimento para substituir

um no Linux.

Transfira e extraia o ficheiro de arquivo.

8. Siga o passo apropriado para sua plataforma escolher os arquivos que vocé precisa, com base em sua
plataforma e quais nds de grade vocé precisa recuperar.

Os caminhos listados na etapa para cada plataforma sao relativos ao diretério de nivel superior instalado

pelo arquivo de arquivo.

9. Se vocé estiver recuperando um sistema VMware, selecione os arquivos apropriados.
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Caminho e nome do arquivo

Ivsphere/vsphere-archive.ovf ./vsphere/vsphere-
archive.mf

Descrigao

Um arquivo de texto que descreve todos os
arquivos contidos no arquivo de download do
StorageGRID.

Uma licenga gratuita que nao fornece qualquer
direito de suporte para o produto.

O arquivo de disco da maquina virtual que é usado
como um modelo para criar maquinas virtuais de né
de grade.

O arquivo de modelo Open Virtualization Format
(.ovf) e o arquivo de manifesto (.mf) para
implantar o né de administracao principal.

O arquivo de (.ovf 'modelo ) e o arquivo
de manifesto (.mf’)paraimplantar nos de
administracao nao primarios.

O arquivo de (.ovf 'modelo ) e o arquivo
de manifesto (.mf")paraimplantar nds de
arquivamento.



Caminho e nome do arquivo

Ferramenta de script de implantacéo

Descrigao

O arquivo de (.ovf 'modelo ) e o arquivo
de manifesto (.mf")paraimplantar nés do
Gateway.

O arquivo de (.ovf 'modelo ) e o arquivo
de manifesto (.mf")paraimplantar nds de
storage baseados em maquina virtual.

Descricéo

Um script de shell Bash usado para automatizar a
implantagdo de nés de grade virtual.

Um arquivo de configuragao de exemplo para uso
com o deploy-vsphere-ovftool.sh script.

Um script Python usado para automatizar a
configuragéo de um sistema StorageGRID.

Um script Python usado para automatizar a
configuragéo de dispositivos StorageGRID.

Um exemplo de script Python que vocé pode usar
para fazer login na APl de Gerenciamento de Grade
quando o logon unico estiver ativado.

Um arquivo de configuragdo de exemplo para uso
com o configure-storagegrid.py script.

Um arquivo de configuragdo em branco para uso
com o configure-storagegrid.py script.

10. Se vocé estiver recuperando um sistema Red Hat Enterprise Linux ou CentOS, selecione os arquivos

apropriados.

Caminho e nome do arquivo

Descrigao

Um arquivo de texto que descreve todos os
arquivos contidos no arquivo de download do
StorageGRID.

Uma licenga gratuita que nao fornece qualquer
direito de suporte para o produto.

Pacote RPM para instalar as imagens do né
StorageGRID em seus hosts RHEL ou CentOS.
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Caminho e nome do arquivo

Ferramenta de script de implantagéo

Descrigao

Pacote RPM para instalar o servigo de host
StorageGRID em seus hosts RHEL ou CentOS.

Descrigéo

Um script Python usado para automatizar a
configuragdo de um sistema StorageGRID.

Um script Python usado para automatizar a
configuragéo de dispositivos StorageGRID.

Um arquivo de configuragdo de exemplo para uso
com o configure-storagegrid.py script.

Um exemplo de script Python que vocé pode usar
para fazer login na APl de Gerenciamento de Grade
quando o logon unico estiver ativado.

Um arquivo de configuragdo em branco para uso
com o configure-storagegrid.py script.

Exemplo de fungéo do Ansible e manual de
estratégia para configurar hosts RHEL ou CentOS
para implantagao de contéineres do StorageGRID.
Vocé pode personalizar a fungdo ou o manual de
estratégia conforme necessario.

11. Se voceé estiver recuperando um sistema Ubuntu ou Debian, selecione os arquivos apropriados.
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Caminho e nome do arquivo

Descrigao

Um arquivo de texto que descreve todos os
arquivos contidos no arquivo de download do
StorageGRID.

Um arquivo de licenga do NetApp que nao é de
produgéo que pode ser usado para testes e
implantagcdes de prova de conceito.

Pacote DEB para instalar as imagens do n6
StorageGRID em hosts Ubuntu ou Debian.

Soma de verificagao MD5 para o ficheiro
/debs/storagegrid-webscale-images-
version-SHA.deb



Caminho e nome do arquivo

Ferramenta de script de implantagéo

Descrigao

Pacote DEB para instalar o servigo host
StorageGRID em hosts Ubuntu ou Debian.

Descrigéo

Um script Python usado para automatizar a
configuragdo de um sistema StorageGRID.

Um script Python usado para automatizar a
configuragéo de dispositivos StorageGRID.

Um exemplo de script Python que vocé pode usar
para fazer login na APl de Gerenciamento de Grade
quando o logon unico estiver ativado.

Um arquivo de configuragéo de exemplo para uso
com o0 configure-storagegrid.py script.

Um arquivo de configuragdo em branco para uso
com o configure-storagegrid.py script.

Exemplo Ansible role e playbook para configurar
hosts Ubuntu ou Debian para a implantagao de
contentores StorageGRID. Vocé pode personalizar
a funcéo ou o manual de estratégia conforme
necessario.

12. Se estiver a recuperar um sistema baseado no StorageGRID Appliance, selecione os ficheiros

apropriados.

Caminho e nome do arquivo

Descrigao

DEB pacote para instalar as imagens do n6
StorageGRID em seus dispositivos.

Soma de verificagdo do pacote de instalagdo DEB
usado pelo instalador do dispositivo StorageGRID
para validar se o pacote esta intacto apds o upload.

Nota: para a instalagdo do appliance, esses arquivos s6 sdo necessarios se vocé precisar evitar o trafego
de rede. O dispositivo pode baixar os arquivos necessarios do né de administracao principal.

Informagdes relacionadas
"Instale o VMware"

"Instale o Red Hat Enterprise Linux ou CentOS"
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"Instale Ubuntu ou Debian"

Selecionando um procedimento de recuperagao de né

Vocé deve selecionar o procedimento de recuperacao correto para o tipo de n6 que
falhou.

N6 de grade Procedimento de recuperagao

Mais de um n6 de storage Entre em Contato com o suporte técnico. Se mais de um n6 de storage
falhar, o suporte técnico deve ajudar na recuperagao para evitar
inconsisténcias no banco de dados que podem levar a perda de dados.
Um procedimento de recuperagao de local pode ser necessario.

"Como a recuperacao do local é realizada pelo suporte técnico"

Um unico no de storage O procedimento de recuperacao do né de armazenamento depende do
tipo e duracgao da falha.

"Recuperando-se de falhas no no6 de storage”

N6 de administragao O procedimento Admin Node depende se vocé precisa recuperar o nod
Admin primario ou um né Admin ndo primario.

"Recuperando-se de falhas do né de administrador"
N6 de gateway "Recuperando-se de falhas do Gateway Node".

N6 de arquivo "Recuperando-se de falhas do né de arquivamento".

Se um servidor que hospeda mais de um né de grade falhar, vocé podera recuperar os ndés em
qualquer ordem. No entanto, se o servidor com falha estiver hospedando o n6 Admin principal,

@ vocé deve recuperar esse no primeiro. A recuperagao do né de administragao principal primeiro
impede que outras recuperacdes de ndés parem a medida que esperam para entrar em Contato
com o no de administracao principal.

Recuperando-se de falhas no né de storage

O procedimento para recuperar um n6 de storage com falha depende do tipo de falha e
do tipo de né de storage que falhou.

Use esta tabela para selecionar o procedimento de recuperagao para um n6 de armazenamento com falha.
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Problema

* Mais de um n6 de storage
falhou.

* Um segundo no6 de storage
falhou menos de 15 dias apos
uma falha ou recuperacao do
no de storage.

Isso inclui 0 caso em que um
no de storage falha enquanto a
recuperagao de outro n6 de
storage ainda esta em
andamento.

Um né de armazenamento esta
offline ha mais de 15 dias.

Um no de storage de dispositivo
falhou.

Um ou mais volumes de
armazenamento falharam, mas a
unidade do sistema esta intacta

A unidade do sistema falhou.

Acgéao

Vocé deve entrar em Contato com
0 suporte técnico.

"Recuperando um no de storage
inativo mais de 15 dias"

"Recuperando um n6 de storage
de dispositivo StorageGRID"

"Recuperando-se de uma falha do
volume de storage em que a
unidade do sistema esta intacta"

"Recuperando-se da falha da
unidade do sistema"

Notas

Se todos 0s nds de storage com
falha estiverem no mesmo local,
talvez seja necessario executar um
procedimento de recuperacéao de
local.

O suporte técnico avaliara sua
situacdo e desenvolvera um plano
de recuperacao.

"Como a recuperacao do local é
realizada pelo suporte técnico"

A recuperacgao de mais de um no
de storage (ou mais de um n6 de
storage em 15 dias) pode afetar a
integridade do banco de dados
Cassandra, o que pode causar
perda de dados.

O suporte técnico pode determinar
quando é seguro iniciar a
recuperagao de um segundo no de
armazenamento.

Nota: Se mais de um n6 de
armazenamento que contém o
servico ADC falhar em um site,
vocé perdera quaisquer
solicitacoes de servico de
plataforma pendentes para esse
site.

Este procedimento é necessario
para garantir a integridade do
banco de dados Cassandra.

O procedimento de recuperacéo
para nos de storage do dispositivo
€ 0 mesmo para todas as falhas.

Este procedimento € usado para
nos de storage baseados em
software.

O procedimento de substituicdo do
no6 depende da plataforma de
implantacdo e se algum volume de
storage também falhou.
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Alguns procedimentos de recuperag¢ao do StorageGRID usam o Reaper para lidar com reparos
do Cassandra. As reparagdes ocorrem automaticamente assim que os servigos relacionados ou

@ necessarios tiverem sido iniciados. Vocé pode notar saida de script que menciona "reaper" ou
"Cassandra repair." se vocé vir uma mensagem de erro indicando que o reparo falhou, execute
o comando indicado na mensagem de erro.

Recuperando um né de storage inativo mais de 15 dias

Se um no de storage unico estiver offline e ndo estiver conetado a outros nos de storage
por mais de 15 dias, vocé devera reconstruir o Cassandra no no.

O que vocé vai precisar

* Vocé verificou que a desativagéo de um n6 de storage néo estd em andamento ou interrompeu o
procedimento de desativagéo do né. (No Gerenciador de Grade, selecione Manutencgéo tarefas de
Manuten¢ao Decommission.)

 Vocé verificou que uma expansao nao esta em andamento. (No Gerenciador de Grade, selecione
Manutencao tarefas de manutengao expansao.)

Sobre esta tarefa

Os nos de storage tém um banco de dados Cassandra que inclui metadados de objetos. Se um né de storage
nao conseguir se comunicar com outros nos de storage por mais de 15 dias, o StorageGRID presume que o
banco de dados Cassandra do no esta obsoleto. O né de storage ndo pode reingressar na grade até que o
Cassandra tenha sido reconstruido usando informagdes de outros nés de storage.

Use este procedimento para reconstruir o Cassandra somente se um n6 de armazenamento Unico estiver
inativo. Entre em Contato com o suporte técnico se nés de armazenamento adicionais estiverem offline ou se
o Cassandra tiver sido reconstruido em outro né de armazenamento nos ultimos 15 dias; por exemplo, o
Cassandra pode ter sido reconstruido como parte dos procedimentos para recuperar volumes de
armazenamento com falha ou para recuperar um n6é de armazenamento com falha.

@ Se mais de um n6 de armazenamento tiver falhado (ou estiver offline), contacte o suporte
técnico. Nao execute o seguinte procedimento de recuperagao. Pode ocorrer perda de dados.

Se esta for a segunda falha do n6 de storage em menos de 15 dias apés uma falha ou
@ recuperagao do no de storage, entre em Contato com o suporte técnico. Nao execute o
seguinte procedimento de recuperagao. Pode ocorrer perda de dados.

@ Se mais de um né de armazenamento em um local tiver falhado, um procedimento de
recuperacao do local pode ser necessario. Entre em Contato com o suporte técnico.

"Como a recuperacgao do local é realizada pelo suporte técnico"

Passos

1. Se necessario, ligue o n6 de armazenamento que precisa ser recuperado.

2. Facga login no n6 da grade:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.

C. Digite o seguinte comando para mudar para root: su -
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d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver logado como root, o prompt muda de $ para #

Se vocé nao conseguir fazer login no né da grade, o disco do sistema pode nao estar intacto.
Va para o procedimento de recuperacao da falha da unidade do sistema. "Recuperando-se da
falha da unidade do sistema"

1. Execute as seguintes verificagdes no no de storage:
a. Emita este comando: nodetool status
A saida deve ser de Connection refused

b. No Gerenciador de Grade, selecione suporte Ferramentas topologia de Grade.

C. Selecione site né de armazenamento SSM Servigos. Verifique se o servigco Cassandra exibe Not
Running.

d. Selecione né de armazenamento SSM recursos. Verifique se ndo ha status de erro na segéo
volumes.

€. Emita este comando: grep -i Cassandra /var/local/log/servermanager.log

Vocé deve ver a seguinte mensagem na saida:

Cassandra not started because it has been offline for more than 15 day
grace period - rebuild Cassandra

2. Emita este comando e monitore a saida do script: check-cassandra-rebuild
> Se os servigos de armazenamento estiverem em execucgao, ser-lhe-a pedido que os pare. Digite: Y

> Reveja os avisos no script. Se nenhum deles se aplicar, confirme que vocé deseja reconstruir o
Cassandra. Digite: Y

Alguns procedimentos de recuperagao do StorageGRID usam o Reaper para lidar com
reparos do Cassandra. As reparagdes ocorrem automaticamente assim que os servigos

@ relacionados ou necessarios tiverem sido iniciados. Vocé pode notar saida de script que
menciona "reaper" ou "Cassandra repair." se vocé vir uma mensagem de erro indicando
que o reparo falhou, execute o comando indicado na mensagem de erro.

3. Apds a conclusao da reconstrugdo, execute as seguintes verificagcoes:
a. No Gerenciador de Grade, selecione suporte Ferramentas topologia de Grade.
b. Selecione site né de armazenamento recuperado SSM Servigos.
c. Confirme se todos os servigos estdo em execucao.
d. Selecione DDS Data Store.

e. Confirme que o Status do armazenamento de dados é "Up™ e que o Data Store State &

Informacgdes relacionadas
"Recuperando-se da falha da unidade do sistema"

normal."
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Recuperando um né de storage de dispositivo StorageGRID

O procedimento para recuperar um no de storage de dispositivo StorageGRID com falha
€ 0 mesmo se vocé esta se recuperando da perda da unidade do sistema ou da perda de
volumes de storage somente.

Sobre esta tarefa

Vocé deve preparar o dispositivo e reinstalar o software, configurar o né para reingressar na grade, reformatar
0 armazenamento e restaurar os dados do objeto.

Prepare the appliance for reinstallation.

v

Start appliance installation.

v

Monitor appliance installation.

v

Select Start Recovery to configure the
Storage Node.

v

Remount and reformat storage volumes.

v

Restore object data to storage volumes.

v

Check storage state.

@ Se mais de um n6 de armazenamento tiver falhado (ou estiver offline), contacte o suporte
técnico. Nao execute o seguinte procedimento de recuperagao. Pode ocorrer perda de dados.

Se esta for a segunda falha do n6 de storage em menos de 15 dias apés uma falha ou
recuperagao do no de storage, entre em Contato com o suporte técnico. A reconstrugao do
Cassandra em dois ou mais nos de storage em até 15 dias pode resultar na perda de dados.

S

@ Se mais de um né de armazenamento em um local tiver falhado, um procedimento de
recuperacdo do local pode ser necessario. Entre em Contato com o suporte técnico.
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"Como a recuperacao do local é realizada pelo suporte técnico"

@ Se as regras ILM estiverem configuradas para armazenar apenas uma copia replicada e a

copia existir num volume de armazenamento que falhou, ndo sera possivel recuperar o objeto.

Se vocé encontrar um alarme Servicos: Status - Cassandra (SVST) durante a recuperagéo,

@ consulte as instrugdes de monitoramento e solugcao de problemas para recuperar do alarme

reconstruindo o Cassandra. Apds a reconstrucao do Cassandra, os alarmes devem ser
apagados. Se os alarmes nao forem apagados, contacte o suporte técnico.

Para procedimentos de manutengao de hardware, como instrugdes para substituir um

(D controlador ou reinstalar o SANtricity os, consulte as instrugdes de instalagdo € manutencao do

seu dispositivo de armazenamento.

Informacgdes relacionadas

"Monitorizar Resolucdo de problemas”

"SG6000 dispositivos de armazenamento
"SG5700 dispositivos de armazenamento

"SG5600 dispositivos de armazenamento

Passos

"Preparando um né de armazenamento de dispositivo para reinstalagao"

"Iniciar a instalagédo do dispositivo StorageGRID"

"Monitoramento da instalagéo do dispositivo StorageGRID"

"Selecione Iniciar recuperagao para configurar um né de armazenamento de dispositivo"
"Remontar e reformatar os volumes de armazenamento do dispositivo (""passos manuais™)"
"Restaurar dados de objetos para um volume de armazenamento de um dispositivo"

"Verificar o estado de armazenamento apds recuperar um né de armazenamento de dispositivo"

Preparando um né de armazenamento de dispositivo para reinstalagao

Ao recuperar um no de storage do dispositivo, primeiro vocé deve preparar o dispositivo
para a reinstalacéo do software StorageGRID.

1.

2.

Faca login no n6 de storage com falha:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

Prepare o n6 de storage do dispositivo para a instalagdo do software StorageGRID. sgareinstall
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3. Quando solicitado a continuar, digite: y

O aparelho reinicializa e sua sessdo SSH termina. Normalmente, demora cerca de 5 minutos para que o
Instalador de dispositivos StorageGRID fique disponivel, embora em alguns casos vocé possa precisar
esperar até 30 minutos.

O né de armazenamento do dispositivo StorageGRID é redefinido e os dados no n6é de armazenamento
nao estdo mais acessiveis. Os enderegos IP configurados durante o processo de instalagao original
devem permanecer intactos; no entanto, € recomendavel que vocé confirme isso quando o procedimento
for concluido.

Depois de executar o sgareinstall comando, todas as contas, senhas e chaves SSH provisionadas
pelo StorageGRID séo removidas e novas chaves de host sdo geradas.

Iniciar a instalagao do dispositivo StorageGRID

Para instalar o StorageGRID em um né de armazenamento de dispositivos, use o
Instalador de dispositivos StorageGRID, que esta incluido no dispositivo.

O que vocé vai precisar
O dispositivo foi instalado em um rack, conetado as redes e ligado.

* Os links de rede e enderegos IP foram configurados para o dispositivo usando o Instalador de dispositivos
StorageGRID.

* Vocé sabe o endereco IP do n6 de administrador principal para a grade StorageGRID.

» Todas as sub-redes de rede listadas na pagina Configuragéo IP do Instalador de dispositivos StorageGRID
foram definidas na Lista de sub-redes de rede de Grade no né de administragao principal.

» Concluiu estas tarefas de pré-requisito seguindo as instrugcoes de instalagdo e manutengao do seu
dispositivo de armazenamento:

o "SG5600 dispositivos de armazenamento”
o "SG5700 dispositivos de armazenamento”
o "SG6000 dispositivos de armazenamento”
* Vocé esta usando um navegador da Web compativel.

* Vocé conhece um dos enderegos IP atribuidos ao controlador de computagéo no dispositivo. Vocé pode
usar o enderecgo |IP da rede Admin (porta de gerenciamento 1 no controlador), da rede de Grade ou da
rede do cliente.

Sobre esta tarefa
Para instalar o StorageGRID em um n6 de storage do dispositivo:

» Especifique ou confirme o enderecgo IP do n6 de administragao principal € o nome do né.
* Inicie a instalagdo e aguarde a medida que os volumes estao configurados e o software esta instalado.

* No decorrer do processo, a instalacéo é interrompida. Para retomar a instalagao, vocé deve entrar no
Gerenciador de Grade e configurar o n6 de armazenamento pendente como um substituto para o né com
falha.

» Depois de configurar o né, o processo de instalagdo do appliance é concluido e o appliance é
reinicializado.

Passos
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1. Abra um navegador e insira um dos enderecos IP do controlador de computagao no dispositivo.
https://Controller IP:8443
A pagina inicial do instalador do dispositivo StorageGRID é exibida.

2. Na secao conexdo n6 de administrador principal, determine se vocé precisa especificar o endereco IP do
no6 de administrador principal.

O Instalador do StorageGRID Appliance pode descobrir esse enderego IP automaticamente, assumindo
que o no de administrador principal, ou pelo menos um outro né de grade com ADMIN_IP configurado,
esta presente na mesma sub-rede.

3. Se este endereco IP ndo for exibido ou vocé precisar altera-lo, especifique o endereco:

Opcao Passos

Entrada de IP manual a. Desmarque a caixa de selegao Ativar descoberta de n6 de
administrador.

b. Introduza o endereco IP manualmente.
c. Clique em Salvar.

d. Aguarde enquanto o estado de conexao para o novo endereco |IP
se torna "pronto".

Detecgao automatica de todos os  a. Marque a caixa de selegcdo Enable Admin Node Discovery
noés de administracao principal (Ativar descoberta de n6 de administrador).

conetados b. Na lista de enderecos |IP descobertos, selecione o né de

administracao principal para a grade em que este n6 de
armazenamento do dispositivo sera implantado.

c. Clique em Salvar.

d. Aguarde enquanto o estado de conexao para o novo enderego |IP
se torna "pronto".

4. No campo Nome do né, insira 0 mesmo nome que foi usado para o né que vocé esta recuperando e
clique em Salvar.

5. Na secdao Instalacéo, confirme se o estado atual é ""Pronto para iniciar a instalagdo do nome do né na
grade com Admin Node admin_ip principal™ e que o botédo Start Installation esta ativado.

Se o botao Start Installation (Iniciar instalagao) nao estiver ativado, podera ser necessario alterar a
configuragéo da rede ou as definigdes da porta. Para obter instrugdes, consulte as instrugdes de
instalacao e manutencéo do seu aparelho.

6. Na pagina inicial do Instalador de dispositivos StorageGRID, clique em Iniciar instalagao.
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

O estado atual muda para ""Instalagéo esta em andamento™ e a pagina Instalagdo do Monitor é exibida.

@ Se vocé precisar acessar a pagina Instalagédo do Monitor manualmente, clique em
Instalagao do Monitor na barra de menus.

Informacgdes relacionadas

"Aparelhos de servigos SG100 SG1000"
"SG6000 dispositivos de armazenamento”
"SG5700 dispositivos de armazenamento”

"SG5600 dispositivos de armazenamento”
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Monitoramento da instalagcio do dispositivo StorageGRID

O Instalador de dispositivos StorageGRID fornece o status até que a instalagao esteja
concluida. Quando a instalagao do software estiver concluida, o dispositivo é
reinicializado.

1. Para monitorar o progresso da instalagdo, clique em Monitor Installation na barra de menus.

A pagina Instalagao do monitor mostra o progresso da instalagao.

Monitor Installation

1. Configure slorage Running
Step Progress Status

Connect to storage controller _ Complete

Glee existing configsatin -

Configure volumes __‘_—'&,_'\= Creating volume StorageGRID-ob-00

Configure host settings Fending

2 Install OS Fending

3 Install StorageGRID Pending

4 Finalze installation Pending

A barra de status azul indica qual tarefa esta atualmente em andamento. As barras de estado verdes
indicam tarefas concluidas com éxito.

O instalador garante que as tarefas concluidas em uma instalagéo anterior ndo sejam
@ executadas novamente. Se vocé estiver reexecutando uma instalagao, todas as tarefas que
nao precisam ser executadas novamente serdo mostradas com uma barra de status verde

e um status de ""pulado™.
2. Reveja o progresso das duas primeiras fases de instalagéo.
> 1. Configurar armazenamento

Durante essa etapa, o instalador se coneta ao controlador de armazenamento, limpa qualquer
configuragéo existente, se comunica com o software SANTtricity para configurar volumes e configura as

configuragbes do host.
o 2. Instale o os

Durante esta fase, o instalador copia a imagem base do sistema operativo para o StorageGRID para o
dispositivo.

3. Continue monitorando o progresso da instalagcao até que o estagio Install StorageGRID pare € uma
mensagem seja exibida no console incorporado solicitando que vocé aprove esse n6 no nd Admin usando
o Gerenciador de Grade.
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Home Configure Networking -

Monitor Installation

1. Configure storage

=

2_Install OS5

3. Install StorageGRID

4. Finalize installation

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
09:

[Z2017-07-31TZZ:
ontainer data

[Z2017-07-31TZ2Z2:
[Z2017-07-31TZ2Z2:
[Z2017-07-31TZZ:

[2017-07-31T22:

[2017-07-31T22:

09:
09:
09:
09:

09:

12.
12.
12.
12.

12.

12

3625661
3662051
3696331
5115331
5700961

.5763601

of node configuration

[2017-07-31TZ2Z:
[2017-07-31TZ22:
[Z2O17-07-31T2Z:
[Z2O17-07-31T2Z:
-07-31T2Z:
-07-31T22:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T2Z:
-07-31T22:
-07-31T2Z:

Q9:
09:
09:
09:
09:
09:
09:
09:
09:

09:
min Mode GMI to proceed...

1Z.
12.
12.
12.
12.
12.
12.
12.
12.

12.

h813631
5850661
5883141
5918511
5948861
2983601
6013241
6047591
6078001
.b1609851
.b145971
6182821

Configure Hardware -

INFO —-

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

[INSG]

[INSG]
[INSG]
[INSG]

[INSG]

[INSG]

[IN3G]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]
[INSG]

IMonitor Installation Advanced -

Complete

Complete

Running

Pending

NOTICE: seeding ~wvar~-local with c
Fixing permissions

Enabling syslog

Stopping system logging: syslog-n
Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

4. Va para o procedimento para configurar o né de armazenamento do dispositivo.

Selecione Iniciar recuperagao para configurar um né de armazenamento de dispositivo

Vocé deve selecionar Iniciar recuperacédo no Gerenciador de Grade para configurar um
nd de armazenamento de appliance como um substituto para o né com falha.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

» Tem de ter a permissao Manutencao ou Acesso root.

* Vocé deve ter a senha de provisionamento.
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* Vocé precisa ter implantado um né de storage do dispositivo de recuperagéo.

» Vocé deve saber a data de inicio de quaisquer trabalhos de reparo para dados codificados por
apagamento.

* Vocé deve ter verificado se o né de storage nao foi reconstruido nos ultimos 15 dias.

Passos
1. No Gerenciador de Grade, selecione Manutengao tarefas de Manutengao recuperagao.

2. Selecione o0 n6 de grade que vocé deseja recuperar na lista de nés pendentes.

Os nos aparecem na lista depois que eles falharem, mas vocé nao pode selecionar um né até que ele
tenha sido reinstalado e esteja pronto para recuperagéo.

3. Introduza a frase-passe de aprovisionamento.
4. Clique em Iniciar recuperacgao.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Q
Name 11 IPv4 Address 11 State 1T Recoverable 1N
e 10421751 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sssses

Start Recovery

5. Monitore o progresso da recuperagao na tabela Recovering Grid Node (Recovering Grid Node).

Quando o n6 da grade atingir o estagio "aguardando etapas manuais™, va para o préximo tépico e
execute as etapas manuais para remontar e reformatar os volumes de armazenamento do dispositivo.

Recovery

Select the failed grid node to recover, enter your provisicning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps

Reset

A qualquer momento durante a recuperacao, vocé pode clicar em Reset para iniciar uma
nova recuperagao. Uma caixa de dialogo Info (informagdes) é exibida, indicando que o n6
sera deixado em um estado indeterminado se vocé redefinir o procedimento.
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€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

Se pretender tentar novamente a recuperagao apos reiniciar o procedimento, tem de restaurar o né do
dispositivo para um estado pré-instalado executando sgareinstall no no.

Do you want to reset recovery?

Remontar e reformatar os volumes de armazenamento do dispositivo ("etapas manuais")

E necessario executar manualmente dois scripts para remontar volumes de storage
preservados e reformatar os volumes de storage com falha. O primeiro script remonta
volumes que sdo formatados corretamente como volumes de armazenamento
StorageGRID. O segundo script reformata quaisquer volumes ndo montados, reconstroi
o banco de dados Cassandra, se necessario, e inicia os servicos.

O que vocé vai precisar

» Vocé ja substituiu o hardware para quaisquer volumes de armazenamento com falha que vocé sabe que
precisam ser substituidos.

A execugao sn-remount-volumes do script pode ajuda-lo a identificar volumes de armazenamento com
falha adicionais.

» Vocé verificou que a desativagdo de um no de storage nao estda em andamento ou interrompeu o
procedimento de desativagao do né. (No Gerenciador de Grade, selecione Manutengéo tarefas de
Manuteng¢ao Decommission.)

» Vocé verificou que uma expanséao nao esta em andamento. (No Gerenciador de Grade, selecione
Manutencao tarefas de manutengao expansao.)

Contacte o suporte técnico se mais de um né de armazenamento estiver offline ou se um né de

@ armazenamento nesta grelha tiver sido reconstruido nos ultimos 15 dias. Nao execute 0 sn-
recovery-postinstall.sh script. Areconstrugao do Cassandra em dois ou mais nos de
storage em até 15 dias um do outro pode resultar na perda de dados.

Sobre esta tarefa
Para concluir este procedimento, execute estas tarefas de alto nivel:

* Faga login no n6 de armazenamento recuperado.
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* Execute sn-remount-volumes 0 script para remontar volumes de armazenamento devidamente
formatados. Quando este script € executado, ele faz o seguinte:

o Monta e desmonta cada volume de armazenamento para reproduzir o diario XFS.
o Executa uma verificagao de consisténcia de arquivo XFS.

> Se o sistema de arquivos for consistente, determina se o volume de armazenamento € um volume de
armazenamento StorageGRID formatado corretamente.

o Se o0 volume de armazenamento estiver formatado corretamente, remonta o volume de
armazenamento. Todos os dados existentes no volume permanecem intactos.

* Revise a saida do script e resolva quaisquer problemas.

* Execute sn-recovery-postinstall. sh o script. Quando este script é executado, ele faz o seguinte.

N&o reinicie um n6 de armazenamento durante a recuperacéo antes de ser executado sn-
recovery-postinstall.sh (etapa 4) para reformatar os volumes de armazenamento

@ com falha e restaurar os metadados de objetos. A reinicializagdo do n6 de armazenamento
antes sn-recovery-postinstall.sh da conclusdo causa erros para servigos que
tentam iniciar e faz com que os nés do dispositivo StorageGRID saiam do modo de
manutencao.

° Reformata todos os volumes de armazenamento que 0 sn-remount-volumes script ndo pdde
montar ou que foram encontrados para serem formatados incorretamente.

Se um volume de armazenamento for reformatado, todos os dados nesse volume seréao

@ perdidos. Vocé deve executar um procedimento adicional para restaurar dados de
objetos de outros locais na grade, assumindo que as regras ILM foram configuradas
para armazenar mais de uma copia de objeto.

o Reconstrdéi o banco de dados Cassandra no né, se necessario.

o Inicia os servigos no no de storage.

Passos
1. Faca login no n6 de storage recuperado:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Execute o primeiro script para remontar quaisquer volumes de armazenamento devidamente formatados.

Se todos os volumes de armazenamento forem novos e precisarem ser formatados, ou se

@ todos os volumes de armazenamento tiverem falhado, vocé podera pular esta etapa e
executar o segundo script para reformatar todos os volumes de armazenamento nao
montados.

a. Execute o script: sn-remount-volumes
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Esse script pode levar horas para ser executado em volumes de armazenamento que contém dados.

b. A medida que o script é executado, revise a saida e responda a quaisquer prompts.

Conforme necessario, vocé pode usar o tail -f comando para monitorar o conteudo

(:) do arquivo de log do script (/var/local/log/sn-remount-volumes.log).O
arquivo de log contém informagdes mais detalhadas do que a saida da linha de
comando.

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

—_—————= Device /dev/sdd —_——
Mount and unmount device /dev/sdd and checking file system



consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-
remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

Na saida de exemplo, um volume de armazenamento foi remontado com sucesso e trés volumes de
armazenamento tiveram erros.

* /dev/sdb Passou a verificagao de consisténcia do sistema de arquivos XFS e teve uma estrutura
de volume valida, entéo foi remontada com sucesso. Os dados em dispositivos que sao
remontados pelo script sdo preservados.

* /dev/sdc Falha na verificagdo de consisténcia do sistema de arquivos XFS porque o volume de
armazenamento era novo ou corrompido.

* /dev/sdd nao foi possivel montar porque o disco nao foi inicializado ou o superbloco do disco
estava corrompido. Quando o script ndo consegue montar um volume de armazenamento, ele

35



pergunta se vocé deseja executar a verificagdo de consisténcia do sistema de arquivos.

= Se o volume de armazenamento estiver conetado a um novo disco, responda N ao prompt.
Vocé nao precisa verificar o sistema de arquivos em um novo disco.

= Se o0 volume de armazenamento estiver conetado a um disco existente, responda Y ao prompt.
Vocé pode usar os resultados da verificagdo do sistema de arquivos para determinar a origem
da corrupgao. Os resultados séo guardados no /var/local/log/sn-remount—
volumes. log ficheiro de registo.

* /dev/sde Passou a verificagcao de consisténcia do sistema de ficheiros XFS e tinha uma estrutura
de volume valida; no entanto, a ID do n6é LDR no vo11D ficheiro ndo correspondia a ID deste né
de armazenamento (a configured LDR noid apresentada na parte superior). Esta mensagem
indica que este volume pertence a outro né de armazenamento.

3. Revise a saida do script e resolva quaisquer problemas.

Se um volume de armazenamento falhou na verificacéo de consisténcia do sistema de

@ arquivos XFS ou nao pdde ser montado, revise cuidadosamente as mensagens de erro na
saida. Vocé deve entender as implicagdes da execug¢do sn-recovery-postinstall.sh
do script nesses volumes.

a. Verifique se os resultados incluem uma entrada para todos os volumes esperados. Se algum volume
nao estiver listado, execute novamente o script.

b. Reveja as mensagens de todos os dispositivos montados. Certifique-se de que nao existem erros que
indiquem que um volume de armazenamento ndo pertence a este né de armazenamento.

No exemplo, a saida para /dev/sde inclui a seguinte mensagem de erro:

Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

Se um volume de armazenamento for comunicado como pertencente a outro né de

@ armazenamento, contacte o suporte técnico. Se vocé executar sn-recovery-
postinstall. sh o script, o volume de armazenamento sera reformatado, o que pode
causar perda de dados.

c. Se nao for possivel montar qualquer dispositivo de armazenamento, anote o0 nome do dispositivo e
repare ou substitua o dispositivo.

@ Deve reparar ou substituir quaisquer dispositivos de armazenamento que ndo possam
ser montados.

Vocé usara o nome do dispositivo para procurar o ID do volume, que é a entrada necessaria quando
vocé executar repair-data o script para restaurar os dados do objeto para o volume (o0 proximo
procedimento).

d. Depois de reparar ou substituir todos os dispositivos ndo montaveis, execute 0 sn-remount-
volumes script novamente para confirmar que todos os volumes de armazenamento que podem ser
remontados foram remontados.
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Se um volume de armazenamento ndo puder ser montado ou for formatado
incorretamente e vocé continuar para a proxima etapa, o volume e quaisquer dados no

@ volume serao excluidos. Se vocé tiver duas copias de dados de objeto, vocé tera
apenas uma unica copia até concluir o préximo procedimento (restaurando dados de
objeto).

N&o execute sn-recovery-postinstall.sh o script se vocé acredita que os dados
restantes em um volume de armazenamento com falha ndo podem ser reconstruidos de

@ outro lugar na grade (por exemplo, se sua politica de ILM usar uma regra que faga apenas
uma copia ou se os volumes tiverem falhado em varios nds). Em vez disso, entre em
Contato com o suporte técnico para determinar como recuperar seus dados.

4. Execute sn-recovery-postinstall.sh o script: sn-recovery-postinstall.sh

Este script reformata quaisquer volumes de armazenamento que ndo puderam ser montados ou que

foram encontrados para serem formatados incorretamente; reconstréi o banco de dados Cassandra no no,

se necessario; e inicia os servigos no n6 Storage Node.
Tenha em atengdo o seguinte:

> O script pode levar horas para ser executado.
o Em geral, vocé deve deixar a sessdo SSH sozinha enquanto o script estiver sendo executado.
o Nao pressione Ctrl C enquanto a sessdo SSH estiver ativa.

> O script sera executado em segundo plano se ocorrer uma interrupgao da rede e terminar a sessao
SSH, mas vocé pode visualizar o progresso da pagina recuperagao.

> Se 0 n6 de armazenamento usar o servico RSM, o script pode parecer parar por 5 minutos a medida
que os servigcos do né sao reiniciados. Este atraso de 5 minutos é esperado sempre que o servigo
RSM arranca pela primeira vez.

@ O servigo RSM esta presente nos noés de storage que incluem o servigo ADC.

Alguns procedimentos de recuperagao do StorageGRID usam o Reaper para lidar com
reparos do Cassandra. As reparagdes ocorrem automaticamente assim que os servigos

@ relacionados ou necessarios tiverem sido iniciados. Vocé pode notar saida de script que
menciona "reaper" ou "Cassandra repair." se vocé vir uma mensagem de erro indicando
que o reparo falhou, execute o comando indicado na mensagem de erro.

5. A medida que 0 sn-recovery-postinstall.sh script & executado, monitore a pagina recuperagio no

Gerenciador de Grade.

A barra de progresso e a coluna Estagio na pagina recuperacgao fornecem um status de alto nivel sn-
recovery-postinstall.sh do script.

37



Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.
Pending Nodes
Search Q

Name Il IPv4 Address T state 11 Recoverable i

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-S3 2016-06-02 14:03:35 PDT . O S N Recovering Cassandra

6. Retorne a pagina Instalacdo do Monitor do Instalador do StorageGRID Appliance inserindo
http://Controller IP:8080, usando o endereco IP do controlador de computagéo.

A pagina Instalagao do Monitor mostra o progresso da instalagdo enquanto o script esta em execugao.

Depois que 0 sn-recovery-postinstall. sh scriptiniciar os servicos no né, vocé pode restaurar os
dados do objeto para quaisquer volumes de armazenamento que foram formatados pelo script, conforme
descrito no procedimento seguinte.

Informagdes relacionadas
"Rever avisos para recuperagao da unidade do sistema Storage Node"

"Restaurar dados de objetos para um volume de armazenamento de um dispositivo"

Restaurar dados de objetos para um volume de armazenamento de um dispositivo

Depois de recuperar volumes de armazenamento para o né de armazenamento do
dispositivo, vocé pode restaurar os dados do objeto que foram perdidos quando o né de
armazenamento falhou.

O que vocé vai precisar

» Vocé deve ter confirmado que o né de armazenamento recuperado tem um estado de conexao de
Connected*.~ na guia *Nodes Overview no Gerenciador de Grade.

Sobre esta tarefa

Os dados de objetos podem ser restaurados de outros nos de storage, um né de arquivamento ou um pool de
storage de nuvem, supondo que as regras de ILM da grade tenham sido configuradas de modo que as copias
de objetos estejam disponiveis.

@ Se uma regra ILM foi configurada para armazenar apenas uma copia replicada e essa cépia
existia em um volume de armazenamento que falhou, vocé ndo podera recuperar o objeto.
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Se a Unica copia restante de um objeto estiver em um pool de armazenamento em nuvem, o
StorageGRID devera emitir varias solicitagdes ao endpoint do pool de armazenamento em

@ nuvem para restaurar os dados do objeto. Antes de executar esse procedimento, entre em
Contato com o suporte técnico para obter ajuda na estimativa do periodo de tempo de
recuperacao e dos custos associados.

Se a unica copia restante de um objeto estiver em um n6 de arquivo, os dados do objeto serao
recuperados do ndé de arquivo. Devido a laténcia associada a recuperacgdes de sistemas de

(D storage de arquivamento externo, a restauracédo de dados de objetos para um né de storage a
partir de um né de arquivamento demora mais do que a restauragao de copias de outros nds de
storage.

Para restaurar os dados do objeto, execute o repair-data script. Este script inicia o processo de
restauracéo de dados de objeto e trabalha com a digitalizagao ILM para garantir que as regras ILM sejam
atendidas. Vocé usa opgdes diferentes com o repair-data script, com base se vocé esta restaurando
dados replicados ou apagando dados codificados, como segue:

» Dados replicados: Dois comandos estao disponiveis para restaurar dados replicados, com base se vocé

precisa reparar o no inteiro ou apenas determinados volumes no no:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* Dados codificados de apagamento (EC): Dois comandos estédo disponiveis para restaurar dados
codificados de apagamento, com base se vocé precisa reparar o no inteiro ou apenas determinados
volumes no no:

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

As reparagoes de dados codificados de apagamento podem comegar enquanto alguns nés de storage

estao offline. O reparo sera concluido depois que todos os nés estiverem disponiveis. Vocé pode rastrear

reparos de dados codificados de apagamento com este comando:

repair-data show-ec-repair-status

O trabalho de reparacéo EC reserva temporariamente uma grande quantidade de
armazenamento. Os alertas de armazenamento podem ser acionados, mas serao resolvidos
@ quando o reparo for concluido. Se ndo houver armazenamento suficiente para a reserva, o
trabalho de reparacéo EC falhara. As reservas de armazenamento sao liberadas quando o
trabalho de reparacéo EC é concluido, quer o trabalho tenha falhado ou sido bem-sucedido.
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Para obter mais informagbes sobre como usar o repair-data script, digite repair-data --help a partir
da linha de comando do né Admin principal.

Passos
1. Faca login no n6 de administragéo principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Use 0 /etc/hosts arquivo para encontrar o nome do host do né de armazenamento para os volumes de
armazenamento restaurados. Para ver uma lista de todos os nés na grade, digite o seguinte: cat
/etc/hosts

3. Se todos os volumes de armazenamento tiverem falhado, repare o né inteiro. (Se apenas alguns volumes
tiverem falhado, avance para o passo seguinte.)

@ N&o é possivel executar repair-data operagdes para mais de um ndé ao mesmo tempo.
Para recuperar varios nés, entre em Contato com o suporte técnico.

° Se sua grade incluir dados replicados, use 0 repair-data start-replicated-node-repair
comando com a —--nodes opgao para reparar todo o n6 de armazenamento.

Este comando repara os dados replicados em um no de storage chamado SG-DC-SN3:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

A medida que os dados de objeto s&o restaurados, o alerta objetos perdidos é
acionado se o sistema StorageGRID nao conseguir localizar dados de objeto

@ replicados. Os alertas podem ser acionados em nos de storage em todo o sistema.
Vocé deve determinar a causa da perda e se a recuperacgao é possivel. Consulte as
instrugdes para monitoramento e solugédo de problemas do StorageGRID.

° Se sua grade contiver dados codificados de apagamento, use 0 repair-data start-ec-node-
repair comando com a -—nodes opg¢ao para reparar todo o né de armazenamento.

Este comando repara os dados codificados de apagamento em um né de storage chamado SG-DC-
SN3:

repair-data start-ec-node-repair --nodes SG-DC-SN3

A operagao retorna um unico repair ID que identifica esta repair data operagéo. Utilize esta
repair ID opg&o para monitorizar o progresso e o resultado repair data da operagdo. Nenhum
outro feedback é retornado a medida que o processo de recuperacéao é concluido.
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As reparacoes de dados codificados de apagamento podem comegar enquanto alguns nés
de storage estao offline. O reparo sera concluido depois que todos os nos estiverem
disponiveis.

> Se a grade tiver dados replicados e codificados para apagamento, execute os dois comandos.

4. Se apenas alguns dos volumes tiverem falhado, repare os volumes afetados.

Introduza as IDs de volume em hexadecimal. Por exemplo, 0000 € o primeiro volume € 000F € o décimo
sexto volume. Vocé pode especificar um volume, um intervalo de volumes ou varios volumes que nao
estdo em uma sequéncia.

Todos os volumes devem estar no mesmo no de storage. Se precisar restaurar volumes para mais de um
no de storage, entre em Contato com o suporte técnico.

° Se a grade contiver dados replicados, use 0 start-replicated-volume-repair comando com a
--nodes opgéao para identificar o né. Em seguida, adicione a -—volumes Opg&o ou —-volume
-range, como mostrado nos exemplos a seguir.

* Volume unico*: Este comando restaura dados replicados para o volume 0002 em um né de
armazenamento chamado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

Intervalo de volumes: Este comando restaura dados replicados para todos os volumes no
intervalo 0003 para 0009 um noé de armazenamento chamado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volume-range 0003-0009

Varios volumes nao em uma sequéncia: Este comando restaura dados replicados para volumes
0001, 0005 e 0008 em um no6 de armazenamento chamado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

A medida que os dados de objeto sdo restaurados, o alerta objetos perdidos é
acionado se o sistema StorageGRID nao conseguir localizar dados de objeto

@ replicados. Os alertas podem ser acionados em nos de storage em todo o sistema.
Vocé deve determinar a causa da perda e se a recuperagao é possivel. Consulte as
instrugbes para monitoramento e solugéo de problemas do StorageGRID.

° Se sua grade contiver dados codificados de apagamento, use 0 start-ec-volume-repair
comando com a —--nodes opgao para identificar o né. Em seguida, adicione a --volumes opgao ou
--volume-range, COMO mostrado nos exemplos a seguir.
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* Volume unico*: Este comando restaura os dados codificados de apagamento para o volume 0007
em um no6 de armazenamento chamado SG-DC-SNa3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
0007

Intervalo de volumes: Este comando restaura os dados codificados de apagamento para todos
os volumes no intervalo 0004 para 0006 um né de armazenamento chamado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume
-range 0004-0006

Varios volumes ndo em uma sequéncia: Este comando restaura dados codificados de
apagamento para volumes 0002, 000C € 000E em um né de armazenamento chamado SG-DC-
SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

+ A repair-data operagdo retorna um unico repair ID que identifica esta repair data
operagédo. Utilize esta repair ID opg¢do para monitorizar o progresso e o resultado repair data da
operagao. Nenhum outro feedback é retornado a medida que o processo de recuperagao é concluido.

As reparacoes de dados codificados de apagamento podem comegar enquanto alguns nés
de storage estao offline. O reparo sera concluido depois que todos os nos estiverem
disponiveis.

> Se a grade tiver dados replicados e codificados para apagamento, execute os dois comandos.

5. Monitore o reparo de dados replicados.
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. Selecione nés n6é de armazenamento a ser reparado ILM.

. Utilize os atributos na seccao avaliacao para determinar se as reparacoes estdo concluidas.
Quando os reparos estiverem concluidos, o atributo aguardando - todos indica objetos 0D.

Para monitorar o reparo com mais detalhes, selecione suporte Ferramentas topologia de grade.
Selecione Grid Storage Node a ser reparado LDR Data Store.

. Use uma combinacao dos seguintes atributos para determinar, assim como possivel, se as reparagbes
replicadas estdo concluidas.

(D As inconsisténcias do Cassandra podem estar presentes e as reparacdes falhadas nao
sao rastreadas.

= * Tentativas de reparos (XRPA): Use este atributo para rastrear o progresso de reparos
replicados. Esse atributo aumenta cada vez que um né de storage tenta reparar um objeto
de alto risco. Quando este atributo ndo aumenta por um periodo superior ao periodo de



digitalizagao atual (fornecido pelo atributo *periodo de digitalizagao — estimado), significa
que a digitalizagao ILM n&o encontrou objetos de alto risco que precisam ser reparados em
nenhum no.

@ Objetos de alto risco sao objetos que correm o risco de serem completamente
perdidos. Isso n&o inclui objetos que nao satisfazem sua configuragéo ILM.

= Periodo de digitalizagdo — estimado (XSCM): Use este atributo para estimar quando uma
alteragao de politica sera aplicada a objetos ingeridos anteriormente. Se o atributo Repairs tented
nao aumentar durante um periodo superior ao periodo de digitalizagao atual, & provavel que sejam
efetuadas reparagodes replicadas. Note que o periodo de digitalizagdo pode mudar. O atributo
periodo de digitalizagdo — estimado (XSCM) aplica-se a toda a grade e é o maximo de todos os
periodos de varredura de nés. Vocé pode consultar o histérico de atributos periodo de
digitalizagdao — estimado para a grade para determinar um periodo de tempo apropriado.

6. Monitore o reparo de dados codificados de apagamento e tente novamente quaisquer solicitagdes que
possam ter falhado.

a. Determinar o status dos reparos de dados codificados de apagamento:

* Use este comando para ver o status de uma operagéo especifica repair-data:
repair-data show-ec-repair-status --repair-id repair ID
= Utilize este comando para listar todas as reparacoes:
repair-data show-ec-repair-status

A saida lista informacdes, ‘repair ID"incluindo , para todas as reparacdes anteriores e atualmente
em execucgao.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No
949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes
949294 DC1-S5-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes
949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. Se a saida mostrar que a operacgao de reparo falhou, use a --repair-id opgéo para tentar
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novamente a reparagao.

Este comando tenta novamente um reparo de né com falha, usando a ID de reparo
83930030303133434:

repair-data start-ec-node-repair --repair-id 83930030303133434

Este comando tenta novamente uma reparagao de volume com falha, utilizando a ID de reparagéo
83930030303133434 :

repair-data start-ec-volume-repair --repair-id 83930030303133434

Informacgdes relacionadas

"Monitorizar Resolucéo de problemas"

Verificar o estado de armazenamento apds recuperar um né de armazenamento de dispositivo

Depois de recuperar um n6 de armazenamento de dispositivo, vocé deve verificar se o
estado desejado do né de armazenamento de dispositivo esta definido como on-line e
garantir que o estado estara on-line por padrao sempre que o servidor no de
armazenamento for reiniciado.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* O no6 de armazenamento foi recuperado e a recuperagao de dados esta concluida.

Passos

1. Selecione Support > Tools > Grid Topology.
2. Verifique os valores de né de armazenamento recuperado > LDR > armazenamento > Estado de
armazenamento — desejado e Estado de armazenamento — atual.
O valor de ambos os atributos deve ser Online.
3. Se o estado de armazenamento - desejado estiver definido como somente leitura, execute as seguintes
etapas:
a. Clique na guia Configuragao.
b. Na lista suspensa Estado de armazenamento - desejado, selecione Online.
c. Clique em aplicar alteragoes.

d. Clique na guia Visao geral e confirme se os valores de Estado de armazenamento — desejado e
Estado de armazenamento — atual sdo atualizados para Online.

Recuperando-se de uma falha do volume de storage em que a unidade do sistema esta intacta

Vocé deve concluir uma série de tarefas para recuperar um no6 de storage baseado em
software em que um ou mais volumes de armazenamento no n6 de armazenamento
falharam, mas a unidade do sistema esta intacta. Se apenas os volumes de
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armazenamento tiverem falhado, o né de armazenamento ainda estara disponivel para o
sistema StorageGRID.

Sobre esta tarefa

Este procedimento de recuperagéo aplica-se apenas a nos de storage baseados em software. Se os volumes

de storage tiverem falhado em um né de storage de dispositivo, use o procedimento para

recuperar um no de

storage de dispositivos StorageGRID".

Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.

Informagodes relacionadas

"Recuperando um né de storage de dispositivo StorageGRID"

Passos

"Rever avisos sobre a recuperagao do volume de armazenamento"
"Identificacao e desinstalacdo de volumes de armazenamento com falha"
"Recuperacao de volumes de armazenamento com falha e reconstru¢ao do banco de dados Cassandra"

"Restaurar dados de objetos para um volume de armazenamento em que a unidade do sistema esta
intacta"

"Verificando o estado de armazenamento apds recuperar volumes de armazenamento”

Rever avisos sobre a recuperacido do volume de armazenamento

Antes de recuperar volumes de armazenamento com falha para um né de
armazenamento, deve rever os seguintes avisos.

Os volumes de armazenamento (ou rangedbs) em um n6 de armazenamento séo identificados por um nimero
hexadecimal, que é conhecido como ID de volume. Por exemplo, 0000 é o primeiro volume e 000F é o décimo
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sexto volume. O primeiro armazenamento de objetos (volume 0) em cada né de armazenamento usa até 4 TB
de espacgo para metadados de objetos e operagdes de banco de dados Cassandra; qualquer espago restante
nesse volume é usado para dados de objeto. Todos os outros volumes de storage sao usados exclusivamente
para dados de objetos.

Se o volume 0 falhar e precisar ser recuperado, o banco de dados Cassandra pode ser reconstruido como
parte do procedimento de recuperagéo de volume. Cassandra também pode ser reconstruida nas seguintes
circunstancias:

* Um no6 de armazenamento é colocado de volta online depois de estar offline por mais de 15 dias.

» A unidade do sistema e um ou mais volumes de armazenamento falham e sdo recuperados.

Quando o Cassandra é reconstruido, o sistema usa informacdes de outros nds de storage. Se muitos nés de
storage estiverem offline, alguns dados do Cassandra podem nao estar disponiveis. Se o Cassandra foi
reconstruido recentemente, os dados do Cassandra podem ainda néo ser consistentes em toda a grade. A
perda de dados pode ocorrer se o Cassandra for reconstruido quando muitos nds de storage estiverem off-line
ou se dois ou mais nés de storage forem reconstruidos em até 15 dias um do outro.

@ Se mais de um né de armazenamento tiver falhado (ou estiver offline), contacte o suporte
técnico. Nao execute o seguinte procedimento de recuperagao. Pode ocorrer perda de dados.

Se esta for a segunda falha do n6 de storage em menos de 15 dias apds uma falha ou
@ recuperacgao do no de storage, entre em Contato com o suporte técnico. A reconstrugao do
Cassandra em dois ou mais nos de storage em até 15 dias pode resultar na perda de dados.

@ Se mais de um né de armazenamento em um local tiver falhado, um procedimento de
recuperacgao do local pode ser necessario. Entre em Contato com o suporte técnico.

"Como a recuperacao do local é realizada pelo suporte técnico"

@ Se as regras ILM estiverem configuradas para armazenar apenas uma copia replicada e a
copia existir num volume de armazenamento que falhou, ndo sera possivel recuperar o objeto.

Se vocé encontrar um alarme Servicos: Status - Cassandra (SVST) durante a recuperagao,

@ consulte as instrugdes de monitoramento e solugéo de problemas para recuperar do alarme
reconstruindo o Cassandra. Apos a reconstrugéo do Cassandra, os alarmes devem ser
apagados. Se os alarmes n&o forem apagados, contacte o suporte técnico.

Informacgdes relacionadas

"Monitorizar Resolugao de problemas"

"Avisos e considerag¢des para a recuperagao do n6 da grade"

Identificacdo e desinstalacdo de volumes de armazenamento com falha

Ao recuperar um n6 de storage com volumes de storage com falha, vocé deve identificar
e desmontar os volumes com falha. Vocé deve verificar se apenas os volumes de
armazenamento com falha sédo reformatados como parte do procedimento de
recuperacao.

O que vocé vai precisar
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Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa
Vocé deve recuperar volumes de armazenamento com falha o mais rapido possivel.

A primeira etapa do processo de recuperagao € detetar volumes que se desprenderam, precisam ser
desmontados ou tém erros de e/S. Se os volumes com falha ainda estiverem anexados, mas tiverem um
sistema de arquivos corrompido aleatoriamente, o sistema podera nao detetar qualquer corrupgao em partes
nao utilizadas ou n&o alocadas do disco.

Vocé deve concluir este procedimento antes de executar etapas manuais para recuperar 0s
@ volumes, como adicionar ou reanexar os discos, parar o no, iniciar o né ou reinicializar. Caso

contrario, quando vocé executa reformat storage block devices.rb o script, vocé

pode encontrar um erro de sistema de arquivos que faz com que o script pendure ou falhe.

@ Repare o hardware e conete corretamente os discos antes de executar o reboot comando.

Identifique cuidadosamente os volumes de armazenamento com falha. Vocé usara essas
informacdes para verificar quais volumes devem ser reformatados. Uma vez que um volume
tenha sido reformatado, os dados no volume ndao podem ser recuperados.

Para recuperar corretamente volumes de armazenamento com falha, vocé precisa saber os nomes dos
dispositivos dos volumes de armazenamento com falha e suas IDs de volume.

Na instalagado, cada dispositivo de armazenamento recebe um identificador exclusivo universal (UUID) do
sistema de arquivos e é montado em um diretério rangedb no né de armazenamento usando esse UUID do
sistema de arquivos atribuido. O sistema de arquivos UUUID e o diretério rangedb s&o listados no
/etc/fstab arquivo. O nome do dispositivo, o diretério rangedb e o tamanho do volume montado séo
exibidos no Gerenciador de Grade.

No exemplo a seguir, o dispositivo /dev/sdc tem um tamanho de volume de 4 TB, é montado no
/var/local/rangedb/0, usando o nome do dispositivo /dev/disk/by-uuid/822b0547-3b2b-472e-
ad5e-elcfl1809faba no/etc/fstab arquivo:
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Passos

1. Execute as etapas a seguir para gravar os volumes de armazenamento com falha e os nomes de seus

dispositivos:

a. Selecione Support > Tools > Grid Topology.

b. Selecione site né de armazenamento com falha LDR armazenamento Visao geral Principal e
procure armazenamentos de objetos com alarmes.

Object Stores

D Total Ayailable Stored Data Stored (%) Health

oooo 556 GB 956 GB E 223 KB ﬁ 0.001 % Errar E i
0001 107 GB 107 GB 0B 0% Ne Errors 2
0002 107 GB 107 GB o8B 0% Mo Errors =5

c. Selecione site né de armazenamento com falha SSM recursos Visao geral Principal. Determine o
ponto de montagem e o tamanho do volume de cada volume de armazenamento com falha
identificado na etapa anterior.

Os armazenamentos de objetos sdo numerados em notagdo hexadecimal. Por exemplo, 0000 é o
primeiro volume e 000F & o décimo sexto volume. No exemplo, o armazenamento de objetos com uma

ID de 0000 corresponde /var/local/rangedb/0 com o nome do dispositivo sdc e um tamanho de
107 GB.

Volumes

Mount Point Device Status Size Space Available Total Entries  Entries Available Write Cache

/ croot  Cnline &) 104GB 417 GB [ & 655,360 554,806 B & Unknown B

hearlecal cvioc Online = &) %66GE 961 GB [F9 &y 94.369,792 94369423 F &) Unknown

ivarflocalirangedb/0  sde  Online 5@ 107GB 107 GB 594 104,857,600 104856202 &9 @) Enabled 5

ivaflocalirangedb/i  sdd  Online =)@ 107GB 107GB 5% 104,857,600 104,856,536 5§ @) Enabled )
3

fvarflocal/rangedb/2  sde Online =& 107GB 107 GB 5 &) 104857600 104856536 E5 &) Enabled

2. Faca login no n6 de storage com falha:

4.
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a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

. Execute o script a seguir para interromper os servigos de storage e desmontar um volume de storage com

falha:
sn-unmount-volume object store ID

O object store ID € alD do volume de armazenamento com falha. Por exemplo, especifique 0 no
comando para um armazenamento de objetos com ID 0000.

Se solicitado, pressione y para interromper os servigos de armazenamento no n6é de armazenamento.



@ Se os servigos de armazenamento ja estiverem parados, vocé nao sera solicitado. O
servigo Cassandra é interrompido apenas para o volume 0.

sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.
Storage services must be stopped before running this script.
Stop storage services [y/N]? y
Shutting down storage services.
Storage services stopped.

Unmounting /var/local/rangedb/0

Em alguns segundos, os servigos de armazenamento sao interrompidos e o volume € desmontado. As
mensagens sdo exibidas indicando cada etapa do processo. A mensagem final indica que o volume esta
desmontado.

Recuperagao de volumes de armazenamento com falha e reconstrugado do banco de dados Cassandra

Vocé deve executar um script que reformata e remonta o armazenamento em volumes
de armazenamento com falha e reconstréi o banco de dados Cassandra no n6 de
armazenamento se o sistema determinar que é necessario.

* Tem de ter o Passwords. txt ficheiro.
¢ As unidades de sistema no servidor devem estar intactas.

» A causa da falha deve ter sido identificada e, se necessario, o hardware de armazenamento de
substituigdo ja deve ter sido adquirido.

» O tamanho total do armazenamento de substituicdo deve ser o mesmo que o original.

 Vocé verificou que a desativacdo de um no de storage néo esta em andamento ou interrompeu o
procedimento de desativagéo do nd. (No Gerenciador de Grade, selecione Manutencgéo tarefas de
Manutencao Decommission.)

+ Vocé verificou que uma expansao nao esta em andamento. (No Gerenciador de Grade, selecione
Manutencao tarefas de manutengao expansao.)

* Analisou o0s avisos sobre a recuperagdo do volume de armazenamento.
"Rever avisos sobre a recuperacao do volume de armazenamento”

a. Conforme necessario, substitua o armazenamento fisico ou virtual com falha associado aos volumes
de armazenamento com falha identificados e desmontados anteriormente.

Depois de substituir o storage, verifique novamente ou reinicialize para ter certeza de que ele é
reconhecido pelo sistema operacional, mas n&o remonte os volumes. O armazenamento é remontado
e adicionado em /etc/fstab um passo posterior.

b. Faga login no né de storage com falha:

i. Introduza o seguinte comando: ssh admin@grid node IP
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ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
iii. Digite o seguinte comando para mudar para root: su -

Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

C. Use um editor de texto (vi ou vim) para excluir volumes com falha do /etc/fstab arquivo e, em
seguida, salve o arquivo.

Comentar um volume com falha /etc/fstab no arquivo € insuficiente. O volume deve
ser excluido fstab, pois o processo de recuperagao verifica se todas as linhas no
fstab arquivo correspondem aos sistemas de arquivos montados.

d. Reformate quaisquer volumes de armazenamento com falha e reconstrua o banco de dados
Cassandra, se necessario. Introduza: reformat storage block devices.rb

= Se os servigos de armazenamento estiverem em execucgao, ser-lhe-a pedido que os pare. Digite: Y
= Vocé sera solicitado a reconstruir o banco de dados do Cassandra, se necessario.

= Reveja os avisos. Se nenhum deles se aplicar, reconstrua o banco de dados Cassandra.
Digite: Y

= Se mais de um no6 de armazenamento estiver offline ou se outro né de armazenamento tiver
sido reconstruido nos ultimos 15 dias. Digite: N

O script saira sem reconstruir o Cassandra. Entre em Contato com o suporte técnico.

* Para cada unidade rangedb no n6 de armazenamento, quando for solicitado: Reformat the
rangedb drive <name> (device <major number>:<minor number>)? [y/n]?,|Insira
uma das seguintes respostas:

= y para reformatar uma unidade com erros. Isso reformata o volume de armazenamento e
adiciona o volume de armazenamento reformatado ao /etc/fstab arquivo.

* n se a unidade n&o contiver erros e vocé nao quiser reformata-la.

Selecionar n sai do script. Monte a unidade (se vocé acha que os dados na

@ unidade devem ser retidos e a unidade foi desmontada por erro) ou remova a
unidade. Em seguida, execute o reformat storage block devices.rb
comando novamente.

Alguns procedimentos de recuperagao do StorageGRID usam o Reaper para lidar
com reparos do Cassandra. As reparacdes ocorrem automaticamente assim que os

@ servigos relacionados ou necessarios tiverem sido iniciados. Vocé pode notar saida
de script que menciona "reaper" ou "Cassandra repair." se vocé vir uma mensagem
de erro indicando que o reparo falhou, execute o comando indicado na mensagem
de erro.

Na saida de exemplo a seguir, a unidade /dev/sdf deve ser reformatada e o Cassandra ndo precisa
ser reconstruido:



root@DC1l-Sl:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **y**

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.

Informagdes relacionadas
"Rever avisos sobre a recuperacéo do volume de armazenamento”

Restaurar dados de objetos para um volume de armazenamento em que a unidade do sistema esta intacta

Depois de recuperar um volume de armazenamento em um nd de armazenamento em
que a unidade do sistema esta intacta, vocé pode restaurar os dados do objeto que
foram perdidos quando o volume de armazenamento falhou.

O que vocé vai precisar

* Vocé deve ter confirmado que o né de armazenamento recuperado tem um estado de conexao de
Connected*.~ na guia *Nodes Overview no Gerenciador de Grade.

Sobre esta tarefa

Os dados de objetos podem ser restaurados de outros nos de storage, um né de arquivamento ou um pool de
storage de nuvem, supondo que as regras de ILM da grade tenham sido configuradas de modo que as copias

de objetos estejam disponiveis.

@ Se uma regra ILM foi configurada para armazenar apenas uma copia replicada e essa copia
existia em um volume de armazenamento que falhou, vocé n&o podera recuperar o objeto.
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Se a Unica copia restante de um objeto estiver em um pool de armazenamento em nuvem, o
StorageGRID devera emitir varias solicitagdes ao endpoint do pool de armazenamento em

@ nuvem para restaurar os dados do objeto. Antes de executar esse procedimento, entre em
Contato com o suporte técnico para obter ajuda na estimativa do periodo de tempo de
recuperacao e dos custos associados.

Se a unica copia restante de um objeto estiver em um n6 de arquivo, os dados do objeto serao
recuperados do ndé de arquivo. Devido a laténcia associada a recuperacgdes de sistemas de

(D storage de arquivamento externo, a restauracédo de dados de objetos para um né de storage a
partir de um né de arquivamento demora mais do que a restauragao de copias de outros nds de
storage.

Para restaurar os dados do objeto, execute o repair-data script. Este script inicia o processo de
restauracéo de dados de objeto e trabalha com a digitalizagao ILM para garantir que as regras ILM sejam
atendidas. Vocé usa opgdes diferentes com o repair-data script, com base se vocé esta restaurando
dados replicados ou apagando dados codificados, como segue:

» Dados replicados: Dois comandos estao disponiveis para restaurar dados replicados, com base se vocé
precisa reparar o no inteiro ou apenas determinados volumes no no:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* Dados codificados de apagamento (EC): Dois comandos estédo disponiveis para restaurar dados
codificados de apagamento, com base se vocé precisa reparar o no inteiro ou apenas determinados
volumes no no:

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

As reparagoes de dados codificados de apagamento podem comegar enquanto alguns nés de storage
estao offline. O reparo sera concluido depois que todos os nés estiverem disponiveis. Vocé pode rastrear
reparos de dados codificados de apagamento com este comando:

repair-data show-ec-repair-status

O trabalho de reparacéo EC reserva temporariamente uma grande quantidade de
armazenamento. Os alertas de armazenamento podem ser acionados, mas serao resolvidos
@ quando o reparo for concluido. Se ndo houver armazenamento suficiente para a reserva, o
trabalho de reparacéo EC falhara. As reservas de armazenamento sao liberadas quando o
trabalho de reparacéo EC é concluido, quer o trabalho tenha falhado ou sido bem-sucedido.
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Para obter mais informagbes sobre como usar o repair-data script, digite repair-data --help a partir
da linha de comando do né Admin principal.

Passos
1. Faca login no n6 de administragéo principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Use 0 /etc/hosts arquivo para encontrar o nome do host do né de armazenamento para os volumes de
armazenamento restaurados. Para ver uma lista de todos os nés na grade, digite o seguinte: cat
/etc/hosts

3. Se todos os volumes de armazenamento tiverem falhado, repare o né inteiro. (Se apenas alguns volumes
tiverem falhado, avance para o passo seguinte.)

@ N&o é possivel executar repair-data operagdes para mais de um ndé ao mesmo tempo.
Para recuperar varios nés, entre em Contato com o suporte técnico.

° Se sua grade incluir dados replicados, use 0 repair-data start-replicated-node-repair
comando com a —--nodes opgao para reparar todo o n6 de armazenamento.

Este comando repara os dados replicados em um no de storage chamado SG-DC-SN3:

repair-data start-replicated-node-repair --nodes SG-DC-SN3

A medida que os dados de objeto s&o restaurados, o alerta objetos perdidos é
acionado se o sistema StorageGRID nao conseguir localizar dados de objeto

@ replicados. Os alertas podem ser acionados em nos de storage em todo o sistema.
Vocé deve determinar a causa da perda e se a recuperacgao é possivel. Consulte as
instrugdes para monitoramento e solugédo de problemas do StorageGRID.

° Se sua grade contiver dados codificados de apagamento, use 0 repair-data start-ec-node-
repair comando com a -—nodes opg¢ao para reparar todo o né de armazenamento.

Este comando repara os dados codificados de apagamento em um né de storage chamado SG-DC-
SN3:

repair-data start-ec-node-repair --nodes SG-DC-SN3

A operagao retorna um unico repair ID que identifica esta repair data operagéo. Utilize esta
repair ID opg&o para monitorizar o progresso e o resultado repair data da operagdo. Nenhum
outro feedback é retornado a medida que o processo de recuperacéao é concluido.
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As reparacoes de dados codificados de apagamento podem comegar enquanto alguns nés
de storage estao offline. O reparo sera concluido depois que todos os nos estiverem
disponiveis.

> Se a grade tiver dados replicados e codificados para apagamento, execute os dois comandos.

4. Se apenas alguns dos volumes tiverem falhado, repare os volumes afetados.

Introduza as IDs de volume em hexadecimal. Por exemplo, 0000 € o primeiro volume € 000F € o décimo
sexto volume. Vocé pode especificar um volume, um intervalo de volumes ou varios volumes que nao
estdo em uma sequéncia.

Todos os volumes devem estar no mesmo no de storage. Se precisar restaurar volumes para mais de um
no de storage, entre em Contato com o suporte técnico.

° Se a grade contiver dados replicados, use 0 start-replicated-volume-repair comando com a
--nodes opgéao para identificar o né. Em seguida, adicione a -—volumes Opg&o ou —-volume
-range, como mostrado nos exemplos a seguir.

* Volume unico*: Este comando restaura dados replicados para o volume 0002 em um né de
armazenamento chamado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

Intervalo de volumes: Este comando restaura dados replicados para todos os volumes no
intervalo 0003 para 0009 um noé de armazenamento chamado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volume-range 0003-0009

Varios volumes nao em uma sequéncia: Este comando restaura dados replicados para volumes
0001, 0005 e 0008 em um no6 de armazenamento chamado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

A medida que os dados de objeto sdo restaurados, o alerta objetos perdidos é
acionado se o sistema StorageGRID nao conseguir localizar dados de objeto

@ replicados. Os alertas podem ser acionados em nos de storage em todo o sistema.
Vocé deve determinar a causa da perda e se a recuperagao é possivel. Consulte as
instrugbes para monitoramento e solugéo de problemas do StorageGRID.

° Se sua grade contiver dados codificados de apagamento, use 0 start-ec-volume-repair
comando com a —--nodes opgao para identificar o né. Em seguida, adicione a --volumes opgao ou
--volume-range, COMO mostrado nos exemplos a seguir.
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* Volume unico*: Este comando restaura os dados codificados de apagamento para o volume 0007
em um no6 de armazenamento chamado SG-DC-SNa3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
0007

Intervalo de volumes: Este comando restaura os dados codificados de apagamento para todos
os volumes no intervalo 0004 para 0006 um né de armazenamento chamado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume
-range 0004-0006

Varios volumes ndo em uma sequéncia: Este comando restaura dados codificados de
apagamento para volumes 0002, 000C € 000E em um né de armazenamento chamado SG-DC-
SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

+ A repair-data operagdo retorna um unico repair ID que identifica esta repair data
operagédo. Utilize esta repair ID opg¢do para monitorizar o progresso e o resultado repair data da
operagao. Nenhum outro feedback é retornado a medida que o processo de recuperagao é concluido.

As reparacoes de dados codificados de apagamento podem comegar enquanto alguns nés
de storage estao offline. O reparo sera concluido depois que todos os nos estiverem
disponiveis.

> Se a grade tiver dados replicados e codificados para apagamento, execute os dois comandos.

5. Monitore o reparo de dados replicados.

O}

. Selecione nés n6é de armazenamento a ser reparado ILM.

(o

. Utilize os atributos na seccao avaliacao para determinar se as reparacoes estdo concluidas.
Quando os reparos estiverem concluidos, o atributo aguardando - todos indica objetos 0D.

c. Para monitorar o reparo com mais detalhes, selecione suporte Ferramentas topologia de grade.
d. Selecione Grid Storage Node a ser reparado LDR Data Store.

e. Use uma combinacao dos seguintes atributos para determinar, assim como possivel, se as reparagbes
replicadas estdo concluidas.

(D As inconsisténcias do Cassandra podem estar presentes e as reparacdes falhadas nao
sao rastreadas.

= * Tentativas de reparos (XRPA): Use este atributo para rastrear o progresso de reparos
replicados. Esse atributo aumenta cada vez que um né de storage tenta reparar um objeto
de alto risco. Quando este atributo ndo aumenta por um periodo superior ao periodo de
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6.
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digitalizagao atual (fornecido pelo atributo *periodo de digitalizagao — estimado), significa
que a digitalizagao ILM n&o encontrou objetos de alto risco que precisam ser reparados em
nenhum no.

@ Objetos de alto risco sao objetos que correm o risco de serem completamente
perdidos. Isso n&o inclui objetos que nao satisfazem sua configuragéo ILM.

= Periodo de digitalizagdo — estimado (XSCM): Use este atributo para estimar quando uma
alteragao de politica sera aplicada a objetos ingeridos anteriormente. Se o atributo Repairs tented
nao aumentar durante um periodo superior ao periodo de digitalizagao atual, & provavel que sejam
efetuadas reparagodes replicadas. Note que o periodo de digitalizagdo pode mudar. O atributo
periodo de digitalizagdo — estimado (XSCM) aplica-se a toda a grade e é o maximo de todos os
periodos de varredura de nés. Vocé pode consultar o histérico de atributos periodo de
digitalizagdao — estimado para a grade para determinar um periodo de tempo apropriado.

Monitore o reparo de dados codificados de apagamento e tente novamente quaisquer solicitagdes que
possam ter falhado.

a. Determinar o status dos reparos de dados codificados de apagamento:

* Use este comando para ver o status de uma operagéo especifica repair-data:
repair-data show-ec-repair-status --repair-id repair ID
= Utilize este comando para listar todas as reparacoes:
repair-data show-ec-repair-status

A saida lista informacdes, ‘repair ID"incluindo , para todas as reparacdes anteriores e atualmente
em execucgao.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No
949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes
949294 DC1-S5-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes
949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. Se a saida mostrar que a operacgao de reparo falhou, use a --repair-id opgéo para tentar



novamente a reparagao.

Este comando tenta novamente um reparo de né com falha, usando a ID de reparo
83930030303133434:

repair-data start-ec-node-repair --repair-id 83930030303133434

Este comando tenta novamente uma reparagao de volume com falha, utilizando a ID de reparagao
83930030303133434:

repair-data start-ec-volume-repair —--repair-id 83930030303133434

Informacgoes relacionadas
"Administrar o StorageGRID"

"Monitorizar Resolucéo de problemas"

Verificando o estado de armazenamento apds recuperar volumes de armazenamento

Depois de recuperar volumes de armazenamento, vocé deve verificar se o estado
desejado do n6 de armazenamento esta definido como on-line e garantir que o estado
estara on-line por padrao sempre que o servidor né de armazenamento for reiniciado.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* O n6 de armazenamento foi recuperado e a recuperacao de dados esta concluida.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Verifique os valores de n6 de armazenamento recuperado > LDR > armazenamento > Estado de
armazenamento — desejado e Estado de armazenamento — atual.
O valor de ambos os atributos deve ser Online.
3. Se o estado de armazenamento - desejado estiver definido como somente leitura, execute as seguintes
etapas:
a. Clique na guia Configuragéo.
b. Na lista suspensa Estado de armazenamento - desejado, selecione Online.
c. Clique em aplicar alteragoes.

d. Clique na guia Visao geral e confirme se os valores de Estado de armazenamento — desejado e
Estado de armazenamento — atual sao atualizados para Online.

Recuperando-se da falha da unidade do sistema

Se a unidade do sistema em um no de storage baseado em software tiver falhado, o n6
de storage n&o estara disponivel para o sistema StorageGRID. Vocé deve concluir um
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conjunto especifico de tarefas para recuperar de uma falha na unidade do sistema.

Sobre esta tarefa

Use este procedimento para recuperar de uma falha na unidade do sistema em um né de armazenamento
baseado em software. Este procedimento inclui os passos a seguir se quaisquer volumes de armazenamento
também falharem ou nao puderem ser remontados.

@ Este procedimento aplica-se apenas a nos de storage baseados em software. Vocé deve seguir
um procedimento diferente para recuperar um né de storage do dispositivo.

"Recuperando um no de storage de dispositivo StorageGRID"
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Prepare for node
recovery.
Replace node.
VMware Linux
No ) Yes
Linux host?
Corrective No . See the
actions taken when F:Eiﬁ;fgels “What next?”
restoring node? section for details.
Yes
—force flag New or changed
or force-recovery block device
Select Start Recovery to Recwenngf rom

storage volume

configure the Storage Node. failure

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.

Passos

"Rever avisos para recuperagao da unidade do sistema Storage Node"
"Substituindo o n6 de storage"

"Selecionando Iniciar recuperagao para configurar um n6 de armazenamento"
"Remontar e reformatar os volumes de armazenamento ("'passos manuais™)"

"Restaurar dados de objetos para um volume de armazenamento, se necessario"
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» "Verificar o estado de armazenamento apds recuperar uma unidade de sistema Storage Node"

Rever avisos para recuperagao da unidade do sistema Storage Node

Antes de recuperar uma unidade de sistema com falha de um né de armazenamento,
deve rever os seguintes avisos.

Os n6s de storage tém um banco de dados Cassandra que inclui metadados de objetos. O banco de dados
Cassandra pode ser reconstruido nas seguintes circunstancias:

* Um no6 de armazenamento é colocado de volta online depois de estar offline por mais de 15 dias.
* Um volume de armazenamento falhou e foi recuperado.

* A unidade do sistema e um ou mais volumes de armazenamento falham e séo recuperados.

Quando o Cassandra é reconstruido, o sistema usa informagdes de outros nés de storage. Se muitos nés de
storage estiverem offline, alguns dados do Cassandra podem néo estar disponiveis. Se o Cassandra foi
reconstruido recentemente, os dados do Cassandra podem ainda nao ser consistentes em toda a grade. A
perda de dados pode ocorrer se o Cassandra for reconstruido quando muitos nds de storage estiverem off-line
ou se dois ou mais nés de storage forem reconstruidos em até 15 dias um do outro.

@ Se mais de um n6 de armazenamento tiver falhado (ou estiver offline), contacte o suporte
técnico. Nao execute o seguinte procedimento de recuperagao. Pode ocorrer perda de dados.

Se esta for a segunda falha do n6 de storage em menos de 15 dias apés uma falha ou
@ recuperagao do no de storage, entre em Contato com o suporte técnico. A reconstru¢ao do
Cassandra em dois ou mais nos de storage em até 15 dias pode resultar na perda de dados.

@ Se mais de um né de armazenamento em um local tiver falhado, um procedimento de
recuperacao do local pode ser necessario. Entre em Contato com o suporte técnico.

"Como a recuperagao do local é realizada pelo suporte técnico"

Se este né de armazenamento estiver no modo de manutengao somente leitura para permitir a
recuperacgao de objetos por outro né de armazenamento com volumes de armazenamento com
(D falha, recupere volumes no né de armazenamento com volumes de armazenamento com falha
antes de recuperar este n6 de armazenamento com falha. Consulte as instrugdes para
recuperar da perda de volumes de armazenamento em que a unidade do sistema esta intacta.

@ Se as regras ILM estiverem configuradas para armazenar apenas uma copia replicada e a
copia existir num volume de armazenamento que falhou, ndo sera possivel recuperar o objeto.

Se vocé encontrar um alarme Servigos: Status - Cassandra (SVST) durante a recuperagao,

@ consulte as instrugdes de monitoramento e solugcado de problemas para recuperar do alarme
reconstruindo o Cassandra. Apds a reconstru¢ao do Cassandra, os alarmes devem ser
apagados. Se os alarmes nao forem apagados, contacte o suporte técnico.

Informacgdes relacionadas

"Monitorizar Resolucéo de problemas"

"Avisos e considerac¢des para a recuperacao do né da grade"
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"Recuperando-se de uma falha do volume de storage em que a unidade do sistema esta intacta"

Substituindo o né de storage

Se a unidade do sistema tiver falhado, tem de substituir primeiro o n6é de
armazenamento.

Vocé deve selecionar o procedimento de substituigdo do né para sua plataforma. As etapas para substituir um
no sdo as mesmas para todos os tipos de nés de grade.

@ Este procedimento aplica-se apenas a nos de storage baseados em software. Vocé deve seguir
um procedimento diferente para recuperar um né de storage do dispositivo.

"Recuperando um no de storage de dispositivo StorageGRID"

* Linux:* se vocé nao tiver certeza se a unidade de sistema falhou, siga as instru¢des para substituir o n6
para determinar quais etapas de recuperagao sao necessarias.

Plataforma Procedimento

VMware "Substituindo um né VMware"

Linux "Substituindo um né Linux"

OpenStack Os arquivos e scripts de disco de maquina virtual fornecidos pela

NetApp para OpenStack ndo sdo mais compativeis com operacdes de
recuperagao. Se VOCcé precisar recuperar um ndé em execugao em uma
implantacdo OpenStack, baixe os arquivos para seu sistema
operacional Linux. Em seguida, siga o procedimento para substituir um
no Linux.

Selecionando Iniciar recuperagao para configurar um né de armazenamento

Depois de substituir um n6 de armazenamento, vocé deve selecionar Iniciar recuperacao

no Gerenciador de Grade para configurar o novo né como um substituto para o né com
falha.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Tem de ter a permissao Manutengao ou Acesso root.

* Vocé deve ter a senha de provisionamento.

* Vocé deve ter implantado e configurado o n6 de substituigéo.

* Vocé deve saber a data de inicio de quaisquer trabalhos de reparo para dados codificados por
apagamento.

» Vocé deve ter verificado se 0 n6 de storage nao foi reconstruido nos ultimos 15 dias.

Sobre esta tarefa

Se o0 n6 de armazenamento for instalado como um contentor em um host Linux, vocé devera executar esta
etapa somente se um deles for verdadeiro:
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* Vocé teve que usar o —-force sinalizador para importar o no, ou vocé emitiu storagegrid node
force-recovery node-name

* Vocé teve que fazer uma reinstalacdo completa do né, ou vocé precisava restaurar /var/local.

Passos
1. No Gerenciador de Grade, selecione Manutencgao tarefas de Manutengao recuperagao.

2. Selecione o n6 de grade que vocé deseja recuperar na lista de nds pendentes.

Os nos aparecem na lista depois que eles falharem, mas vocé nao pode selecionar um no até que ele
tenha sido reinstalado e esteja pronto para recuperacgao.

3. Introduza a frase-passe de aprovisionamento.
4. Clique em Iniciar recuperacgao.
Recovery

Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.

Pending Nodes

e Q
Mame 1T IPv4 Address I1 State 1T Recoverable i
® 104-217-51 10.96.104.217 Unknown
Passphrase

Provisioning Passphrase | sesess

Start Recovery

5. Monitore o progresso da recuperagao na tabela Recovering Grid Node (Recovering Grid Node).

Enquanto o procedimento de recuperacgao estiver em execucao, vocé pode clicar em Reset

@ para iniciar uma nova recuperac¢ao. Uma caixa de dialogo Info (informacdes) é exibida,
indicando que o no6 sera deixado em um estado indeterminado se vocé redefinir o
procedimento.

62



€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

Se pretender tentar novamente a recuperagao apos reiniciar o procedimento, tem de restaurar o n6 para
um estado pré-instalado, da seguinte forma:

Do you want to reset recovery?

o VMware: Exclua o n6 de grade virtual implantado. Em seguida, quando estiver pronto para reiniciar a
recuperacao, reimplante o no.

° * Linux*: Reinicie o n6 executando este comando no host Linux: storagegrid node force-
recovery node-name

6. Quando o n6 de armazenamento atingir o estagio "aguardando etapas manuais™, va para a préxima
tarefa no procedimento de recuperagao para remontar e reformatar os volumes de armazenamento.
Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage

dc2-s3 2016-09-12 16:12:40 PDT N Waiting For Manual Steps

Reset

Informacgdes relacionadas
"Preparacado de um aparelho para reinstalacéo (apenas substituicdo da plataforma)"

Remontar e reformatar volumes de armazenamento ("etapas manuais")

E necessario executar manualmente dois scripts para remontar volumes de storage
preservados e reformatar os volumes de storage com falha. O primeiro script remonta
volumes que sao formatados corretamente como volumes de armazenamento
StorageGRID. O segundo script reformata quaisquer volumes ndo montados, reconstroi
Cassandra, se necessario, € inicia servigos.

O que vocé vai precisar

» Vocé ja substituiu o hardware para quaisquer volumes de armazenamento com falha que vocé sabe que
precisam ser substituidos.
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A execugao sn-remount-volumes do script pode ajuda-lo a identificar volumes de armazenamento com
falha adicionais.

* Vocé verificou que a desativagéo de um no de storage néo estd em andamento ou interrompeu o
procedimento de desativacao do né. (No Gerenciador de Grade, selecione Manutengéo tarefas de
Manuteng¢dao Decommission.)

 Vocé verificou que uma expanséao nao esta em andamento. (No Gerenciador de Grade, selecione
Manutencao tarefas de manutengao expansao.)

» Analisou os avisos relativos a recuperagéo da unidade do sistema Storage Node.

"Rever avisos para recuperagao da unidade do sistema Storage Node"

Contacte o suporte técnico se mais de um n6 de armazenamento estiver offline ou se um no

@ de armazenamento nesta grelha tiver sido reconstruido nos ultimos 15 dias. Nao execute o
sn-recovery-postinstall.sh script. A reconstrucdo do Cassandra em dois ou mais
nos de storage em até 15 dias um do outro pode resultar na perda de dados.

Sobre esta tarefa

Para concluir este procedimento, execute estas tarefas de alto nivel:

* Faca login no n6 de armazenamento recuperado.

* Execute sn-remount-volumes 0 script para remontar volumes de armazenamento devidamente
formatados. Quando este script € executado, ele faz o seguinte:

> Monta e desmonta cada volume de armazenamento para reproduzir o diario XFS.
o Executa uma verificagdo de consisténcia de arquivo XFS.

> Se o sistema de arquivos for consistente, determina se o volume de armazenamento € um volume de
armazenamento StorageGRID formatado corretamente.

o Se o0 volume de armazenamento estiver formatado corretamente, remonta o volume de
armazenamento. Todos os dados existentes no volume permanecem intactos.

* Revise a saida do script e resolva quaisquer problemas.

* Execute sn-recovery-postinstall. sh o script. Quando este script é executado, ele faz o seguinte.

N&o reinicie um n6 de armazenamento durante a recuperacao antes de ser executado sn-
recovery-postinstall.sh (consulte a etapa para script de pds-instalacao) para

@ reformatar os volumes de armazenamento com falha e restaurar os metadados de objetos.
A reinicializagdo do n6 de armazenamento antes sn-recovery-postinstall.sh da
conclusao causa erros para servicos que tentam iniciar e faz com que os nés do dispositivo
StorageGRID saiam do modo de manutengéo.

° Reformata todos os volumes de armazenamento que 0 sn-remount-volumes script ndo péde
montar ou que foram encontrados para serem formatados incorretamente.

Se um volume de armazenamento for reformatado, todos os dados nesse volume serao

@ perdidos. Vocé deve executar um procedimento adicional para restaurar dados de
objetos de outros locais na grade, assumindo que as regras ILM foram configuradas
para armazenar mais de uma cépia de objeto.
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o Reconstréi o banco de dados Cassandra no nd, se necessario.

o Inicia os servi¢os no no6 de storage.

Passos
1. Faga login no n6 de storage recuperado:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Execute o primeiro script para remontar quaisquer volumes de armazenamento devidamente formatados.

Se todos os volumes de armazenamento forem novos e precisarem ser formatados, ou se

(D todos os volumes de armazenamento tiverem falhado, vocé podera pular esta etapa e
executar o segundo script para reformatar todos os volumes de armazenamento néo
montados.

a. Execute o script: sn-remount-volumes
Esse script pode levar horas para ser executado em volumes de armazenamento que contém dados.

b. A medida que o script é executado, revise a saida e responda a quaisquer prompts.

Conforme necessario, vocé pode usar o tail -f comando para monitorar o conteudo

@ do arquivo de log do script (/var/local/log/sn-remount-volumes.log).O
arquivo de log contém informagdes mais detalhadas do que a saida da linha de
comando.

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

—_————— Device /dev/sdc —_—————
Mount and unmount device /dev/sdc and checking file system
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consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-
remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? y

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-
remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making



additional replicated copies or EC fragments, according to the rules
in
the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

Na saida de exemplo, um volume de armazenamento foi remontado com sucesso e trés volumes de
armazenamento tiveram erros.

* /dev/sdb Passou a verificagdo de consisténcia do sistema de arquivos XFS e teve uma estrutura
de volume valida, entédo foi remontada com sucesso. Os dados em dispositivos que séo
remontados pelo script sdo preservados.

* /dev/sdc Falha na verificagdo de consisténcia do sistema de arquivos XFS porque o volume de
armazenamento era novo ou corrompido.

* /dev/sdd nao foi possivel montar porque o disco nao foi inicializado ou o superbloco do disco
estava corrompido. Quando o script ndo consegue montar um volume de armazenamento, ele
pergunta se vocé deseja executar a verificagdo de consisténcia do sistema de arquivos.

= Se o volume de armazenamento estiver conetado a um novo disco, responda N ao prompt.
Vocé nao precisa verificar o sistema de arquivos em um novo disco.

» Se 0 volume de armazenamento estiver conetado a um disco existente, responda Y ao prompt.
Vocé pode usar os resultados da verificagdo do sistema de arquivos para determinar a origem
da corrupgao. Os resultados sé&o guardados no /var/local/log/sn-remount-—
volumes. log ficheiro de registo.

* /dev/sde Passou a verificagdo de consisténcia do sistema de arquivos XFS e tinha uma
estrutura de volume valida; no entanto, o ID do né LDR no arquivo vollD nao correspondia ao ID
para este né de armazenamento (0 configured LDR noid exibido na parte superior). Esta
mensagem indica que este volume pertence a outro n6 de armazenamento.
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3. Revise a saida do script e resolva quaisquer problemas.

Se um volume de armazenamento falhou na verificagao de consisténcia do sistema de

@ arquivos XFS ou néo pode ser montado, revise cuidadosamente as mensagens de erro na

saida. Vocé deve entender as implicacbes da execug¢do sn-recovery-postinstall.sh
do script nesses volumes.

a. Verifique se os resultados incluem uma entrada para todos os volumes esperados. Se algum volume

nao estiver listado, execute novamente o script.

. Reveja as mensagens de todos os dispositivos montados. Certifique-se de que n&o existem erros que

indiqguem que um volume de armazenamento ndo pertence a este né de armazenamento.

No exemplo, a saida para /dev/sde inclui a seguinte mensagem de erro:

Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

Se um volume de armazenamento for comunicado como pertencente a outro n6 de

@ armazenamento, contacte o suporte técnico. Se vocé executar sn-recovery-
postinstall.sh o script, o volume de armazenamento sera reformatado, o que pode
causar perda de dados.

. Se nao for possivel montar qualquer dispositivo de armazenamento, anote o nome do dispositivo e

repare ou substitua o dispositivo.

@ Deve reparar ou substituir quaisquer dispositivos de armazenamento que ndo possam
ser montados.

Vocé usara o nome do dispositivo para procurar o ID do volume, que é a entrada necessaria quando
vocé executar repair-data o script para restaurar os dados do objeto para o volume (o0 proximo
procedimento).

. Depois de reparar ou substituir todos os dispositivos ndo montaveis, execute 0 sn-remount-

volumes script novamente para confirmar que todos os volumes de armazenamento que podem ser
remontados foram remontados.

Se um volume de armazenamento n&do puder ser montado ou for formatado
incorretamente e vocé continuar para a proxima etapa, o volume e quaisquer dados no

@ volume serao excluidos. Se vocé tiver duas copias de dados de objeto, vocé tera
apenas uma unica copia até concluir o préximo procedimento (restaurando dados de
objeto).

Nao execute sn-recovery-postinstall.sh o script se vocé acredita que os dados
restantes em um volume de armazenamento com falha ndo podem ser reconstruidos de

@ outro lugar na grade (por exemplo, se sua politica de ILM usar uma regra que faga apenas

uma coépia ou se os volumes tiverem falhado em varios nés). Em vez disso, entre em
Contato com o suporte técnico para determinar como recuperar seus dados.

4. Execute sn-recovery-postinstall.sh o script: sn-recovery-postinstall.sh
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Este script reformata quaisquer volumes de armazenamento que nao puderam ser montados ou que
foram encontrados para serem formatados incorretamente; reconstréi o banco de dados Cassandra no no,
se necessario; e inicia os servigos no n6 Storage Node.

Tenha em atencédo o seguinte:

o

O script pode levar horas para ser executado.
o Em geral, vocé deve deixar a sessdo SSH sozinha enquanto o script estiver sendo executado.
> Nao pressione Ctrl C enquanto a sessdo SSH estiver ativa.

o O script sera executado em segundo plano se ocorrer uma interrupgao da rede e terminar a sessao
SSH, mas vocé pode visualizar o progresso da pagina recuperagao.

> Se 0 n6 de armazenamento usar o servigo RSM, o script pode parecer parar por 5 minutos a medida
qgue os servicos do noé sao reiniciados. Este atraso de 5 minutos é esperado sempre que o servico
RSM arranca pela primeira vez.

@ O servigo RSM esta presente nos nds de storage que incluem o servigo ADC.

Alguns procedimentos de recuperagao do StorageGRID usam o Reaper para lidar com
reparos do Cassandra. As reparagdes ocorrem automaticamente assim que 0s servigos

@ relacionados ou necessarios tiverem sido iniciados. Vocé pode notar saida de script que
menciona "reaper" ou "Cassandra repair." se vocé vir uma mensagem de erro indicando
que o reparo falhou, execute o comando indicado na mensagem de erro.

5. amedida que 0 sn-recovery-postinstall.sh script é executado, monitore a pagina recuperagéo
no Gerenciador de Grade.

A barra de progresso e a coluna Estagio na pagina recuperagao fornecem um status de alto nivel sn-
recovery-postinstall.sh do script.

Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery fo begin the recovery procedure.

Pending Nodes

Search Q
Name 11 IPv4 Address IT state 11 Recoverable I

No results found

Recovering Grid Node

Name Start Time Progress Stage

DC1-83 2016-06-02 14:03:35 PDT L. O W N Recovering Cassandra

Depois que 0 sn-recovery-postinstall.sh scriptiniciar os servigos no nod, vocé pode restaurar os
dados do objeto para quaisquer volumes de armazenamento que foram formatados pelo script, conforme
descrito nesse procedimento.

Informacgodes relacionadas

"Rever avisos para recuperacao da unidade do sistema Storage Node"
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"Restaurar dados de objetos para um volume de armazenamento, se necessario"

Restaurar dados de objetos para um volume de armazenamento, se necessario

Se 0 sn-recovery-postinstall. sh script for necessario para reformatar um ou
mais volumes de storage com falha, vocé devera restaurar os dados de objeto para o
volume de storage reformatado de outros nés de storage e nés de arquivamento. Essas
etapas ndo sdo necessarias a menos que um ou mais volumes de armazenamento
tenham sido reformatados.

O que vocé vai precisar

* Vocé deve ter confirmado que o né de armazenamento recuperado tem um estado de conexao de
Connected* .~ na guia *Nodes Overview no Gerenciador de Grade.

Sobre esta tarefa

Os dados de objetos podem ser restaurados de outros nos de storage, um né de arquivamento ou um pool de
storage de nuvem, supondo que as regras de ILM da grade tenham sido configuradas de modo que as cépias
de objetos estejam disponiveis.

@ Se uma regra ILM foi configurada para armazenar apenas uma copia replicada e essa copia
existia em um volume de armazenamento que falhou, vocé ndo podera recuperar o objeto.

Se a Unica copia restante de um objeto estiver em um pool de armazenamento em nuvem, o
StorageGRID devera emitir varias solicitagdes ao endpoint do pool de armazenamento em

@ nuvem para restaurar os dados do objeto. Antes de executar esse procedimento, entre em
Contato com o suporte técnico para obter ajuda na estimativa do periodo de tempo de
recuperacdo e dos custos associados.

Se a unica copia restante de um objeto estiver em um né de arquivo, os dados do objeto seréo
recuperados do noé de arquivo. Devido a laténcia associada a recuperagdes de sistemas de

@ storage de arquivamento externo, a restauragdo de dados de objetos para um né de storage a
partir de um no de arquivamento demora mais do que a restauragao de copias de outros nds de
storage.

Para restaurar os dados do objeto, execute 0 repair-data script. Este script inicia o processo de
restauracéo de dados de objeto e trabalha com a digitalizagcao ILM para garantir que as regras ILM sejam
atendidas. Vocé usa opgdes diferentes com o repair-data script, com base se vocé esta restaurando
dados replicados ou apagando dados codificados, como segue:

» Dados replicados: Dois comandos estao disponiveis para restaurar dados replicados, com base se vocé
precisa reparar o no inteiro ou apenas determinados volumes no no:

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* Dados codificados de apagamento (EC): Dois comandos est&o disponiveis para restaurar dados
codificados de apagamento, com base se vocé precisa reparar o no inteiro ou apenas determinados
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volumes no no:

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

As reparagdes de dados codificados de apagamento podem comegar enquanto alguns nés de storage
estao offline. O reparo sera concluido depois que todos os nés estiverem disponiveis. Vocé pode rastrear
reparos de dados codificados de apagamento com este comando:

repair-data show-ec-repair-status

O trabalho de reparagéo EC reserva temporariamente uma grande quantidade de
armazenamento. Os alertas de armazenamento podem ser acionados, mas serao resolvidos
(D quando o reparo for concluido. Se nao houver armazenamento suficiente para a reserva, o
trabalho de reparacéo EC falhara. As reservas de armazenamento sao liberadas quando o
trabalho de reparagéo EC é concluido, quer o trabalho tenha falhado ou sido bem-sucedido.

Para obter mais informagbes sobre como usar o repair-data script, digite repair-data --help a partir
da linha de comando do né Admin principal.

Passos
1. Faca login no n6 de administragéo principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Use 0 /etc/hosts arquivo para encontrar o nome do host do né de armazenamento para os volumes de
armazenamento restaurados. Para ver uma lista de todos os nés na grade, digite o seguinte: cat
/etc/hosts

3. Se todos os volumes de armazenamento tiverem falhado, repare o né inteiro. (Se apenas alguns volumes
tiverem falhado, avance para o passo seguinte.)

@ N&o é possivel executar repair-data operagdes para mais de um ndé ao mesmo tempo.
Para recuperar varios nés, entre em Contato com o suporte técnico.

° Se sua grade incluir dados replicados, use 0 repair-data start-replicated-node-repair
comando com a —--nodes opgao para reparar todo o né de armazenamento.

Este comando repara os dados replicados em um n6 de storage chamado SG-DC-SN3:
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repair-data start-replicated-node-repair --nodes SG-DC-SN3

A medida que os dados de objeto s&o restaurados, o alerta objetos perdidos é
acionado se o sistema StorageGRID nao conseguir localizar dados de objeto

@ replicados. Os alertas podem ser acionados em nos de storage em todo o sistema.
Vocé deve determinar a causa da perda e se a recuperacgao é possivel. Consulte as
instrucdes para monitoramento e solugéo de problemas do StorageGRID.

° Se sua grade contiver dados codificados de apagamento, use 0 repair-data start-ec-node-
repair comando com a -—nodes opg¢ao para reparar todo o né de armazenamento.

Este comando repara os dados codificados de apagamento em um né de storage chamado SG-DC-
SN3:

repair-data start-ec-node-repair --nodes SG-DC-SN3

A operagao retorna um unico repair ID que identifica esta repair data operagéo. Utilize esta
repair ID opgao para monitorizar o progresso e o resultado repair data da operagdo. Nenhum
outro feedback é retornado a medida que o processo de recuperacéao é concluido.

As reparacoes de dados codificados de apagamento podem comegar enquanto alguns nés
de storage estao offline. O reparo sera concluido depois que todos os nos estiverem
disponiveis.

> Se a grade tiver dados replicados e codificados para apagamento, execute os dois comandos.

Se apenas alguns dos volumes tiverem falhado, repare os volumes afetados.

Introduza as IDs de volume em hexadecimal. Por exemplo, 0000 € o primeiro volume € 000F € o décimo
sexto volume. Vocé pode especificar um volume, um intervalo de volumes ou varios volumes que néao
estdo em uma sequéncia.

Todos os volumes devem estar no mesmo no de storage. Se precisar restaurar volumes para mais de um
no de storage, entre em Contato com o suporte técnico.

° Se a grade contiver dados replicados, use 0 start-replicated-volume-repair comando com a
--nodes opgéao para identificar o né. Em seguida, adicione a -—volumes Opg&o ou —-volume
-range, como mostrado nos exemplos a seguir.

* Volume unico*: Este comando restaura dados replicados para o volume 0002 em um né de
armazenamento chamado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

Intervalo de volumes: Este comando restaura dados replicados para todos os volumes no
intervalo 0003 para 0009 um noé de armazenamento chamado SG-DC-SN3:



repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volume-range 0003-0009

Varios volumes ndo em uma sequéncia: Este comando restaura dados replicados para volumes
0001, 0005 e 0008 em um n6 de armazenamento chamado SG-DC-SN3:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

A medida que os dados de objeto s&o restaurados, o alerta objetos perdidos é
acionado se o sistema StorageGRID nao conseguir localizar dados de objeto

@ replicados. Os alertas podem ser acionados em nos de storage em todo o sistema.
Vocé deve determinar a causa da perda e se a recuperagao é possivel. Consulte as
instrucdes para monitoramento e solugéo de problemas do StorageGRID.

° Se sua grade contiver dados codificados de apagamento, use 0 start-ec-volume-repair
comando com a —--nodes opgao para identificar o nd. Em seguida, adicione a --volumes opgao ou
--volume-range, cCOmo mostrado nos exemplos a seguir.

* Volume Unico*: Este comando restaura os dados codificados de apagamento para o volume 0007
em um no de armazenamento chamado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
0007

Intervalo de volumes: Este comando restaura os dados codificados de apagamento para todos
0s volumes no intervalo 0004 para 0006 um n6 de armazenamento chamado SG-DC-SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume
-range 0004-0006

Varios volumes ndo em uma sequéncia: Este comando restaura dados codificados de

apagamento para volumes 0002, 000C € 000E em um n6 de armazenamento chamado SG-DC-
SN3:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

+ A repair-data operagdo retorna um unico repair ID que identifica esta repair data
operagdo. Utilize esta repair ID opgdo para monitorizar o progresso e o resultado repair data da
operagao. Nenhum outro feedback é retornado a medida que o processo de recuperagao € concluido.
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As reparacoes de dados codificados de apagamento podem comegar enquanto alguns nés
de storage estao offline. O reparo sera concluido depois que todos os nos estiverem
disponiveis.

> Se a grade tiver dados replicados e codificados para apagamento, execute os dois comandos.
5. Monitore o reparo de dados replicados.
a. Selecione nés né de armazenamento a ser reparado ILM.

b. Utilize os atributos na seccéo avaliagdo para determinar se as reparacdes estdo concluidas.
Quando os reparos estiverem concluidos, o atributo aguardando - todos indica objetos 0D.

c. Para monitorar o reparo com mais detalhes, selecione suporte Ferramentas topologia de grade.
d. Selecione Grid Storage Node a ser reparado LDR Data Store.

e. Use uma combinagao dos seguintes atributos para determinar, assim como possivel, se as reparagbes
replicadas estédo concluidas.

@ As inconsisténcias do Cassandra podem estar presentes e as reparacdes falhadas nao
sao rastreadas.

= * Tentativas de reparos (XRPA): Use este atributo para rastrear o progresso de reparos
replicados. Esse atributo aumenta cada vez que um né de storage tenta reparar um objeto
de alto risco. Quando este atributo ndo aumenta por um periodo superior ao periodo de
digitalizagao atual (fornecido pelo atributo *periodo de digitalizagao — estimado), significa
que a digitalizagao ILM n&o encontrou objetos de alto risco que precisam ser reparados em
nenhum no.

@ Objetos de alto risco sao objetos que correm o risco de serem completamente
perdidos. Isso n&o inclui objetos que nao satisfazem sua configuragéo ILM.

= Periodo de digitalizagdo — estimado (XSCM): Use este atributo para estimar quando uma
alteragao de politica sera aplicada a objetos ingeridos anteriormente. Se o atributo Repairs tented
nao aumentar durante um periodo superior ao periodo de digitalizagao atual, & provavel que sejam
efetuadas reparagodes replicadas. Note que o periodo de digitalizagdo pode mudar. O atributo
periodo de digitalizagdo — estimado (XSCM) aplica-se a toda a grade e é o maximo de todos os
periodos de varredura de nés. Vocé pode consultar o histérico de atributos periodo de
digitalizagcdao — estimado para a grade para determinar um periodo de tempo apropriado.

6. Monitore o reparo de dados codificados de apagamento e tente novamente quaisquer solicitagdes que
possam ter falhado.

a. Determinar o status dos reparos de dados codificados de apagamento:

= Use este comando para ver o status de uma operacao especifica repair-data:
repair-data show-ec-repair-status --repair-id repair ID

= Utilize este comando para listar todas as reparacgdes:
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repair-data show-ec-repair-status

A saida lista informacdes, ‘repair ID"incluindo , para todas as reparacdes anteriores e atualmente

em execucgao.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes Affected/Repaired

Retry Repair

949283 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:

17359 No

949292 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:

0 Yes

949294 DC1-5S-99-10(Volumes: 1,2) 2016-11-30T15:

0 Yes

949299 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:

0 Yes

37:

47 :

57:

06.

06.

06.

Success

Failure

Failure

Failure

17359

17359

17359

b. Se a saida mostrar que a operagao de reparo falhou, use a --repair-id opgédo para tentar

novamente a reparagao.

Este comando tenta novamente um reparo de n6é com falha, usando a ID de reparo

83930030303133434:

repair-data start-ec-node-repair --repair-id 83930030303133434

Este comando tenta novamente uma reparacgao de volume com falha, utilizando a ID de reparacéo

83930030303133434:

repair-data start-ec-volume-repair --repair-id 83930030303133434

Informacgdes relacionadas
"Administrar o StorageGRID"

"Monitorizar Resolugao de problemas"

Verificar o estado de armazenamento apos recuperar uma unidade de sistema Storage Node

Depois de recuperar a unidade do sistema para um né de armazenamento, vocé deve
verificar se 0 estado desejado do n6 de armazenamento esta definido como on-line e
garantir que o estado estara on-line por padrao sempre que o servidor no de

armazenamento for reiniciado.
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O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* O no6 de armazenamento foi recuperado e a recuperagao de dados esta concluida.

Passos

1. Selecione Support > Tools > Grid Topology.
2. Verifique os valores de né de armazenamento recuperado > LDR > armazenamento > Estado de
armazenamento — desejado e Estado de armazenamento — atual.
O valor de ambos os atributos deve ser Online.
3. Se o estado de armazenamento - desejado estiver definido como somente leitura, execute as seguintes
etapas:
a. Clique na guia Configuragao.
b. Na lista suspensa Estado de armazenamento - desejado, selecione Online.
c. Clique em aplicar alteragoes.

d. Clique na guia Visao geral e confirme se os valores de Estado de armazenamento — desejado e
Estado de armazenamento — atual sdo atualizados para Online.

Recuperando-se de falhas do n6é de administrador

O processo de recuperacao para um né Admin depende se € o nd Admin primario ou um
n6 Admin nao primario.

Sobre esta tarefa

As etapas de alto nivel para recuperar um né de administracdo primario ou ndo primario sao as mesmas,
embora os detalhes das etapas sejam diferentes.
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

ViMware SEH.'HCES Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

Siga sempre o procedimento de recuperagéo correto para o né Admin que esta a recuperar. Os
procedimentos parecem os mesmos em um nivel alto, mas diferem nos detalhes.

Informacgdes relacionadas



"Aparelhos de servigcos SG100 SG1000"

Opgodes
* "Recuperando-se de falhas do n6 de administragao principal”

» "Recuperando-se de falhas no né de administragdo nao primario"

Recuperando-se de falhas do n6 de administragao principal

Vocé deve concluir um conjunto especifico de tarefas para recuperar de uma falha de né
de administrador principal. O n6é de administragao principal hospeda o servigo do n6 de
gerenciamento de configuragdo (CMN) para a grade.

Sobre esta tarefa

Um né de administragao principal com falha deve ser substituido imediatamente. O servigo CMN
(Configuration Management Node) no né Admin primario € responsavel pela emissao de blocos de
identificadores de objetos para a grade. Esses identificadores s&o atribuidos a objetos a medida que sao
ingeridos. Novos objetos ndo podem ser ingeridos a menos que existam identificadores disponiveis. A
ingestao de objetos pode continuar enquanto o CMN néo estiver disponivel porque o fornecimento de
identificadores de aproximadamente um més é armazenado em cache na grade. No entanto, depois que os
identificadores armazenados em cache séo esgotados, nenhum novo objeto pode ser adicionado.

Vocé deve reparar ou substituir um né de administragéo principal com falha em
aproximadamente um més ou a grade pode perder sua capacidade de ingerir novos objetos. O

@ periodo de tempo exato depende da sua taxa de ingestdo de objetos: Se vocé precisar de uma
avaliagdo mais precisa do periodo de tempo para sua grade, entre em Contato com o suporte
técnico.

Passos

+ "Copiar registos de auditoria a partir do né de administragao principal avariado"

* "Substituindo o n6é de administracao principal"

* "Configurar o né de administracao principal de substituicao"

» "Restaurando o log de auditoria no né de administragao primario recuperado”

» "Redefinindo o remetente preferido no né de administracao principal recuperado”

» "Restaurando o banco de dados Admin Node ao recuperar um Admin Node primario"

» "Restaurando métricas Prometheus ao recuperar um né Admin primario"

Copiar registos de auditoria a partir do n6é de administragéo principal avariado

Se vocé for capaz de copiar logs de auditoria do né de administragao principal com falha,
vocé deve preserva-los para manter o Registro da grade de atividade e uso do sistema.
Vocé pode restaurar os logs de auditoria preservados para o n6 de administragao
principal recuperado depois que ele estiver ativo e em execucao.

Este procedimento copia os arquivos de log de auditoria do né de administragdo com falha para um local
temporario em um no de grade separado. Esses logs de auditoria preservados podem entao ser copiados
para o n6 de administragdo de substituicdo. Os logs de auditoria ndo sdo copiados automaticamente para o
novo no de administragao.

Dependendo do tipo de falha, talvez vocé nao consiga copiar logs de auditoria de um n6 de administrador com
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falha. Se a implantagao tiver apenas um Admin Node, o Admin Node recuperado inicia a gravagao de eventos
para o log de auditoria em um novo arquivo vazio e os dados gravados anteriormente séo perdidos. Se a
implantagao incluir mais de um né Admin, vocé podera recuperar os logs de auditoria de outro né Admin.

@ Se os logs de auditoria ndo estiverem acessiveis no n6 Admin com falha agora, vocé podera
acessa-los mais tarde, por exemplo, apds a recuperacao do host.

1. Inicie sessdo no né de administragdo com falha, se possivel. Caso contrario, faga login no n6 de
administragao principal ou em outro n6 de administracao, se disponivel.
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

N

. Pare o servigo AMS para impedir que ele crie um novo arquivo de log:service ams stop

w

. Renomeie o arquivo audit.log para que ele nao substitua o arquivo existente quando vocé copia-lo para o
né Admin recuperado.

Renomeie audit.log para um nome de arquivo numerado exclusivo, como aaaa-mm-dd.txt.1. Por exemplo,
vocé pode renomear o arquivo audit.log para 2015-10-25.txt,1cd /var/local/audit/export/

N

. Reinicie o servico AMS: service ams start

5. Crie o diretorio para copiar todos os arquivos de log de auditoria para um local temporario em um no de
grade separado: ssh admin@grid node IP mkdir -p /var/local/tmp/saved-audit-logs

Quando solicitado, insira a senha para admin.

»

. Copiar todos os ficheiros de registo de auditoria: scp -p * admin@
grid node IP:/var/local/tmp/saved-audit-logs

Quando solicitado, insira a senha para admin.

7. Faca logout como root: exit

Substituindo o né de administragao principal

Para recuperar um né de administrador principal, primeiro vocé deve substituir o
hardware fisico ou virtual.

Vocé pode substituir um né de administrador principal com falha por um né de administrador principal
executado na mesma plataforma ou pode substituir um né de administrador principal em execugéo em
VMware ou em um host Linux por um né de administrador principal hospedado em um dispositivo de servigos.

Use o procedimento que corresponde a plataforma de substituicao selecionada para o né. Depois de concluir

o procedimento de substituigdo do né (que é adequado para todos os tipos de nd), esse procedimento ira
direciona-lo para a proxima etapa para a recuperacao do né de administracao principal.
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Plataforma de substituigao

VMware

Linux

Aparelhos de servigos SG100 e
SG1000

OpenStack

Procedimento

"Substituindo um n6é VMware"
"Substituindo um né Linux"

"Substituir um dispositivo de servigos"

Os arquivos e scripts de disco de maquina virtual fornecidos pela
NetApp para OpenStack ndo sao mais compativeis com operagdes de
recuperagao. Se VOCé precisar recuperar um ndé em execugao em uma
implantacdao OpenStack, baixe os arquivos para seu sistema
operacional Linux. Em seguida, siga o procedimento para substituir um
no Linux.

Configurar o né de administracao principal de substituicao

O né de substituicao deve ser configurado como né de administragao principal para o

seu sistema StorageGRID.

O que vocé vai precisar

* Para nés de administragao primarios hospedados em maquinas virtuais, a maquina virtual deve ser

implantada, ativada e inicializada.

* Para nés de administragao primarios hospedados em um dispositivo de servigos, vocé substituiu o
dispositivo e instalou o software. Consulte o guia de instalagao do seu aparelho.

"Aparelhos de servigcos SG100 SG1000"

* Tem de ter a copia de seguranga mais recente do ficheiro do pacote de recuperagédo (sgws-recovery-

package-id-revision.zip).

* Vocé deve ter a senha de provisionamento.

Passos

1. Abra o navegador da Web e navegue até https://primary admin node ip.
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NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Noede for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
recovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

. Clique em Recover a failed Primary Admin Node (recuperar um n6 de administrador principal principal)
. Carregue o backup mais recente do pacote de recuperacao:
a. Clique em Procurar.

b. Localize o arquivo mais recente do Pacote de recuperacéo para o seu sistema StorageGRID e clique
em Open.

. Introduza a frase-passe de aprovisionamento.

5. Clique em Iniciar recuperacgao.

O processo de recuperagao comega. O Gerenciador de Grade pode ficar indisponivel por alguns minutos
a medida que os servigos necessarios forem iniciados. Quando a recuperagéao estiver concluida, a pagina
de inicio de sessao é apresentada.

. Se o logon unico (SSO) estiver ativado para o seu sistema StorageGRID e a confianga da parte confiavel
do noé que voceé recuperou foi configurada para usar o certificado padrao do servidor de interface de
gerenciamento, atualizar (ou excluir e recriar) a confianca da parte confiavel do n6é nos Servicos de
Federacao do ative Directory (AD FS). Use o novo certificado de servidor padrao que foi gerado durante o
processo de recuperacao do Admin Node.

Para configurar uma confianga de parte confiavel, consulte as instrugdes para administrar o
StorageGRID. Para acessar o certificado padrdo do servidor, faga login no shell de

@ comando do né Admin. Va para /var/local/mgmt-api o diretério e selecione o
server.crt arquivo.

. Determine se vocé precisa aplicar um hotfix.
a. Faca login no Gerenciador de Grade usando um navegador compativel.

b. Selecione nos.
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c. Na lista a esquerda, selecione o n6 de administracao principal.

d. Na guia Visao geral, observe a versao exibida no campo versao do software.
e. Selecione qualquer outro né de grade.

f. Na guia Visao geral, observe a versao exibida no campo versao do software.

= Se as versodes exibidas nos campos versao do software forem as mesmas, nao sera necessario
aplicar um hotfix.

= Se as versoes exibidas nos campos versao do software forem diferentes, vocé deve aplicar um
hotfix para atualizar o n6 de administragédo primario recuperado para a mesma versao.

Informacgoes relacionadas
"Administrar o StorageGRID"

"Procedimento de corregédo do StorageGRID"

Restaurando o log de auditoria no n6 de administragdo primario recuperado

Se vocé conseguiu preservar o log de auditoria do né de administragao principal com
falha, vocé pode copia-lo para o n6 de administracao principal que esta recuperando.

* O Admin Node recuperado deve ser instalado e em execugao.

» Vocé deve ter copiado os logs de auditoria para outro local depois que o né Admin original falhou.

Se um n6 Admin falhar, os logs de auditoria salvos nesse n6 Admin sao potencialmente perdidos. Pode ser
possivel preservar dados de perda copiando logs de auditoria do né de administragédo com falha e restaurando
esses logs de auditoria para o n6 de administragéo recuperado. Dependendo da falha, talvez ndo seja
possivel copiar logs de auditoria do n6 de administracao com falha. Nesse caso, se a implantagéo tiver mais
de um n6 Admin, vocé podera recuperar logs de auditoria de outro né Admin a medida que os logs de
auditoria séo replicados para todos os nés Admin.

Se houver apenas um n6 Admin e o log de auditoria ndo puder ser copiado do n6é com falha, o né Admin
recuperado inicia a gravagao de eventos para o log de auditoria como se a instalagao fosse nova.

Vocé deve recuperar um n6 Admin o mais rapido possivel para restaurar a funcionalidade de log.
1. Faca login no n6 de administragcéo recuperado:

a. Introduza o seguinte comando: ssh admin@recovery Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.

C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Depois de iniciar sessdo como root, o aviso muda de $ para #.

2. Verifique quais arquivos de auditoria foram preservados: cd /var/local/audit/export

3. Copie os arquivos de log de auditoria preservados para o Admin Node recuperado: scp
admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*

Quando solicitado, insira a senha para admin.
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4. Para seguranca, exclua os logs de auditoria do n6 de grade com falha depois de verificar se eles foram
copiados com sucesso para o nd de administragao recuperado.

5. Atualize as configuragdes de usuario e grupo dos arquivos de log de auditoria no Admin Node recuperado:

chown ams-user:bycast *

6. Faga logout como root: exit

Vocé também deve restaurar qualquer acesso de cliente pré-existente ao compartilhamento de auditoria. Para

obter mais informagdes, consulte as instrugdes para administrar o StorageGRID.

Informacgdes relacionadas
"Administrar o StorageGRID"

Redefinindo o remetente preferido no né de administragao principal recuperado

Se o0 n6 de administragéo principal que esta a recuperar estiver atualmente definido
como o remetente preferido de notificacdes de alerta, notificacdes de alarme e
mensagens AutoSupport, tem de reconfigurar esta definicéo.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de acesso especificas.

* O Admin Node recuperado deve ser instalado e em execugao.
Passos
1. Selecione Configuragao > Configuragoes do sistema > Opgdes de exibigao.
2. Selecione o Admin Node recuperado na lista suspensa Preferred Sender.
3. Clique em aplicar alteragoes.

Informacgdes relacionadas
"Administrar o StorageGRID"

Restaurando o banco de dados Admin Node ao recuperar um Admin Node primario

Se vocé quiser manter as informacgdes histdricas sobre atributos, alarmes e alertas em
um no de administrador principal que falhou, vocé pode restaurar o banco de dados do
no de administrador. Vocé s6 pode restaurar esse banco de dados se o sistema
StorageGRID incluir outro né de administrador.

* O Admin Node recuperado deve ser instalado e em execugao.

* O sistema StorageGRID deve incluir pelo menos dois nds de administragao.
* Tem de ter o Passwords. txt ficheiro.

* Vocé deve ter a senha de provisionamento.

Se um no Admin falhar, as informagdes histéricas armazenadas em seu banco de dados Admin Node seréo
perdidas. Esta base de dados inclui as seguintes informacgdes:

» Histoérico de alertas
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 Histoérico de alarmes

» Dados de atributos historicos, que s&o usados nos graficos e relatérios de texto disponiveis na pagina
suporte Ferramentas topologia de Grade.

Quando voceé recupera um Admin Node, o processo de instalagdo do software cria um banco de dados Admin
Node vazio no n6 recuperado. No entanto, o novo banco de dados inclui apenas informacdes para servidores
e servigos que atualmente fazem parte do sistema ou adicionados posteriormente.

Se vocé restaurou um né de administrador principal e seu sistema StorageGRID tiver outro né de
administrador, vocé podera restaurar as informagdes histéricas copiando o banco de dados do né de
administrador de um né de administrador nao primario (o né de administrador de origem) para o n6 de
administrador principal recuperado. Se o sistema tiver apenas um n6 de administragéo principal, ndo podera
restaurar a base de dados do n6 de administracao.

Copiar o banco de dados Admin Node pode levar varias horas. Alguns recursos do Gerenciador
de Grade ficarao indisponiveis enquanto os servigos forem interrompidos no Admin Node de
origem.
1. Faca login no né de administragao de origem:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
2. No Admin Node de origem, pare o servigo Ml: service mi stop

3. No Admin Node de origem, pare o servico Management Application Program Interface (mgmt-api):
service mgmt-api stop

4. Execute as seguintes etapas no né de administragao recuperado:
a. Faca login no n6 de administragéo recuperado:
i. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -
iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Parar o servico MI: service mi stop
C. Pare o servico mgmt-api: service mgmt-api stop
d. Adicione a chave privada SSH ao agente SSH. Introduza:ssh-add
€. Insira a senha de acesso SSH listada no Passwords. txt arquivo.

f. Copie o banco de dados do Admin Node de origem para o Admin Node recuperado:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Quando solicitado, confirme se vocé deseja substituir o banco de dados Ml no Admin Node
recuperado.

O banco de dados e seus dados historicos sdo copiados para o Admin Node recuperado. Quando a
operagao de copia é concluida, o script inicia o n6 Admin recuperado.
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h. Quando vocé ndo precisar mais de acesso sem senha a outros servidores, remova a chave privada do
agente SSH. Introduza:ssh-add -D

5. Reinicie os servigos no Admin Node de origem: service servermanager start

Restaurando métricas Prometheus ao recuperar um né Admin primario

Opcionalmente, vocé pode manter as métricas histéricas mantidas pelo Prometheus em
um no de administracao principal que falhou. As métricas Prometheus s6 podem ser
restauradas se o seu sistema StorageGRID incluir outro n6 Admin.

* O Admin Node recuperado deve ser instalado e em execugao.
* O sistema StorageGRID deve incluir pelo menos dois nds de administragao.
* Tem de ter o Passwords. txt ficheiro.

* Vocé deve ter a senha de provisionamento.

Se um no6 Admin falhar, as métricas mantidas no banco de dados Prometheus no né Admin seréo perdidas.
Quando vocé recupera o Admin Node, o processo de instalagdo do software cria um novo banco de dados
Prometheus. Depois que o né de administragdo recuperado ¢€ iniciado, ele Registra as métricas como se vocé
tivesse executado uma nova instalagao do sistema StorageGRID.

Se vocé restaurou um no6 de administrador principal e seu sistema StorageGRID tiver outro né de
administrador, vocé podera restaurar as métricas histéricas copiando o banco de dados Prometheus de um né
de administrador ndo primario (o n6 de administrador de origem) para o n6 de administrador principal
recuperado. Se o seu sistema tiver apenas um né Admin principal, ndo podera restaurar a base de dados
Prometheus.

Copiar o banco de dados Prometheus pode levar uma hora ou mais. Alguns recursos do
@ Gerenciador de Grade ficarao indisponiveis enquanto os servigos forem interrompidos no
Admin Node de origem.
1. Faga login no n6 de administragéo de origem:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

2. No Admin Node de origem, pare o servigo Prometheus: service prometheus stop

3. Execute as seguintes etapas no né de administragcéo recuperado:

a. Faga login no n6 de administragéo recuperado:
i. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.

b. Pare o servigo Prometheus: service prometheus stop
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C. Adicione a chave privada SSH ao agente SSH. Introduza:ssh-add
d. Insira a senha de acesso SSH listada no Passwords. txt arquivo.

e. Copie o banco de dados Prometheus do né Admin de origem para o n6 Admin recuperado:
/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. Quando solicitado, pressione Enter para confirmar que deseja destruir o novo banco de dados
Prometheus no né Admin recuperado.

O banco de dados Prometheus original e seus dados histéricos sao copiados para o Admin Node
recuperado. Quando a operagao de copia € concluida, o script inicia 0 né Admin recuperado. E
apresentado o seguinte estado:

Banco de dados clonado, iniciando servicos

a. Quando vocé néo precisar mais de acesso sem senha a outros servidores, remova a chave privada do
agente SSH. Introduza:ssh-add -D

4. Reinicie o servigo Prometheus no Admin Node de origem.service prometheus start

Recuperando-se de falhas no n6 de administragdao nao primario

Vocé deve concluir as tarefas a seguir para se recuperar de uma falha nao primaria do
Admin Node. Um né de administragéo hospeda o servigo CMN (Configuration
Management Node) e é conhecido como né de administracao principal. Embora vocé
possa ter varios nés de administragao, cada sistema StorageGRID inclui apenas um no
de administragao principal. Todos os outros nds de administracdo sao nés de
administracdo nao primarios.

Informacgdes relacionadas
"Aparelhos de servicos SG100 SG1000"

Passos
+ "Copiar registos de auditoria a partir do né de administragdo nao primario com falha"

+ "Substituindo um n6 de administragdo nao primario"

» "Selecionando Iniciar recuperacao para configurar um né de administracao n&o primario"
» "Restaurando o log de auditoria no né de administragdo ndo primario recuperado”

+ "Redefinir o remetente preferido no né de administragdo nao primario recuperado”

» "Restaurando o banco de dados Admin Node ao recuperar um Admin Node ndo primario"

» "Restaurando métricas Prometheus ao recuperar um né Admin nao primario"

Copiar registos de auditoria a partir do n6 de administragdo nao primario com falha

Se vocé conseguir copiar logs de auditoria do n6 de administragdo com falha, vocé deve
preserva-los para manter o Registro da grade de atividade e uso do sistema. Vocé pode
restaurar os logs de auditoria preservados para o né de administragdo nao primario
recuperado depois que ele estiver ativo e em execucgao.

Este procedimento copia os arquivos de log de auditoria do né de administragdo com falha para um local
temporario em um no de grade separado. Esses logs de auditoria preservados podem entao ser copiados
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para o n6 de administragdo de substituicao. Os logs de auditoria ndo sdo copiados automaticamente para o
novo no de administracao.

Dependendo do tipo de falha, talvez vocé nao consiga copiar logs de auditoria de um n6 de administrador com
falha. Se a implantagao tiver apenas um Admin Node, o Admin Node recuperado inicia a gravagéo de eventos
para o log de auditoria em um novo arquivo vazio e os dados gravados anteriormente sao perdidos. Se a
implantagao incluir mais de um n6 Admin, vocé podera recuperar os logs de auditoria de outro né Admin.

@ Se os logs de auditoria ndo estiverem acessiveis no né Admin com falha agora, vocé podera
acessa-los mais tarde, por exemplo, apds a recuperacgao do host.

1. Inicie sessdo no n6 de administragdo com falha, se possivel. Caso contrario, faga login no n6 de
administracao principal ou em outro né de administragcao, se disponivel.
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

N

. Pare o servigo AMS para impedir que ele crie um novo arquivo de log:service ams stop

w

. Renomeie o arquivo audit.log para que ele nao substitua o arquivo existente quando vocé copia-lo para o
no Admin recuperado.

Renomeie audit.log para um nome de arquivo numerado exclusivo, como aaaa-mm-dd.txt.1. Por exemplo,
vocé pode renomear o arquivo audit.log para 2015-10-25.txt,1cd /var/local/audit/export/

D

- Reinicie o servico AMS: service ams start

)]

. Crie o diretdrio para copiar todos os arquivos de log de auditoria para um local temporario em um no de
grade separado: ssh admin@grid node IP mkdir -p /var/local/tmp/saved-audit-logs

Quando solicitado, insira a senha para admin.

(o2}

. Copiar todos os ficheiros de registo de auditoria: scp -p *
admin@grid node IP:/var/local/tmp/saved-audit-logs

Quando solicitado, insira a senha para admin.

7. Faga logout como root: exit

Substituindo um né de administragdo nao primario

Para recuperar um n6 de administragcao nao primario, primeiro vocé deve substituir o
hardware fisico ou virtual.

Vocé pode substituir um né de administrador ndo primario com falha por um né de administrador ndao primario
executado na mesma plataforma ou substituir um né de administrador n&o primario em execucao em VMware
ou em um host Linux por um né de administrador ndo primario hospedado em um dispositivo de servigos.

Use o procedimento que corresponde a plataforma de substituicdo selecionada para o né. Depois de concluir
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o procedimento de substituigdo do né (que é adequado para todos os tipos de nd), esse procedimento ira
direciona-lo para a proxima etapa para a recuperacao do né de administragdo nao primario.

Plataforma de substituigcao Procedimento

VMware "Substituindo um né VMware"

Linux "Substituindo um né Linux"

Aparelhos de servigos SG100 e "Substituir um dispositivo de servigos"

SG1000

OpenStack Os arquivos e scripts de disco de maquina virtual fornecidos pela

NetApp para OpenStack ndo sao mais compativeis com operagdes de
recuperagao. Se VOCé precisar recuperar um nd em execugao em uma
implantacao OpenStack, baixe os arquivos para seu sistema
operacional Linux. Em seguida, siga o procedimento para substituir um
no Linux.

Selecionando Iniciar recuperagao para configurar um né de administragdao nao primario

Depois de substituir um né Admin nao primario, vocé deve selecionar Iniciar recuperacao
no Gerenciador de Grade para configurar o novo né como um substituto para o né com
falha.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Tem de ter a permissdo Manutengao ou Acesso root.
* Vocé deve ter a senha de provisionamento.

* Vocé deve ter implantado e configurado o n6 de substituigéo.

Passos
1. No Gerenciador de Grade, selecione Manutencgao tarefas de Manutengao recuperagao.

2. Selecione o n6 de grade que vocé deseja recuperar na lista de nés pendentes.

Os nos aparecem na lista depois que eles falharem, mas vocé nao pode selecionar um né até que ele
tenha sido reinstalado e esteja pronto para recuperacgao.

3. Introduza a frase-passe de aprovisionamento.

4. Clique em Iniciar recuperacao.
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Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.
Pending Nodes
Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

5. Monitore o progresso da recuperagao na tabela Recovering Grid Node (Recovering Grid Node).

Enquanto o procedimento de recuperagao estiver em execugao, vocé pode clicar em Reset

@ para iniciar uma nova recuperagao. Uma caixa de dialogo Info (informacdes) é exibida,
indicando que o n6 sera deixado em um estado indeterminado se vocé redefinir o
procedimento.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Se pretender tentar novamente a recuperacao apos reiniciar o procedimento, tem de restaurar o né para
um estado pré-instalado, da seguinte forma:

Do you want to reset recovery?

o VMware: Exclua o n6 de grade virtual implantado. Em seguida, quando estiver pronto para reiniciar a
recuperagao, reimplante o no.

° * Linux*: Reinicie o né executando este comando no host Linux: storagegrid node force-
recovery node-name

o Appliance: Se vocé quiser repetir a recuperagao apos redefinir o procedimento, vocé deve restaurar o
né do dispositivo para um estado pré-instalado executando sgareinstall no noé.
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6. Se o logon unico (SSO) estiver ativado para o seu sistema StorageGRID e a confianga da parte confiavel
do n6 que vocé recuperou foi configurada para usar o certificado padréo do servidor de interface de
gerenciamento, atualizar (ou excluir e recriar) a confianga da parte confiavel do n6 nos Servigos de
Federagao do ative Directory (AD FS). Use o novo certificado de servidor padrao que foi gerado durante o
processo de recuperacado do Admin Node.

Para configurar uma confianga de parte confiavel, consulte as instrugdes para administrar o
StorageGRID. Para acessar o certificado padrao do servidor, faca login no shell de

@ comando do n6é Admin. Va para /var/local/mgmt-api o diretério e selecione o
server.crt arquivo.

Informacgoes relacionadas
"Administrar o StorageGRID"

"Preparacao de um aparelho para reinstalagao (apenas substituicdo da plataforma)"

Restaurando o log de auditoria no n6 de administragdo nao primario recuperado

Se vocé conseguiu preservar o log de auditoria do n6 de administragdo nao primario com
falha, de modo que as informacgdes de log de auditoria histérica sejam mantidas, vocé
pode copia-lo para o n6 de administracdo nao primario que vocé esta recuperando.

* O Admin Node recuperado deve ser instalado e em execugao.

* Vocé deve ter copiado os logs de auditoria para outro local depois que o né Admin original falhou.

Se um no6 Admin falhar, os logs de auditoria salvos nesse né Admin s&o potencialmente perdidos. Pode ser
possivel preservar dados de perda copiando logs de auditoria do né de administragdo com falha e restaurando
esses logs de auditoria para o n6 de administracado recuperado. Dependendo da falha, talvez nao seja
possivel copiar logs de auditoria do n6 de administragdo com falha. Nesse caso, se a implantagao tiver mais
de um no6 Admin, vocé podera recuperar logs de auditoria de outro né6 Admin a medida que os logs de
auditoria sao replicados para todos os nés Admin.

Se houver apenas um n6é Admin e o log de auditoria ndo puder ser copiado do n6é com falha, o n6 Admin
recuperado inicia a gravacao de eventos para o log de auditoria como se a instalagdo fosse nova.

Vocé deve recuperar um né Admin o mais rapido possivel para restaurar a funcionalidade de log.

1. Faga login no n6 de administragéo recuperado:

a. Digite o seguinte comando ssh admin@recovery Admin Node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.

C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Depois de iniciar sessdo como root, o aviso muda de $ para #.
2. Verifique quais arquivos de auditoria foram preservados:
cd /var/local/audit/export

3. Copie os arquivos de log de auditoria preservados para o Admin Node recuperado:
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scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
Quando solicitado, insira a senha para admin.

4. Para segurancga, exclua os logs de auditoria do n6 de grade com falha depois de verificar se eles foram
copiados com sucesso para o nd de administracao recuperado.

5. Atualize as configuragdes de usuario e grupo dos arquivos de log de auditoria no Admin Node recuperado:
chown ams-user:bycast *
6. Faga logout como root: exit

Vocé também deve restaurar qualquer acesso de cliente pré-existente ao compartilhamento de auditoria. Para
obter mais informacgodes, consulte as instrugdes para administrar o StorageGRID.

Informacgdes relacionadas
"Administrar o StorageGRID"

Redefinir o remetente preferido no n6 de administragdao nao primario recuperado

Se o n6 de administracdo ndo primario que esta a recuperar estiver atualmente definido
como o remetente preferido de notificacdes de alerta, notificacbes de alarme e
mensagens AutoSupport, tem de reconfigurar esta definicdo no sistema StorageGRID.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Vocé deve ter permissdes de acesso especificas.

* O Admin Node recuperado deve ser instalado e em execugao.
Passos
1. Selecione Configuragao > Configuragcdes do sistema > Opgoes de exibigao.
2. Selecione o Admin Node recuperado na lista suspensa Preferred Sender.
3. Clique em aplicar alteragoes.

Informacgdes relacionadas
"Administrar o StorageGRID"

Restaurando o banco de dados Admin Node ao recuperar um Admin Node nao primario

Se vocé quiser manter as informacgdes histéricas sobre atributos, alarmes e alertas em
um no de administragao nao primario que falhou, vocé pode restaurar o banco de dados
do n6 de administragcdo do né principal.

* O Admin Node recuperado deve ser instalado e em execugao.

* O sistema StorageGRID deve incluir pelo menos dois nds de administragao.
* Tem de ter o Passwords. txt ficheiro.

* Vocé deve ter a senha de provisionamento.

Se um no Admin falhar, as informagdes histéricas armazenadas em seu banco de dados Admin Node seréo
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perdidas. Esta base de dados inclui as seguintes informagdes:

» Histoérico de alertas
» Histdérico de alarmes

» Dados de atributos historicos, que s&o usados nos graficos e relatérios de texto disponiveis na pagina
suporte Ferramentas topologia de Grade.

Quando voceé recupera um Admin Node, o processo de instalagdo do software cria um banco de dados Admin
Node vazio no n6 recuperado. No entanto, o novo banco de dados inclui apenas informacdes para servidores
e servigos que atualmente fazem parte do sistema ou adicionados posteriormente.

Se vocé restaurou um no6 de administracdo ndo primario, vocé podera restaurar as informacgdes historicas
copiando o banco de dados do né de administragao do no6 principal (o né de administragdo de origem) para o
no recuperado.

@ Copiar o banco de dados Admin Node pode levar varias horas. Alguns recursos do Gerenciador
de Grade ficarao indisponiveis enquanto os servigos forem interrompidos no né de origem.
1. Faga login no n6 de administragéo de origem:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

2. Execute o seguinte comando a partir do Admin Node de origem. Em seguida, insira a senha de
provisionamento, se solicitado. recover—-access-points

3. No Admin Node de origem, pare o servigo Ml: service mi stop

4. No Admin Node de origem, pare o servigo Management Application Program Interface (mgmt-api):
service mgmt-api stop

5. Execute as seguintes etapas no n6é de administragéo recuperado:
a. Faga login no n6 de administragéo recuperado:
i. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Parar o servico MI: service mi stop
C. Pare o servico mgmt-api: service mgmt-api stop
d. Adicione a chave privada SSH ao agente SSH. Introduza:ssh-add
€. Insira a senha de acesso SSH listada no Passwords. txt arquivo.

f. Copie o banco de dados do Admin Node de origem para o Admin Node recuperado:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Quando solicitado, confirme se vocé deseja substituir o banco de dados Ml no Admin Node
recuperado.
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O banco de dados e seus dados histéricos séo copiados para o Admin Node recuperado. Quando a
operagao de copia é concluida, o script inicia 0 nd Admin recuperado.

h. Quando vocé nao precisar mais de acesso sem senha a outros servidores, remova a chave privada do
agente SSH. Introduza:ssh-add -D

6. Reinicie os servigos no Admin Node de origem: service servermanager start

Restaurando métricas Prometheus ao recuperar um né Admin nao primario

Opcionalmente, vocé pode manter as métricas historicas mantidas pelo Prometheus em
um n6 Admin n&o primario que falhou.

* O Admin Node recuperado deve ser instalado e em execugao.
* O sistema StorageGRID deve incluir pelo menos dois nds de administragao.
* Tem de ter o Passwords. txt ficheiro.

* Vocé deve ter a senha de provisionamento.

Se um no6 Admin falhar, as métricas mantidas no banco de dados Prometheus no né Admin seréo perdidas.
Quando vocé recupera o Admin Node, o processo de instalagdo do software cria um novo banco de dados
Prometheus. Depois que o né de administragdo recuperado ¢€ iniciado, ele Registra as métricas como se vocé
tivesse executado uma nova instalagao do sistema StorageGRID.

Se vocé restaurou um n6 Admin n&o primario, vocé podera restaurar as métricas histéricas copiando o banco
de dados Prometheus do n6 Admin primario (o source Admin Node) para o né Admin recuperado.

Copiar o banco de dados Prometheus pode levar uma hora ou mais. Alguns recursos do
@ Gerenciador de Grade ficarao indisponiveis enquanto os servigos forem interrompidos no
Admin Node de origem.
1. Faca login no né de administragao de origem:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
2. No Admin Node de origem, pare o servigo Prometheus: service prometheus stop

3. Execute as seguintes etapas no n6 de administragédo recuperado:

a. Faca login no n6 de administragcéo recuperado:
. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Pare o servico Prometheus: service prometheus stop

C. Adicione a chave privada SSH ao agente SSH. Introduza:ssh-add
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d. Insira a senha de acesso SSH listada no Passwords. txt arquivo.

e. Copie o banco de dados Prometheus do né Admin de origem para o nd Admin recuperado:
/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. Quando solicitado, pressione Enter para confirmar que deseja destruir o novo banco de dados
Prometheus no né Admin recuperado.

O banco de dados Prometheus original e seus dados historicos sao copiados para o Admin Node
recuperado. Quando a operagado de copia é concluida, o script inicia o né Admin recuperado. E
apresentado o seguinte estado:

Banco de dados clonado, iniciando servigos

a. Quando vocé nao precisar mais de acesso sem senha a outros servidores, remova a chave privada do
agente SSH. Introduza:ssh-add -D

4. Reinicie o servigo Prometheus no Admin Node de origem.service prometheus start

Recuperando-se de falhas do Gateway Node

Vocé deve concluir uma sequéncia de tarefas na ordem exata para recuperar de uma
falha do Gateway Node.
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Prepare for node recovery.

v

Replace node.

VMware SEF.-.I'ICES Linux
appliance

Cormrective
actions taken when
restoring node?

See the
“What next?"”
section for details.

Recoveryis
complete.

Yes

—force flag
l force-recovery

Select Start Recovery to

> configure the Gateway Node

Informacgdes relacionadas
"Aparelhos de servigos SG100 SG1000"

Passos

+ "Substituindo um né6 de gateway"

* "Selecione Iniciar recuperacgao para configurar um n6 de gateway"

Substituindo um né de gateway

Vocé pode substituir um n6 de gateway com falha por um né de gateway executado no
mesmo hardware fisico ou virtual, ou pode substituir um n6é de gateway em execugao em
VMware ou em um host Linux por um n6 de gateway hospedado em um dispositivo de
servigos.

O procedimento de substituicdo do n6 que vocé deve seguir depende de qual plataforma sera usada pelo né

de substituigdo. Depois de concluir o procedimento de substituicao do n6 (que é adequado para todos os tipos
de no), esse procedimento ira direciona-lo para a proxima etapa para a recuperagéo do n6 de gateway.
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Plataforma de substituigao Procedimento

VMware "Substituindo um né VMware"

Linux "Substituindo um n¢é Linux"

Aparelhos de servigos SG100 e "Substituir um dispositivo de servigos"

SG1000

OpenStack Os arquivos e scripts de disco de maquina virtual fornecidos pela

NetApp para OpenStack ndo sao mais compativeis com operagdes de
recuperagao. Se VOCé precisar recuperar um ndé em execugao em uma
implantacdao OpenStack, baixe os arquivos para seu sistema
operacional Linux. Em seguida, siga o procedimento para substituir um
no Linux.

Selecione Iniciar recuperagao para configurar um né de gateway

Depois de substituir um n6 de gateway, vocé deve selecionar Iniciar recuperagao no
Gerenciador de Grade para configurar o novo né como um substituto para o né com
falha.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

» Tem de ter a permissdo Manutengéo ou Acesso root.
* Vocé deve ter a senha de provisionamento.

* Vocé deve ter implantado e configurado o n6 de substituigéo.

Passos
1. No Gerenciador de Grade, selecione Manutengao tarefas de Manutengao recuperagao.

2. Selecione o n6 de grade que vocé deseja recuperar na lista de nds pendentes.

Os nos aparecem na lista depois que eles falharem, mas vocé néo pode selecionar um no até que ele
tenha sido reinstalado e esteja pronto para recuperacao.

3. Introduza a frase-passe de aprovisionamento.

4. Clique em Iniciar recuperacgao.
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Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.
Pending Nodes
Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

5. Monitore o progresso da recuperagao na tabela Recovering Grid Node (Recovering Grid Node).

Enquanto o procedimento de recuperagao estiver em execugao, vocé pode clicar em Reset

@ para iniciar uma nova recuperagao. Uma caixa de dialogo Info (informacdes) é exibida,
indicando que o n6 sera deixado em um estado indeterminado se vocé redefinir o
procedimento.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Se pretender tentar novamente a recuperacao apos reiniciar o procedimento, tem de restaurar o né para
um estado pré-instalado, da seguinte forma:

Do you want to reset recovery?

o VMware: Exclua o n6 de grade virtual implantado. Em seguida, quando estiver pronto para reiniciar a
recuperagao, reimplante o no.

° * Linux*: Reinicie o né executando este comando no host Linux: storagegrid node force-
recovery node-name

o Appliance: Se vocé quiser repetir a recuperagao apos redefinir o procedimento, vocé deve restaurar o
né do dispositivo para um estado pré-instalado executando sgareinstall no noé.
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Informagodes relacionadas
"Preparacédo de um aparelho para reinstalacéo (apenas substituicdo da plataforma)"”

Recuperando-se de falhas do né de arquivamento

Vocé deve concluir uma sequéncia de tarefas na ordem exata para recuperar de uma
falha de n6 de arquivo.

Prepare for node recovery.

v

Replace node.
VMware Linux
No ) Yes
Linux host?
Corrective See the
actions taken when ReouerY s What next?’
restoring node? complete. section for details.
Yes
—force flag
l force-recovery
Select Start Recovery to

configure the Archive Node.

v

Reset connection to the
cloud.

Sobre esta tarefa
A recuperagao do né de arquivamento € afetada pelos seguintes problemas:

« Se a politica ILM estiver configurada para replicar uma Unica copia.
Em um sistema StorageGRID configurado para fazer uma Unica copia de objetos, uma falha de né de
arquivo pode resultar em uma perda irrecuperavel de dados. Se houver uma falha, todos esses objetos

sdo perdidos; no entanto, vocé ainda deve executar procedimentos de recuperagao para "limpar" seu
sistema StorageGRID e limpar as informagdes de objetos perdidos do banco de dados.
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» Se ocorrer uma falha do né de arquivamento durante a recuperag¢ao do né de storage.

Se 0 no de arquivo falhar ao processar recuperagcées em massa como parte de uma recuperagéo do né de
armazenamento, vocé deve repetir o procedimento para recuperar copias de dados de objeto para o n6 de
armazenamento desde o inicio para garantir que todos os dados de objeto recuperados do no6 de arquivo
sejam restaurados para o n6 de armazenamento.

Passos
* "Substituindo um n6 de arquivo"

« "Selecionar Iniciar recuperacgao para configurar um no de arquivo"

» "Redefinir a conexdo do Archive Node a nuvem"

Substituindo um né de arquivo
Para recuperar um né de arquivo, vocé deve primeiro substituir o né.

Vocé deve selecionar o procedimento de substituicdo do no6 para sua plataforma. As etapas para substituir um
no sao as mesmas para todos os tipos de nos de grade.

Plataforma Procedimento

VMware "Substituindo um né VMware"

Linux "Substituindo um né Linux"

OpenStack Os arquivos e scripts de disco de maquina virtual fornecidos pela

NetApp para OpenStack ndo sao mais compativeis com operagdes de
recuperacdo. Se vocé precisar recuperar um nd em execugao em uma
implantacdo OpenStack, baixe os arquivos para seu sistema
operacional Linux. Em seguida, siga o procedimento para substituir um
no Linux.

Selecionar Iniciar recuperagao para configurar um né de arquivo

Depois de substituir um n6 de arquivo, vocé deve selecionar Iniciar recuperagao no
Gerenciador de Grade para configurar o novo né como um substituto para o né com
falha.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
* Tem de ter a permissao Manuteng¢ao ou Acesso root.
* Vocé deve ter a senha de provisionamento.

* Vocé deve ter implantado e configurado o n6 de substituigéo.

Passos

1. No Gerenciador de Grade, selecione Manutengao tarefas de Manutengao recuperagao.

2. Selecione o0 n6 de grade que vocé deseja recuperar na lista de nés pendentes.
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Os nos aparecem na lista depois que eles falharem, mas vocé nao pode selecionar um no até que ele
tenha sido reinstalado e esteja pronto para recuperacgao.

3. Introduza a frase-passe de aprovisionamento.

4. Clique em Iniciar recuperacgao.

Recovery

Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.
Pending Nodes

Search Q
Name 11 IPv4 Address IT State 1T Recoverable i
® 10421781 10.96.104. 217 Unknown v
Passphrase

Provisioning Passphrase | sessss

Start Recovery

5. Monitore o progresso da recuperagao na tabela Recovering Grid Node (Recovering Grid Node).

Enquanto o procedimento de recuperagao estiver em execugao, vocé pode clicar em Reset

@ para iniciar uma nova recuperac¢ao. Uma caixa de dialogo Info (informacdes) é exibida,

indicando que o n6 sera deixado em um estado indeterminado se vocé redefinir o
procedimento.

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

* For Viware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.

» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Do you want to reset recovery?

Se pretender tentar novamente a recuperagao apos reiniciar o procedimento, tem de restaurar o n6 para
um estado pré-instalado, da seguinte forma:

o VMware: Exclua o n6 de grade virtual implantado. Em seguida, quando estiver pronto para reiniciar a
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recuperagao, reimplante o noé.

° * Linux*: Reinicie o n6 executando este comando no host Linux: storagegrid node force-
recovery node-name

Redefinir a conexao do Archive Node a nuvem

Depois de recuperar um n6 de arquivo que segmenta a nuvem atraves da APl S3, vocé
precisa modificar as configuracdes para redefinir as conexdes. Um alarme de Estado de
replicagao de saida (ORSU) é acionado se o né de arquivo n&o conseguir recuperar
dados de objeto.

@ Se o0 seu n6 de arquivo se conetar ao armazenamento externo por meio do middleware TSM, o
no sera redefinido automaticamente e vocé nao precisara reconfigurar.

O que vocé vai precisar
Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Target.
3. Edite o campo chave de acesso inserindo um valor incorreto e clique em aplicar alteragdes.

4. Edite o campo chave de acesso inserindo o valor correto e clique em aplicar alteragoes.

Todos os tipos de nés de grade: Substituindo um né VMware

Quando vocé recupera um no StorageGRID com falha que foi hospedado no VMware,
vocé deve remover o n6 com falha e implantar um né de recuperacao.

O que vocé vai precisar
Vocé deve ter determinado que a maquina virtual ndo pode ser restaurada e deve ser substituida.

Sobre esta tarefa

Vocé usa o VMware vSphere Web Client para remover primeiro a maquina virtual associada ao né de grade
com falha. Em seguida, vocé pode implantar uma nova maquina virtual.

Este procedimento é apenas uma etapa no processo de recuperagao do né de grade. O procedimento de
remogao e implantacéo de nds € o mesmo para todos os no6s da VMware, incluindo nés de administragéo, nds
de storage, nos de gateway e nos de arquivamento.

Passos
1. Faga login no VMware vSphere Web Client.

2. Navegue para a maquina virtual com falha no né de grade.
3. Anote todas as informagdes necessarias para implantar o né de recuperagao.

a. Cliqgue com o botao direito do Mouse na maquina virtual, selecione a guia Editar configuragoes e
observe as configuragbes em uso.

b. Selecione a guia vApp Options para exibir e gravar as configuragbes de rede do né de grade.

4. Se o n6 de grade com falha for um né de armazenamento, determine se algum dos discos rigidos virtuais
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usados para armazenamento de dados nao esta danificado e preserve-os para refixagdo ao no de grade
recuperado.

5. Desligue a maquina virtual.
6. Selecione agdes > todas as agoes do vCenter > Excluir do disco para excluir a maquina virtual.

7. Implante uma nova maquina virtual para ser o n6 de substituicdo e conete-a a uma ou mais redes
StorageGRID.

Ao implantar o nd, vocé pode opcionalmente remapear as portas dos nés ou aumentar as configuragdes
de CPU ou memodria.

Depois de implantar o novo ng, vocé pode adicionar novos discos virtuais de acordo com
seus requisitos de armazenamento, reanexar quaisquer discos rigidos virtuais preservados
do no de grade com falha removido anteriormente ou ambos.

Para obter instrucdes:
"Instale o VMware" > implantando um né StorageGRID como uma maquina virtual
8. Conclua o procedimento de recuperacao do nd, com base no tipo de né que esta a recuperar.

Tipo de né Va para

N6 de administracao principal "Configurar o n6 de administracao principal de substituicao"

N6 de administragdo ndo primario "Selecionando Iniciar recuperacao para configurar um no de
administracdo nao primario"

N6 de gateway "Selecione Iniciar recuperagao para configurar um n6 de gateway"

No6 de storage "Selecionando Iniciar recuperagao para configurar um né de
armazenamento”

N6 de arquivo "Selecionar Iniciar recuperagéo para configurar um né de arquivo”

Todos os tipos de né de grade: Substituindo um né Linux

Se uma falha exigir que vocé implante um ou mais novos hosts fisicos ou virtuais ou
reinstale o Linux em um host existente, vocé deve implantar e configurar o host de
substituicdo antes de recuperar o n6 da grade. Este procedimento é uma etapa do
processo de recuperagao do no de grade para todos os tipos de nés de grade.

"Linux" refere-se a uma implantagdo Red Hat Enterprise Linux, Ubuntu, CentOS ou Debian. Use a ferramenta
Matriz de interoperabilidade do NetApp para obter uma lista de versdes suportadas.

Este procedimento sé é executado como uma etapa no processo de recuperacéo de nos de storage baseados
em software, nés de administracdo primarios ou nao primarios, noés de gateway ou nés de arquivamento. As
etapas sao idénticas independentemente do tipo de né de grade que vocé esta recuperando.

Se mais de um né de grade estiver hospedado em um host Linux fisico ou virtual, vocé podera recuperar os
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nos de grade em qualquer ordem. No entanto, a recuperagao de um n6é Admin primario primeiro, se presente,
impede que a recuperagao de outros nos de grade pare, pois eles tentam entrar em Contato com o n6 Admin
primario para se Registrar para recuperagao.

1. "Implantando novos hosts Linux"

2. "Restaurando nés de grade para o host"

3. "O que vem a seguir: Executando etapas adicionais de recuperagéo, se necessario"

Informacgdes relacionadas
"Ferramenta de Matriz de interoperabilidade do NetApp"

Implantando novos hosts Linux

Com algumas excecdes, vocé prepara os novos hosts como fez durante o processo de
instalacao inicial.

Para implantar hosts Linux novos ou reinstalados fisicos ou virtuais, siga o procedimento para preparar os
hosts nas instrugdes de instalagdo do StorageGRID para o seu sistema operacional Linux.

Este procedimento inclui etapas para realizar as seguintes tarefas:

1. Instale o Linux.

2. Configure a rede host.

3. Configurar o armazenamento do host.
4. Instale o Docker.
5

. Instale o servigo de host do StorageGRID.

@ Pare depois de concluir a tarefa "Instalar o servico de host do StorageGRID" nas instru¢des
de instalagédo. Nao inicie a tarefa "implantando nés de grade".

Ao executar estas etapas, observe as seguintes diretrizes importantes:

* Certifique-se de usar os mesmos nomes de interface de host usados no host original.

» Se vocé usar o storage compartilhado para oferecer suporte aos nés do StorageGRID ou tiver movido
algumas ou todas as unidades de disco ou SSDs dos nés com falha para os nos de substituigéo, sera
necessario restabelecer os mesmos mapeamentos de storage que estavam presentes no host original.
Por exemplo, se vocé usou WWIDs e aliases /etc/multipath.conf como recomendado nas
instrucdes de instalacao, certifique-se de usar os mesmos pares alias/WWID no /etc/multipath.conf
host de substituic&o.

* Se 0 no StorageGRID usar o storage atribuido a partir de um sistema NetApp AFF, confirme se o volume
nao tem uma politica de disposicdo em camadas do FabricPool habilitada. A desativagao da disposicao
em camadas do FabricPool para volumes usados com nés do StorageGRID simplifica a solugdo de
problemas e as operacdes de storage.

Nunca use o FabricPool para categorizar dados relacionados ao StorageGRID de volta ao
préprio StorageGRID. A disposicdo em camadas de dados do StorageGRID de volta para o
StorageGRID aumenta a complexidade operacional e a solugédo de problemas.

Informacgdes relacionadas
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"Instale o Red Hat Enterprise Linux ou CentOS"

"Instale Ubuntu ou Debian"

Restaurando nés de grade para o host

Para restaurar um né de grade com falha para um novo host Linux, vocé restaura o
arquivo de configuragdo do n6 usando os comandos apropriados.

Ao fazer uma nova instalagédo, vocé cria um arquivo de configuragdo de né para cada no6 de grade a ser
instalado em um host. Ao restaurar um n6 de grade para um host de substituicdo, vocé restaura ou substitui o
arquivo de configuragdo do n6 para qualquer n6 de grade com falha.

Se algum volume de armazenamento de bloco tiver sido preservado do host anterior, talvez seja necessario
executar procedimentos de recuperagao adicionais. Os comandos nesta secdo ajudam a determinar quais
procedimentos adicionais sao necessarios.

Passos

+ "Restauracéo e validagéo de nds de grade"
* "Iniciando o servi¢o de host do StorageGRID"

» "Recuperando nés que ndo iniciam normalmente”

Restauracao e validagao de nés de grade

Vocé deve restaurar os arquivos de configuracédo de grade para todos os nés de grade
com falha e, em seguida, validar os arquivos de configuragcdo de grade e resolver
quaisquer erros.

Sobre esta tarefa

Vocé pode importar qualquer n6 de grade que deve estar presente no host, desde que seu /var/local
volume nao tenha sido perdido como resultado da falha do host anterior. Por exemplo, o /var/local volume
ainda pode existir se vocé usou armazenamento compartilhado para volumes de dados do sistema
StorageGRID, conforme descrito nas instru¢des de instalagdo do StorageGRID para o seu sistema
operacional Linux. A importagao do no restaura o arquivo de configuragdo do no para o host.

Se nao for possivel importar nés ausentes, vocé deve recriar seus arquivos de configuragao de grade.

Em seguida, vocé deve validar o arquivo de configuragao de grade e resolver quaisquer problemas de rede ou
armazenamento que possam ocorrer antes de reiniciar o StorageGRID. Quando vocé cria novamente o
arquivo de configuragédo para um nd, vocé deve usar 0 mesmo nome para o no de substituicdo usado para o
né que vocé esta recuperando.

Consulte as instrucdes de instalacao para obter mais informacdes sobre a localizagdo /var/local do
volume de um né.

Passos

1. Na linha de comando do host recuperado, liste todos os nés de grade StorageGRID configurados
atualmente:sudo storagegrid node list

Se nenhum né de grade estiver configurado, ndo havera saida. Se alguns nds de grade estiverem
configurados, espere a saida no seguinte formato:

104


https://docs.netapp.com/pt-br/storagegrid-115/rhel/index.html
https://docs.netapp.com/pt-br/storagegrid-115/ubuntu/index.html

Name Metadata-Volume

dcl-adml /dev/mapper/sgws—-adml-var-local
dcl-gwl /dev/mapper/sgws—-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws-arcl-var—-local

Se alguns ou todos os nds de grade que devem ser configurados no host ndo estiverem listados, vocé
precisara restaurar os nos de grade ausentes.

2. Para importar nés de grade que tém um /var/local volume:

a. Execute o seguinte comando para cada n6 que vocé deseja importar:sudo storagegrid node
import node-var-local-volume-path

O storagegrid node import comando s é bem-sucedido se o no de destino foi desligado de
forma limpa no host no qual foi executado pela ultima vez. Se esse nao for o caso, vocé observara um
erro semelhante ao seguinte:

This node (node-name) appears to be owned by another host (UUID host-uuid).
Use the --force flag if you are sure import is safe.

a. Se voceé vir o erro sobre o n6 sendo de propriedade de outro host, execute o comando novamente com
0 ——force sinalizador para concluir a importacdo:sudo storagegrid --force node import
node-var-local-volume-path

Todos os nds importados com 0 —--force sinalizador exigiréo etapas de recuperagao
@ adicionais antes que eles possam voltar a se juntar a grade, conforme descrito em
""executando etapas de recuperacao adicionais, se necessario".

3. Para nos de grade que ndo tém um /var/local volume, recrie o arquivo de configuragéo do né para
restaura-lo para o host.

Siga as diretrizes em ""criando arquivos de configuragdo de né"" nas instrugdes de instalagao.

Quando vocé cria novamente o arquivo de configuragdo para um noé, vocé deve usar o
mesmo nome para o no de substituicdo usado para o né que vocé esta recuperando. Para
implantagdes Linux, verifique se 0 nome do arquivo de configuragdo contém o nome do no.
@ Vocé deve usar as mesmas interfaces de rede, bloquear mapeamentos de dispositivos e
enderecos IP quando possivel. Essa pratica minimiza a quantidade de dados que precisa
ser copiada para o n6 durante a recuperagao, o que pode tornar a recuperacao
significativamente mais rapida (em alguns casos, minutos em vez de semanas).

Se vocé usar quaisquer novos dispositivos de bloco (dispositivos que o né StorageGRID
nao usou anteriormente) como valores para qualquer uma das variaveis de configuragao

@ que comegam BLOCK_ DEVICE quando vocé esta recriando o arquivo de configuragdo
para um no, certifique-se de seguir todas as diretrizes em "'corrigir erros de dispositivo de
bloco ausente.™
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4. Execute o seguinte comando no host recuperado para listar todos os nés do StorageGRID.
sudo storagegrid node list

5. Valide o arquivo de configuragédo de n6 para cada n6 de grade cujo nome foi mostrado na saida da lista de
nos do StorageGRID:

sudo storagegrid node validate node-name

Vocé deve resolver quaisquer erros ou avisos antes de iniciar o servigo host do StorageGRID. As se¢des a
seguir fornecem mais detalhes sobre erros que podem ter significado especial durante a recuperagéo.

Informacgdes relacionadas

"Instale o Red Hat Enterprise Linux ou CentOS"
"Instale Ubuntu ou Debian"

"Correcao de erros de interface de rede em falta"
"Correcgao de erros de dispositivo de bloco em falta"

"O que vem a seguir: Executando etapas adicionais de recuperagao, se necessario"

Corregao de erros de interface de rede em falta

Se a rede host ndo estiver configurada corretamente ou se um nome estiver incorreto,
ocorrera um erro quando o StorageGRID verificar o mapeamento especificado no
/etc/storagegrid/nodes/node-name.conf arquivo.

Vocé pode ver um erro ou aviso correspondente a este padrao:

Checking configuration file '/etc/storagegrid/nodes/node-name.conf para o né node-
name...» ERROR: node-name: GRID NETWORK TARGET = host-interface-name Node-name:
Interface 'host-interface-name' néao existe

O erro pode ser reportado para a rede de Grade, a rede Admin ou a rede Cliente. Esse erro significa que o
/etc/storagegrid/nodes/node-name.conf arquivo mapeia a rede StorageGRID indicada para a
interface do host chamada host-interface-name, mas ndo ha nenhuma interface com esse nome no host
atual.

Se voceé receber esse erro, verifique se vocé concluiu as etapas em "implantar novos hosts Linux". Use os
mesmos nomes para todas as interfaces de host que foram usadas no host original.

Se vocé ndo conseguir nomear as interfaces do host para corresponder ao arquivo de configuragdo do no,
vocé pode editar o arquivo de configuragao do no e alterar o valor do GRID_network TARGET,
ADMIN_network_ TARGET ou CLIENT_network TARGET para corresponder a uma interface de host
existente.

Certifigue-se de que a interface do host forneca acesso a porta de rede fisica ou VLAN apropriada e que a
interface nao faga referéncia direta a um dispositivo de ligagao ou ponte. Vocé deve configurar uma VLAN (ou
outra interface virtual) em cima do dispositivo de ligagao no host ou usar um par bridge e Ethernet virtual
(vete).
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Informagdes relacionadas

"Implantando novos hosts Linux"

Corregao de erros de dispositivo de bloco em falta

O sistema verifica se cada né recuperado mapeia para um arquivo especial valido de
dispositivo de bloco ou um softlink valido para um arquivo especial de dispositivo de
bloco. Se o StorageGRID encontrar mapeamento invalido no
/etc/storagegrid/nodes/node-name.conf arquivo, um erro de dispositivo de
bloco ausente sera exibido.

Se observar um erro correspondente a este padrao:

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-
name.. ERROR: node-name: BLOCK DEVICE PURPOSE = path-name node-name: path-name nao existe

Isso significa que /etc/storagegrid/nodes/node-name.conf mapeia o dispositivo de bloco usado por
node-name para FINS para o caminho-nome dado no sistema de arquivos Linux, mas ndo ha um arquivo
especial valido de dispositivo de bloco ou softlink para um arquivo especial de dispositivo de bloco, nesse
local.

Verifique se vocé concluiu as etapas em ""implantando novos hosts Linux"". Use os mesmos nomes de
dispositivos persistentes para todos os dispositivos de bloco que foram usados no host original.

Se vocé ndo conseguir restaurar ou recriar o arquivo especial de dispositivo de bloco ausente, vocé pode
alocar um novo dispositivo de bloco com o tamanho e categoria de armazenamento apropriados e editar o
arquivo de configuragéo de no para alterar o valor de block_ DEVICE_PURPOSE para apontar para o novo
arquivo especial de dispositivo de bloco.

Determine o tamanho e a categoria de armazenamento apropriados nas tabelas na sec¢ao "requisitos de
armazenamento" das instru¢des de instalagao do seu sistema operacional Linux. Revise as recomendacdes
em ""Configurando o armazenamento do host™ antes de prosseguir com a substituicdo do dispositivo de
bloco.

Se vocé precisar fornecer um novo dispositivo de armazenamento de bloco para qualquer uma
das variaveis de arquivo de configuragdo comegando com BLOCK_DEVICE_porque o
dispositivo de bloco original foi perdido com o host com falha, verifique se 0 novo dispositivo de

@ bloco esta desformatado antes de tentar outros procedimentos de recuperagao. O novo
dispositivo de bloco sera desformatado se vocé estiver usando armazenamento compartilhado
e tiver criado um novo volume. Se vocé nao tiver certeza, execute o seguinte comando contra
qualquer novo dispositivo de armazenamento de bloco arquivos especiais.

Execute o seguinte comando apenas para novos dispositivos de armazenamento de bloco. Nao

@ execute este comando se vocé acredita que o armazenamento de bloco ainda contém dados
validos para o n6 que esta sendo recuperado, pois quaisquer dados no dispositivo serdo
perdidos.

sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

Informacgdes relacionadas
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"Implantando novos hosts Linux"
"Instale o Red Hat Enterprise Linux ou CentOS"
"Instale Ubuntu ou Debian"

Iniciando o servigo de host do StorageGRID

Para iniciar seus nés do StorageGRID e garantir que eles sejam reiniciados apds uma
reinicializagao do host, vocé deve habilitar e iniciar o servigo de host do StorageGRID.

1. Execute os seguintes comandos em cada host:
sudo systemctl enable storagegrid
sudo systemctl start storagegrid
2. Execute o seguinte comando para garantir que a implantagdo esta em andamento:
sudo storagegrid node status node-name
Para qualquer n6 que retorna um status de ndo-execugéao ou parado, execute o seguinte comando:

sudo storagegrid node start node-name

3. Se vocé ja ativou e iniciou o servigo de host StorageGRID (ou se nao tiver certeza se o servigo foi ativado
e iniciado), execute também o seguinte comando:

sudo systemctl reload-or-restart storagegrid

Recuperando nés que nao iniciam normalmente

Se um no StorageGRID né&o se juntar novamente a grade normalmente e ndo aparecer
como recuperavel, ele pode estar corrompido. Vocé pode for¢ar o né para o modo de
recuperacao.

Para forcar o n6 para o modo de recuperagao:

sudo storagegrid node force-recovery node-name

Antes de emitir este comando, confirme se a configuragdo de rede do no esta correta; pode ter
falhado em reingressar na grade devido a mapeamentos de interface de rede incorretos ou um
endereco IP ou gateway de rede de Grade incorreto.

@ Depois de emitir o storagegrid node force-recovery node-name comando, vocé deve
executar etapas adicionais de recuperagao para node-name.

Informacgodes relacionadas

"O que vem a seguir: Executando etapas adicionais de recuperacdo, se necessario"
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O que vem a seguir: Executar etapas adicionais de recuperacao, se necessario

Dependendo das acdes especificas que vocé executou para executar os nos do
StorageGRID no host de substituicéo, talvez seja necessario executar etapas adicionais

de recuperacéao para cada no.

A recuperagao do no6 esta concluida se vocé néo precisar tomar nenhuma agéao corretiva enquanto vocé
substituiu o host Linux ou restaurou o n6 de grade com falha para o novo host.

Acoes corretivas e proximas etapas

Durante a substituicdo do no, talvez seja necessario executar uma destas agdes corretivas:

* Vocé teve que usar o --force sinalizador para importar o no.

* Para qualquer <PURPOSE>, 0 valor BLOCK DEVICE <PURPOSE> da variavel de arquivo de configuragéo
refere-se a um dispositivo de bloco que ndo contém os mesmos dados que fez antes da falha do host.

* Vocé emitiu storagegrid node force-recovery node-name para o no.

* Vocé adicionou um novo dispositivo de bloco.

Se vocé tomou alguma dessas agdes corretivas, vocé deve executar etapas adicionais de recuperagao.

Tipo de recuperagao

N6 de administragao principal

N6 de administragao ndo primario

N6 de gateway

N6 de arquivo

No de storage (baseado em software):

* Se vocé tivesse que usar o --force sinalizador
para importar o no, ou vocé emitiu storagegrid
node force-recovery node-name

» Se vocé teve que fazer uma reinstalagao
completa do n6 ou vocé precisava restaurar
/var/local

Préximo passo

"Configurar o n6 de administragéo principal de
substituicao"

"Selecionando Iniciar recuperagao para configurar um
no de administracao nao primario"

"Selecione Iniciar recuperagao para configurar um né
de gateway"

"Selecionar Iniciar recuperagao para configurar um no
de arquivo"

"Selecionando Iniciar recuperagao para configurar um
no de armazenamento”
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Tipo de recuperagao Préximo passo

N6 de storage (baseado em software): "Recuperando-se de uma falha do volume de storage
em que a unidade do sistema esta intacta"
» Se vocé adicionou um novo dispositivo de bloco.

* Se, para qualquer <PURPOSE>, 0 valor
BLOCK DEVICE <PURPOSE> da variavel de
arquivo de configuragéo se referir a um
dispositivo de bloco que ndo contém os mesmos
dados que fez antes da falha do host.

Substituindo um n6é com falha por um dispositivo de servigos

Vocé pode usar um dispositivo de servicos SG100 ou SG1000 para recuperar um né de
gateway com falha, um né de administrador ndo primario com falha ou um né de
administrador principal com falha hospedado em VMware, um host Linux ou um
dispositivo de servigos. Este procedimento € uma etapa do procedimento de
recuperagao do né de grade.

O que vocé vai precisar
* Vocé deve ter determinado que uma das seguintes situagdes é verdadeira:

o A'maquina virtual que hospeda o né néo pode ser restaurada.
> O host fisico ou virtual do Linux para o n6é de grade falhou e deve ser substituido.
> O dispositivo de servigos que hospeda o n6 de grade deve ser substituido.

* Vocé deve certificar-se de que a versao do Instalador de dispositivos StorageGRID no utilitario de servigos
corresponde a versao de software do seu sistema StorageGRID, conforme descrito em instalagéo e
manutencao de hardware para verificar e atualizar a versao do Instalador de dispositivos StorageGRID.

"Aparelhos de servicos SG100 SG1000"

@ Nao implante um dispositivo de servigo SG100 e SG1000 no mesmo local. Pode resultar em
performance imprevisivel.

Sobre esta tarefa
Vocé pode usar um dispositivo de servigos SG100 ou SG1000 para recuperar um né de grade com falha nos

seguintes casos:
* O n6 com falha foi hospedado no VMware ou Linux (mudanga de plataforma)

» O n6 com falha foi hospedado em um dispositivo de servigos (substituicdo da plataforma)

Passos
« "Instalar um dispositivo de servigos (apenas mudanga de plataforma)"

* "Preparagao de um aparelho para reinstalagéo (apenas substituigdo da plataforma)"
* "Iniciar a instalacao de software em um dispositivo de servigos"

* "Instalac&o do dispositivo de servicos de monitoramento”
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Instalar um dispositivo de servicos (apenas mudanca de plataforma)

Quando vocé estiver recuperando um né de grade com falha hospedado no VMware ou
em um host Linux e estiver usando um dispositivo de servicos SG100 ou SG1000 para o
no de substituicdo, primeiro instale o novo hardware do dispositivo usando 0 mesmo
nome do né que o n6é com falha.

Vocé deve ter as seguintes informagdes sobre o n6 com falha:

* Nome do né: Vocé deve instalar o utilitario de servigos usando o mesmo nome do né que o né com falha.

* Enderecos IP: Vocé pode atribuir ao utilitario de servicos os mesmos enderecos IP que o n6é com falha,
que é a opgao preferida, ou vocé pode selecionar um novo enderego IP ndo utilizado em cada rede.

Execute este procedimento somente se vocé estiver recuperando um né com falha hospedado no VMware ou
Linux e estiver substituindo-o por um né hospedado em um dispositivo de servicos.

1. Siga as instrugdes para instalar um novo dispositivo de servigos SG100 ou SG1000.

2. Quando for solicitado um nome de nd, use o nome do né do ndé com falha.

Informacgodes relacionadas
"Aparelhos de servicos SG100 SG1000"

Preparagao de um aparelho para reinstalagao (apenas substituicdo da plataforma)

Ao recuperar um no6 de grade hospedado em um dispositivo de servigos, primeiro vocé
precisa preparar o dispositivo para reinstalagao do software StorageGRID.

Execute este procedimento somente se vocé estiver substituindo um né com falha hospedado em um
dispositivo de servigos. Nao siga estas etapas se o né com falha tiver sido originalmente hospedado no
VMware ou em um host Linux.

1. Inicie sess&o no no6 da grelha com falha:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Prepare o aparelho para a instalagio do software StorageGRID. Introduza: sgareinstall

3. Quando solicitado a continuar, digite: y

O aparelho reinicializa e sua sessdo SSH termina. Normalmente, demora cerca de 5 minutos para que o
Instalador de dispositivos StorageGRID fique disponivel, embora em alguns casos vocé possa precisar
esperar até 30 minutos.

O utilitario de servigos é redefinido e os dados no né da grade ndo estdo mais acessiveis. Os enderegos

IP configurados durante o processo de instalagéo original devem permanecer intactos; no entanto, é
recomendavel que vocé confirme isso quando o procedimento for concluido.
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Depois de executar o sgareinstall comando, todas as contas, senhas e chaves SSH provisionadas
pelo StorageGRID séo removidas e novas chaves de host sdo geradas.

Iniciar a instalagao de software em um dispositivo de servigos

Para instalar um n6 de gateway ou n6 de administrador em um dispositivo de servigos
SG100 ou SG1000, use o Instalador de dispositivos StorageGRID, que esta incluido no
dispositivo.

O que vocé vai precisar
» O dispositivo deve ser instalado em um rack, conetado as redes e ligado.

* Os links de rede e enderegos IP devem ser configurados para o dispositivo usando o Instalador de
dispositivos StorageGRID.

» Se voceé estiver instalando um n6 de gateway ou um né de administrador nao primario, vocé sabera o
endereco IP do né de administrador principal para a grade StorageGRID.

» Todas as sub-redes de rede de grade listadas na pagina Configuragéo IP do Instalador de dispositivos
StorageGRID devem ser definidas na Lista de sub-redes de rede de grade no né de administragao
principal.

Para obter instrucdes para concluir estas tarefas de pré-requisito, consulte as instrugoes de instalagéo e
manuteng¢ao de um dispositivo de servicos SG100 ou SG1000.
* Vocé deve estar usando um navegador da Web compativel.

* Vocé deve saber um dos enderecos IP atribuidos ao dispositivo. Vocé pode usar o endereco IP da rede
Admin, da rede Grid ou da rede Client.

» Se vocé esta instalando um né de administrador principal, vocé tem os arquivos de instalagao Ubuntu ou
Debian para esta versédo do StorageGRID disponiveis.

Uma verséo recente do software StorageGRID é pré-carregada no equipamento de servigos
durante o fabrico. Se a versao pré-carregada do software corresponder a versédo que esta a
ser utilizada na implementagao do StorageGRID, ndo necessita dos ficheiros de instalagao.

Sobre esta tarefa
Para instalar o software StorageGRID em um dispositivo de servicos SG100 ou SG1000:

» Para um n6 de administracao principal, especifique 0 nome do n6 e, em seguida, carregue os pacotes de
software apropriados (se necessario).

* Para um no6 de administragdo nao primario ou um n6 de gateway, especifique ou confirme o endereco IP
do n6 de administracao principal e o nome do no.

* Inicie a instalagao e aguarde a medida que os volumes estao configurados e o software esta instalado.

* No decorrer do processo, a instalacéo ¢é interrompida. Para retomar a instalagdo, vocé deve entrar no
Gerenciador de Grade e configurar o n6 pendente como um substituto para o né com falha.

» Depois de configurar o nd, o processo de instalagdo do appliance é concluido e o appliance é
reinicializado.

Passos
1. Abra um navegador e insira um dos enderegos IP do dispositivo de servigos SG100 ou SG1000.
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A pagina inicial do instalador do dispositivo StorageGRID ¢ exibida.

NetApp” StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Installation Advanced -
Home
This Node
Mode type Gateway j
Mode name NetApp-SGA

Primary Admin Node connection

Enable Admin

Node discovery Uncheck to manually enter

the Primary Admin MNode [P

Connection state Admin Node discovery is in

progress
Installation
Current state Unable to start installation.
The Admin Mode connection
is not ready.

2. Para instalar um né de administragao principal:

a. Na secgao este no, para tipo de né, selecione Admin principal.

b. No campo Nome do né, insira 0 mesmo nome que foi usado para o né que vocé esta recuperando e
cligue em Salvar.

c. Na secéo Instalagao, verifique a versdo do software listada no estado atual

Se a versao do software que esta pronta para instalar estiver correta, avance para o Etapa de
instalagao.

d. Se vocé precisar fazer o upload de uma versao diferente do software, no menu Avangado, selecione
carregar software StorageGRID.
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A pagina carregar software StorageGRID é exibida.

NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking ~ Configure Hardware ~ IMonitor Installation Advanced v

Upload StorageGRID Software

If this node is the primary Admin Mode of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the
version of the software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by
uploading the installation package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains
the software from the grid's primary Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name None
Upload StorageGRID Installation Software

Package

Checksum File Browse

Software Browse

a. Clique em Procurar para carregar o Pacote de software e o Arquivo de soma de verificagao para o
software StorageGRID.

Os arquivos sao carregados automaticamente depois de seleciona-los.

b. Clique em Inicio para retornar a pagina inicial do instalador do StorageGRID Appliance.
3. Para instalar um n6 de gateway ou um né de administracdo nao primario:
a. Na secgao este no, para tipo de nd, selecione Gateway ou Admin nao primario, dependendo do tipo
de no6 que voceé esta restaurando.

b. No campo Nome do né, insira 0 mesmo nome que foi usado para o n6 que vocé esta recuperando e
clique em Salvar.

c. Na secado conexao né de administrador principal, determine se vocé precisa especificar o endereco IP
do no6 de administrador principal.

O Instalador do StorageGRID Appliance pode descobrir esse enderego IP automaticamente,
assumindo que o n6 de administrador principal, ou pelo menos um outro n6 de grade com ADMIN_IP
configurado, esta presente na mesma sub-rede.

d. Se este endereco IP nao for exibido ou vocé precisar altera-lo, especifique o enderego:
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Opcao Descrigao

Entrada de IP manual a. Desmarque a caixa de selegéo Ativar descoberta de né de
administrador.

b. Introduza o enderego IP manualmente.
c. Cliqgue em Salvar.

d. Aguarde enquanto o estado de conexao para o novo enderecgo |IP
se torna "pronto".

Detecgao automatica de todos os  a. Marque a caixa de sele¢do Enable Admin Node Discovery
nos de administragao principal (Ativar descoberta de n6 de administrador).

conetados b. Na lista de enderecos |IP descobertos, selecione o né de

administracao principal para a grade em que esse dispositivo de
servigos sera implantado.

c. Clique em Salvar.

d. Aguarde enquanto o estado de conexdo para o novo endereco IP
se torna "pronto".

4. na segéo Instalagdo, confirme se o estado atual esta Pronto para iniciar a instalagdo do nome do né6 e se
o botao Start Installation esta ativado.

Se o botado Start Installation (Iniciar instalagao) nao estiver ativado, podera ser necessario alterar a
configuragéo da rede ou as definicdes da porta. Para obter instrugdes, consulte as instrugdes de
instalacdo e manutencéo do seu aparelho.

5. Na pagina inicial do Instalador de dispositivos StorageGRID, clique em Iniciar instalagao.

O estado atual muda para ""Instalacao estd em andamento™ e a pagina Instalagdo do Monitor é exibida.

@ Se vocé precisar acessar a pagina Instalacédo do Monitor manualmente, clique em
Instalagao do Monitor na barra de menus.

Informacgdes relacionadas
"Aparelhos de servigcos SG100 SG1000"

Instalacao do dispositivo de servigos de monitoramento

O Instalador de dispositivos StorageGRID fornece o status até que a instalagao esteja
concluida. Quando a instalacido do software estiver concluida, o dispositivo &
reinicializado.

1. Para monitorar o progresso da instalagao, clique em Monitor Installation na barra de menus.

A pagina Instalagao do monitor mostra o progresso da instalagao.
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries

Configure installer

Install OS
3. Install StorageGRID Pending
4. Finalize installation Pending

A barra de status azul indica qual tarefa esta atualmente em andamento. As barras de estado verdes
indicam tarefas concluidas com éxito.

O instalador garante que as tarefas concluidas em uma instalagao anterior ndo sejam
@ executadas novamente. Se vocé estiver reexecutando uma instalagao, todas as tarefas que
nao precisam ser executadas novamente serdo mostradas com uma barra de status verde

pulado™.

e um status de

2. Reveja o progresso das duas primeiras fases de instalagao.
o 1. Configurar armazenamento

Durante este estagio, o instalador limpa qualquer configuragéo existente das unidades e configura as
configuragdes do host.

o 2. Instale o os

Durante esta fase, o instalador copia a imagem base do sistema operativo para o StorageGRID do n6
de administragdo principal para o dispositivo ou instala o sistema operativo base a partir do pacote de
instalagdo do n6 de administragéo principal.

3. Continue a monitorizar o progresso da instalagdo até que ocorra uma das seguintes situagoes:

o Para nds de Gateway de dispositivo ou nés de administragcédo de dispositivo ndo-primario, o estagio
Install StorageGRID ¢ pausado e uma mensagem € exibida no console incorporado, solicitando que
vocé aprove esse n6 no no de administrador usando o Gerenciador de grade.
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Home Configure Networking «

Monitor Installation

1. Configure storage

Install 0OS

o

[

Install StorageGRID

4. Finalize installation

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy
.3625661

[Z2017-07-31TZ22:

ontainer data
-07-31TZZ:
-A7-31T22:
-A7-31TZZ:

Q9:

12
12
H
12

12

12.

.3662051]
.3696331
.5115331

.0700961]

5763601

of node configuration

[Z2017-07-31T22
[2017-07-31T22
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2
-07-31T2Z
-07-31T22
-07-31T22
-07-31T2Z2
-07-31T2Z
-07-31T22

@9
109:
Q9:
@9
@9
109:
Q9:
@9
@9
109:
Q9:
@9

12
12
12
12
12
12
12
12
12
12
12
12

.5813631
.0850661
.5883141
.5918511
.5948861
.9983601
.6013241
.bE47591]
.bO7E00]
.6109851
.6145971
.b1BZ2821

min Node GHI to proceed...

Configure Hardware «

INFO

INFO
INFO
INFO

INFO

INFO

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

[IN3G]

[IN3G]
[INSG]
[INSG]

[IN3G]

[IN3G]

[IN3G]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]
[IN3G]
[INSG]
[INSG]
[INSG]

Monitor Installation Advanced -

Complete
Complete
Running
Pending

NOTICE: seeding ~svar~local with c

Fixing permissions
Enabling syslog
Stopping system logging: =syslog-n

Starting system logging: syslog-n

Beginning negotiation for downloa

Please approve this node on the A

o Para os nés de administragao principais do dispositivo, uma quinta fase (Load StorageGRID Installer)
€ exibida. Se a quinta fase estiver em andamento por mais de 10 minutos, atualize a pagina

manualmente.
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete

2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate
5. Load StorageGRID Installer Running
Step Progress Status

Starting StorageGRID Installer B_“ Do not refresh. You will be redirected when the installer is ready

4. Va para a proxima etapa do processo de recuperacgdo para o tipo de né de grade de dispositivo que vocé
esta recuperando.

Tipo de recuperagao Referéncia

N6 de gateway "Selecione Iniciar recuperacao para configurar um né de gateway"

N6 de administragao nao primario "Selecionando Iniciar recuperacao para configurar um no de
administragcado n&o primario"

N6 de administragao principal "Configurar o n6 de administragao principal de substituigao"

Como a recuperacao do local é realizada pelo suporte
técnico

Se um local StorageGRID inteiro falhar ou se varios nés de storage falharem, entre em
Contato com o suporte técnico. O suporte técnico avaliara sua situagao, desenvolvera
um plano de recuperacéo e recuperara os nds ou o local com falha de uma maneira que
atenda aos objetivos de negocios, otimize o tempo de recuperacgao e evite a perda
desnecessaria de dados.

@ A recuperacgao do local s6 pode ser realizada por suporte técnico.

Os sistemas StorageGRID séo resilientes a uma grande variedade de falhas e vocé pode executar com
sucesso muitos procedimentos de recuperagdo e manutengéo. No entanto, é dificil criar um procedimento
simples e generalizado de recuperacéao do local, porque as etapas detalhadas dependem de fatores
especificos para sua situagéo. Por exemplo:

« Seus objetivos de negocios: Apds a perda completa de um site da StorageGRID, vocé deve avaliar a
melhor forma de atender aos seus objetivos de negdcios. Por exemplo, vocé deseja reconstruir o site
perdido no local? Pretende substituir o site Lost StorageGRID numa nova localizagdo? A situagéo de cada
cliente é diferente, e seu plano de recuperacao deve ser projetado para atender as suas prioridades.

* Natureza exata da falha: Antes de iniciar uma recuperagao do local, &€ importante estabelecer se algum
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no no local com falha esta intacto ou se algum n6 de armazenamento contém objetos recuperaveis. Se
vocé reconstruir nés ou volumes de storage que contenham dados validos, podera ocorrer perda

desnecessaria de dados.

+ Ative ILM policy: O numero, tipo e localizagéo das copias de objetos em sua grade é controlado por sua

politica ILM ativa. As especificidades da sua politica de ILM podem afetar a quantidade de dados
recuperaveis, bem como as técnicas especificas necessarias para a recuperagao.

@ Se um site contém a Unica copia de um objeto e o site é perdido, o objeto é perdido.

» Consisténcia de bucket (ou container): O nivel de consisténcia aplicado a um bucket (ou container)
afeta se o StorageGRID replica totalmente os metadados de objetos para todos os nds e sites antes de
informar ao cliente que a ingestao de objetos foi bem-sucedida. Se o seu nivel de consisténcia permitir
consisténcia, alguns metadados de objetos podem ter sido perdidos na falha do site. Isso pode afetar a
quantidade de dados recuperaveis e, potencialmente, os detalhes do procedimento de recuperacgao.

« Historico de alterag6es recentes: Os detalhes do seu procedimento de recuperagado podem ser afetados

se algum procedimento de manutengéo estava em andamento no momento da falha ou se alguma

alteracao recente foi feita a sua politica de ILM. O suporte técnico deve avaliar o histérico recente de sua

grade, bem como sua situacao atual antes de iniciar uma recuperacgéo do local.

Visao geral da recuperacao do local

Esta é uma visao geral do processo que o suporte técnico usa para recuperar um site com falha.

@ A recuperacgao do local s6 pode ser realizada por suporte técnico.

Contact technical support (TS)

s T5 reviewsyour business objectives

* T5 collectsdetails about the extent
of the failure

s T5 develops a recovery plan

v

TS recovers failed primary
Admin Node

[if present)

v

TS recovers failed Storage Nodes
+ Replace failed Storage Mode hardware

+ Restore cbject metadata
+ Restore object data

v

TS recovers other failed nodes

Caution: Do not use the
recovery procedures designed

for asingle failed Storage Node.

Data loss will occur.

1. Entre em Contato com o suporte técnico.

O suporte técnico faz uma avaliagao detalhada da falha e trabalha com vocé para analisar seus objetivos
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de negocios. Com base nessas informagdes, o suporte técnico desenvolve um plano de recuperagao
adaptado a sua situacao.
2. O suporte técnico recupera o n6 de administracao principal se ele tiver falhado.

3. O suporte técnico recupera todos os nos de storage, seguindo este resumo:

a. Substitua o hardware do né de armazenamento ou as maquinas virtuais conforme necessario.
b. Restaurar metadados de objetos para o site com falha.

c. Restaure os dados do objeto para os nds de storage recuperados.

@ A perda de dados ocorrera se os procedimentos de recuperagao para um unico né de
armazenamento com falha forem usados.

@ Quando um site inteiro falhou, comandos especializados sdo necessarios para restaurar
objetos e metadados de objetos com sucesso.

4. O suporte técnico recupera outros nés com falha.

Depois que os metadados e os dados do objeto tiverem sido recuperados, os nés de Gateway com falha,
0s nos de administrador ndo primarios ou os nés de arquivo podem ser recuperados usando
procedimentos padrao.

Informacgdes relacionadas
"Desativacao do local"

Procedimento de desativacao

Vocé pode executar um procedimento de desativacao para remover permanentemente
nds de grade ou um site inteiro do sistema StorageGRID.

Para remover um né de grade ou um local, execute um dos seguintes procedimentos de desativagéo:

+ Execute um node desactivation para remover um ou mais nés, que podem estar em um ou mais sites.
Os n6s removidos podem estar online e conetados ao sistema StorageGRID, ou podem estar offline e
desconetados.

* Execute um desativagao do site conetado para remover um site no qual todos os nés estdo conetados
ao StorageGRID.

* Execute um Desligamento do local desconetado para remover um local no qual todos os nds séo
desconetados do StorageGRID.

Antes de executar uma desativagao do site desconetada, vocé deve entrar em Contato com
seu representante da conta do NetApp. O NetApp revisara seus requisitos antes de ativar

@ todas as etapas no assistente do site de desintegra¢do. Vocé nao deve tentar uma
desativacao de site desconetada se vocé acredita que pode ser possivel recuperar o site ou
recuperar dados de objeto do site.

Se um site contiver uma mistura de nds conetados («") e desconetados ( ou ), vocé devera colocar todos
0s nos offline novamente online.
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Informagdes relacionadas

"Desativagao do né de grade"

"Desativacao do local"

Desativacao do né de grade

Vocé pode usar o procedimento de desativacdo do ndé para remover um ou mais nos de
storage, nos de gateway ou nds de administragdo ndo primarios em um ou mais locais.
Nao é possivel desativar o né de administragao principal ou um no6 de arquivo.

Em geral, vocé deve desativar os nds de grade somente enquanto eles estiverem conetados ao sistema
StorageGRID e todos 0s nos estiverem em estado normal (tenha icones verdes nas paginas nés e na pagina
nos de desintegragdo). No entanto, se necessario, vocé pode desativar um né de grade que esta
desconetado. Antes de remover um no6 desconetado, certifique-se de entender as implicagdes e restricoes
desse processo.

Use o procedimento de desativagdo do né quando qualquer uma das seguintes situagdes for verdadeira:

* Vocé adicionou um no de storage maior ao sistema e deseja remover um ou mais nos de storage
menores, preservando ao mesmo tempo objetos.

* Vocé exige menos storage total.

* Vocé nao precisa mais de um no de gateway.

* Vocé néo precisa mais de um né de administrador nao primario.

» Sua grade inclui um n6 desconetado que vocé nao pode recuperar ou trazer de volta on-line.

O fluxograma mostra as etapas de alto nivel para a desativagdo de nés de grade.
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Pre pare for

decommissioning
* Review considerations
* Gather requred materials
* Ensure no other maintenance
proceduresare in progressor
plnned
* Ensure naoEC repair jobs are

running
v

Navigate to the
Decommission page

v

Select
Decommission Node

Is
decommissioning
possible for the
node?

Resolve the issue

Yes

OKto
decommission while
disconnected?

Is the node
connected?

No

Contact technical support

Decommission the

Recover the node .
disconnected node

v

Monitor data repair jobs
(Storage Nodes only)

——»| Decommission the node |(—

Ensure drives are
wiped clean

Passos
* "Preparando-se para desativar os nés de grade"

* "Recolha de materiais necessarios"

+ "Acessando a pagina Decommission Nodes"

+ "Desativagéo de nos de grade desconetados"

+ "Desativacéo de nds de grade conetados"

» "Pausar e retomar o processo de desativacao dos nds de storage"

* "Solucédo de problemas de desativagao do no"
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Preparando-se para desativar os nés de grade

Vocé deve analisar as consideracdes para remover nos de grade e confirmar que
nenhum trabalho de reparo esta ativo para dados codificados de apagamento.

Passos
 "Consideragdes para a desativagao de noés de storage”

» "Verificacao de trabalhos de reparacao de dados"

Consideragoes para a desativacdo de nés de grade

Antes de iniciar este procedimento para desativar um ou mais noés, vocé deve entender
as implicacbes da remocéao de cada tipo de n6. Apds a desativagcdo bem-sucedida de um
no, seus servigos serao desativados e 0 no sera desligado automaticamente.

Vocé nao pode desativar um nd se isso deixar o StorageGRID em um estado invalido. As seguintes regras
sdo aplicadas:

* Nao é possivel desativar o n6 de administragao principal.

* Nao é possivel desativar os nds de arquivo.

* N&o € possivel desativar um n6 de administrador ou um n6 de gateway se uma de suas interfaces de rede
fizer parte de um grupo de alta disponibilidade (HA).

* Nao é possivel desativar um né de armazenamento se a sua remogao afetar o quérum de ADC.
» Nao é possivel desativar um né de storage se for necessario para a politica ILM ativa.
* Vocé nao deve desativar mais de 10 nds de storage em um unico procedimento de n6 de compactagéao.

* N&o é possivel desativar um n6 conetado se a grade incluir nenhum n6 desconetado (nés cuja integridade
€ desconhecida ou administrativamente inoperante). Primeiro, vocé deve desativar ou recuperar os nos
desconetados.

» Se sua grade contiver varios nés desconetados, o software exige que vocé os desative ao mesmo tempo,
0 que aumenta o potencial de resultados inesperados.

* Se um né desconetado ndo puder ser removido (por exemplo, um n6 de armazenamento necessario para
0 quérum de ADC), nenhum outro né desconetado podera ser removido.

» Se vocé quiser substituir um dispositivo mais antigo por um dispositivo mais novo, considere usar o
procedimento de clonagem do n6 do dispositivo em vez de desativar o né antigo e adicionar o novo n6 em
uma expansao.

"Clonagem do né do dispositivo"

@ N&o remova a maquina virtual de um no6 de grade ou outros recursos até que seja instruido a
fazé-lo em procedimentos de desativagao.

Consideracoes para a desativagao de nés de administragcao ou de um né de gateway

Reveja as seguintes consideragdes antes de desativar um né de administrador ou um no
de gateway.

» O procedimento de desativagao requer acesso exclusivo a alguns recursos do sistema, portanto, vocé
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deve confirmar que nenhum outro procedimento de manutengéo esta sendo executado.
Nao é possivel desativar o né de administracao principal.

N&o é possivel desativar um n6 de administrador ou um n6 de gateway se uma de suas interfaces de rede
fizer parte de um grupo de alta disponibilidade (HA). Primeiro, & necessario remover as interfaces de rede
do grupo HA. Consulte as instrugdes para administrar o StorageGRID.

Conforme necessario, vocé pode alterar com seguranga a politica de ILM ao desativar um né de gateway
ou um no de administrador.

Se vocé desativar um n6 de administrador e o logon unico (SSQO) estiver ativado para seu sistema
StorageGRID, lembre-se de remover a confianga de parte confiavel do né dos Servigos de Federagao do
ative Directory (AD FS).

Informacgodes relacionadas
"Administrar o StorageGRID"

Consideragoes para a desativagao de nos de storage

Se

vocé pretende desativar um né de storage, deve entender como o StorageGRID

gerencia os dados e os metadados do objeto nesse no.

As consideracgdes e restricdes a seguir se aplicam ao descomissionamento de nos de storage:
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O sistema deve, em todos os momentos, incluir nés de armazenamento suficientes para satisfazer os
requisitos operacionais, incluindo o quérum de ADC e a politica de ILM ativa. Para satisfazer essa
restricao, talvez seja necessario adicionar um novo né de armazenamento em uma operagao de expansao
antes de poder desativar um n6é de armazenamento existente.

Se o0 n6 de storage for desconetado ao desativa-lo, o sistema devera reconstruir os dados usando dados
dos nds de storage conetados, o que pode resultar em perda de dados.

Quando vocé remove um n6 de armazenamento, grandes volumes de dados de objeto devem ser
transferidos pela rede. Embora essas transferéncias ndo devam afetar as operacdes normais do sistema,
elas podem ter um impactos na quantidade total de largura de banda de rede consumida pelo sistema
StorageGRID.

As tarefas associadas a desativagédo do né de storage recebem uma prioridade menor do que as tarefas
associadas as operagdes normais do sistema. Isso significa que a desativagao nao interfere nas
operagoes normais do sistema StorageGRID e n&o precisa ser programada para um periodo de
inatividade do sistema. Como a desativagéo é realizada em segundo plano, é dificil estimar quanto tempo
0 processo levara para ser concluido. Em geral, a desativagdo termina mais rapidamente quando o
sistema esta silencioso ou se apenas um né de armazenamento esta sendo removido de cada vez.

Pode levar dias ou semanas para desativar um n6 de storage. Planeie este procedimento em
conformidade. Embora o processo de desativagdo seja projetado para ndo impactar as operagdes do
sistema, ele pode limitar outros procedimentos. Em geral, vocé deve executar quaisquer atualizagdes ou
expansdes planeadas do sistema antes de remover nés de grade.

Os procedimentos de desativagao que envolvem nés de storage podem ser pausados durante
determinados estagios para permitir que outros procedimentos de manutengao sejam executados, se
necessario, e retomados assim que forem concluidos.

N&o é possivel executar operagdes de reparo de dados em nenhum no de grade quando uma tarefa de
desativagao esta em execugao.

Vocé nao deve fazer alteracdes na politica de ILM enquanto um né de storage estiver sendo desativado.

Quando vocé remove um no de storage, os dados no n6 sdo migrados para outros nés de grade; no
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entanto, esses dados ndo sao completamente removidos do né de grade desativado. Para remover dados
de forma permanente e segura, vocé deve limpar as unidades do n6 de grade desativado apos o
procedimento de desativacao ser concluido.

* Quando vocé desativa um n6 de armazenamento, os seguintes alertas e alarmes podem ser enviados e
vocé pode receber notificacdes de e-mail e SNMP relacionadas:

> Nao é possivel se comunicar com o alerta node. Esse alerta € acionado quando vocé desativa um
no de armazenamento que inclui o servico ADC. O alerta é resolvido quando a operagao de
desativacao é concluida.

> Alarme VSTU (Estado da verificagdo do objeto). Este alarme de nivel de aviso indica que o né de
armazenamento esta a entrar no modo de manutencéo durante o processo de desativagao.

o Alarme CASA (Data Store Status). Esse alarme de nivel principal indica que o banco de dados
Cassandra esta caindo porque os servigos pararam.

Informacgdes relacionadas
"Restaurar dados de objetos para um volume de armazenamento, se necessario"

"Entendendo o quérum de ADC"

"Rever a politica de ILM e a configuragao de armazenamento”
"Desativacao de nés de storage desconetados”
"Consolidacao de nés de storage"

"Desativacao de varios nos de storage”

Entendendo o quérum de ADC

Talvez vocé nao consiga desativar certos nés de armazenamento em um local de data
center se muito poucos servigos do controlador de dominio administrativo (ADC)
permanecessem apos a desativacao. Esse servigo, que € encontrado em alguns nos de
storage, mantém informacgdes de topologia de grade e fornece servigos de configuragao
para a grade. O sistema StorageGRID requer que um quérum de servicos ADC esteja
disponivel em cada local e em todos os momentos.

Nao é possivel desativar um n6é de armazenamento se a remocéao do no fizer com que o quérum de ADC
deixe de ser atendido. Para satisfazer o quérum de ADC durante a desativagdo, um minimo de trés ndés de
armazenamento em cada local de data center deve ter o servigo ADC. Se um local de data center tiver mais
de trés nos de storage com o servigco ADC, uma maioria simples desses nos deve permanecer disponivel
apos a desativagéo ((0,5 * Storage Nodes with ADC)e 1).

Por exemplo, suponha que um site de data center inclua atualmente seis nés de storage com servigos ADC e
gue vocé queira desativar trés nés de storage. Devido ao requisito de quérum do ADC, vocé deve concluir
dois procedimentos de desativagdo, como segue:

* No primeiro procedimento de desativagdo, vocé deve garantir que quatro nés de armazenamento com
servigos ADC permanegam disponiveis ((0,5 * 6) -1) . Isso significa que vocé sé pode desativar dois nds
de storage inicialmente.

* No segundo procedimento de desativagdo, vocé pode remover o terceiro né de armazenamento porque o
quorum de ADC agora requer apenas trés servigos ADC para permanecer disponivel ((0,5 * 4) e 1).
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Se vocé precisar desativar um né de armazenamento, mas nao puder devido ao requisito de quérum de ADC,
vocé deve adicionar um novo né de armazenamento em uma expansao e especificar que ele deve ter um
servico ADC. Em seguida, vocé pode desativar o n6 de storage existente.

Informacgdes relacionadas

"Expanda sua grade"

Rever a politica de ILM e a configuragdo de armazenamento

Se vocé planeja desativar um né de storage, deve revisar a politica de ILM do sistema
StorageGRID antes de iniciar o processo de desativagao.

Durante a desativacao, todos os dados de objetos s&o migrados do no6 de storage desativado para outros nés
de storage.

A politica ILM que vocé tem durante a desativagao sera a usada apos a desativagéo. Vocé deve
garantir que essa politica atenda aos requisitos de dados antes de iniciar a desativagao e apos
a concluséo da desativagao.

Deve rever as regras da politica ILM ativa para garantir que o sistema StorageGRID continuara a ter
capacidade suficiente do tipo correto e nos locais corretos para acomodar a desativagao de um né de
armazenamento.

Considere o seguinte:

» Sera possivel que os servigos de avaliagao ILM copiem dados de objetos de modo que as regras ILM
sejam satisfeitas?

* O que acontece se um site ficar temporariamente indisponivel enquanto a desativagao estiver em
andamento? Copias adicionais podem ser feitas em um local alternativo?

* Como o processo de desativacao afetara a distribuicéo final do conteudo? Conforme descrito em
""consolidando nds de storage™, vocé deve adicionar novos nds de storage antes de desativar os antigos.
Se vocé adicionar um no de storage de substituicdo maior apds a desativagdo de um né de storage
menor, os nos de storage antigos poderao estar proximos da capacidade e o novo né de storage quase
nao tera conteudo. A maioria das operagdes de gravagao para novos dados de objetos seria direcionada
para o novo no6 de storage, reduzindo a eficiéncia geral das operagdes do sistema.

» O sistema incluira, em todos os momentos, nds de storage suficientes para satisfazer a politica de ILM
ativa?

@ Uma politica de ILM que néo pode ser satisfeita levara a backlogs e alarmes e pode
interromper a operagao do sistema StorageGRID.

Verifique se a topologia proposta que resultara do processo de desativagao satisfaz a politica de ILM,
avaliando os fatores listados na tabela.
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Area a avaliar Notas

Capacidade disponivel Havera capacidade de armazenamento suficiente para acomodar todos
os dados de objetos armazenados no sistema StorageGRID, incluindo
as copias permanentes de dados de objetos atualmente armazenados
no né de armazenamento para serem desativados?havera capacidade
suficiente para lidar com o crescimento esperado de dados de objetos
armazenados por um intervalo de tempo razoavel apds a conclusao da
desativagao?

Localizag&o do armazenamento Se ainda houver capacidade suficiente no sistema StorageGRID como
um todo, a capacidade nos locais certos esta em conformidade com as
regras de negocios do sistema StorageGRID?

Tipo de armazenamento Havera armazenamento suficiente do tipo apropriado apoés a concluséo
da desativagcado? Por exemplo, as regras do ILM podem ditar que o
conteudo seja movido de um tipo de armazenamento para outro a
medida que o conteudo envelhece. Nesse caso, vocé deve garantir que
o0 armazenamento suficiente do tipo apropriado esteja disponivel na
configuragéo final do sistema StorageGRID.

Informacgdes relacionadas

"Consolidacao de nés de storage"
"Gerenciar objetos com ILM"

"Expanda sua grade"

Desativacao de nos de storage desconetados

Vocé deve entender o que pode acontecer se vocé desativar um né de armazenamento
enquanto ele estiver desconetado (integridade é desconhecido ou administrativamente
inativo).

Quando vocé desativa um n6 de storage desconetado da grade, o StorageGRID usa dados de outros nés de
storage para reconstruir os dados do objeto e os metadados que estavam no n6 desconetado. Ele faz isso
iniciando automaticamente os trabalhos de reparo de dados no final do processo de desativagao.

Antes de desativar um no de storage desconetado, esteja ciente do seguinte:

* Vocé nunca deve desativar um n6 desconetado, a menos que tenha certeza de que ele nao pode ser
colocado on-line ou recuperado.

Nao execute este procedimento se vocé acredita que pode ser possivel recuperar dados de
objeto do nd. Em vez disso, entre em Contato com o suporte técnico para determinar se a
recuperacao do no é possivel.

* Se um n6 de armazenamento desconetado contiver a Unica cépia de um objeto, esse objeto sera perdido
quando vocé desativar o no. As tarefas de reparo de dados sé podem reconstruir e recuperar objetos se
houver pelo menos uma copia replicada ou fragmentos codificados de apagamento suficientes nos nos de
storage que estao atualmente conetados.

127


https://docs.netapp.com/pt-br/storagegrid-115/ilm/index.html
https://docs.netapp.com/pt-br/storagegrid-115/expand/index.html

* Quando vocé desativa um no de storage desconetado, o procedimento de desativagdo é concluido com
relativa rapidez. No entanto, os trabalhos de reparacédo de dados podem demorar dias ou semanas a ser
executados e n&o sdo monitorizados pelo procedimento de desativagdo. Vocé deve monitorar
manualmente esses trabalhos e reinicia-los conforme necessario. Consulte as instrugdes sobre a
reparacao de dados de monitorizacao.

"Verificacdo de trabalhos de reparacao de dados"

» Se vocé desativar mais de um n6 de storage desconetado de cada vez, podera ocorrer perda de dados. O
sistema pode n&o conseguir reconstruir dados se houver poucas copias de dados de objetos, metadados
ou fragmentos codificados por apagamento permanecerem disponiveis.

@ Se vocé tiver mais de um né de armazenamento desconetado que ndo possa recuperar,
entre em Contato com o suporte técnico para determinar o melhor curso de agao.

Consolidagao de nés de storage

Vocé pode consolidar os nds de storage para reduzir a contagem de nos de storage para
um local ou implantagédo, aumentando a capacidade de storage.

Ao consolidar os nés de storage, vocé expande o sistema StorageGRID para adicionar nos de storage de
capacidade novos e maiores e, em seguida, desativar os nos de storage de capacidade antigos € menores.
Durante o procedimento de desativagao, os objetos s&do migrados dos nés de armazenamento antigos para os
novos nés de armazenamento.

Por exemplo, vocé pode adicionar dois nés de storage de capacidade novos e maiores para substituir trés nds
de storage mais antigos. Primeiro, vocé usaria o procedimento de expansao para adicionar os dois nds de
storage novos e maiores e, em seguida, usaria o procedimento de desativagdo para remover os trés nos de
storage de capacidade antigos e menores.

Ao adicionar nova capacidade antes de remover nés de storage existentes, vocé garante uma distribuigao
mais equilibrada dos dados pelo sistema StorageGRID. Vocé também reduz a possibilidade de que um no de
armazenamento existente possa ser empurrado para além do nivel de marca d’agua de armazenamento.

Informacgdes relacionadas

"Expanda sua grade"

Desativagao de varios nos de storage

Se vocé precisar remover mais de um né de storage, podera desativa-los
sequencialmente ou em paralelo.

» Se vocé desativar os nos de storage sequencialmente, devera aguardar que o primeiro n6 de storage
conclua a desativagao antes de comegar a desativar o proximo né de storage.

» Se vocé desativar os nés de storage em paralelo, os nés de storage processaréo simultaneamente as
tarefas de desativacao de todos os nés de storage que estdo sendo desativados. Isso pode resultar em
uma situagdo em que todas as copias permanentes de um arquivo sdo marcadas como "somente
reativas", desativando temporariamente a exclusdo em grades onde essa funcionalidade esta ativada.

Verificagao de trabalhos de reparagao de dados

Antes de desativar um no6 de grade, vocé deve confirmar que nenhum trabalho de reparo
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de dados esta ativo. Se alguma reparacéo tiver falhado, tem de as reiniciar e permitir que
sejam concluidas antes de executar o procedimento de desativacgao.

Se precisar desativar um né de armazenamento desconetado, vocé também concluira estes passos apods a
conclusdo do procedimento de desativagao para garantir que o trabalho de reparo de dados foi concluido com
éxito. Vocé deve garantir que todos os fragmentos codificados de apagamento que estavam no né removido

foram restaurados com sucesso.

Essas etapas se aplicam somente a sistemas que tenham objetos codificados por apagamento.

1. Faga login no n6 de administragéo principal:

a. Introduza o seguinte comando: ssh admin@grid node IP

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

2. Verifique se existem reparagdes em curso: repair-data show-ec-repair-status

° Se nunca tiver executado um trabalho de reparacéo de dados, a saida € No job found. Nao é

necessario reiniciar quaisquer trabalhos de reparacéo.

o Se o trabalho de reparacéo de dados tiver sido executado anteriormente ou estiver em execucgao
atualmente, a saida lista as informagdes para a reparagéo. Cada reparacao tem um ID de reparagéo

exclusivo. Va para a proxima etapa.

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected

Retry Repair

Bytes Repaired

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:

17359 No

949292 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:

Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:

Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:

Yes

37:

47 :

57:

06.

06.

06.

Success

Failure

Failure

Failure

17359

17359 0

17359 0

17359 0

3. Se o Estado para todas as reparagdes for Success, ndo é necessario reiniciar quaisquer trabalhos de

reparagao.

4. Se o estado de qualquer reparacéo for Failure, tem de reiniciar a reparacao.
a. Obtenha a ID de reparacgéao para a reparagao com falha a partir da saida.

b. Executar o repair-data start-ec-node-repair comando
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Utilize a --repair-id opgao para especificar a ID de reparagao. Por exemplo, se vocé quiser tentar
novamente um reparo com a ID de reparo 949292, execute este comando: repair-data start-
ec-node-repair --repair-id 949292

c. Continuar a acompanhar o estado das reparacdes de dados CE até que o Estado para todas as
reparacgoes seja ‘Success’'de .

Recolha de materiais necessarios

Antes de executar uma desativagdo de um né de grade, vocé deve obter as seguintes
informacgdes.

Item Notas

Arquivo do pacote de recuperacdo Tem de transferir o ficheiro de pacote de recuperagao mais recente

.z1ip .zip(sgws-recovery-package-id-revision.zip ). Vocé pode
usar o arquivo Pacote de recuperacao para restaurar o sistema se
ocorrer uma falha.

Passwords. txt ficheiro Este arquivo contém as senhas necessarias para acessar os nos de
grade na linha de comando e esta incluido no Pacote de recuperagéao.

Frase-passe do aprovisionamento A frase-passe é criada e documentada quando o sistema StorageGRID
€ instalado pela primeira vez. A senha de provisionamento ndo esta no
Passwords.txt arquivo.

Descrigao da topologia do sistema Se disponivel, obtenha qualquer documentagao que descreva a
StorageGRID antes da desativagédo topologia atual do sistema.

Informacgdes relacionadas

"Requisitos do navegador da Web"

"Transferir o pacote de recuperacao”

Acessando a pagina Decommission Nodes

Quando vocé acessa a pagina Decommission Nodes no Grid Manager, vocé pode ver
rapidamente quais nés podem ser desativados.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Tem de ter a permissao Manutencao ou Acesso root.

Passos
1. Selecione Manutencao > tarefas de Manutengcao > Desmontagem.

A pagina Decommission & exibida.
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Decommission

Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes

Decommission Site

2. Clique no botdo Decommission Nodes.

A pagina Decommission Nodes (nés de desintegragao) é exibida. Nesta pagina, vocé pode:

o

Determine quais nés de grade podem ser desativados atualmente.

Veja a integridade de todos os nés de grade

Classifique a lista em ordem crescente ou decrescente por Nome, Site, tipo ou ADC.

Insira termos de pesquisa para encontrar rapidamente nds especificos. Por exemplo, esta pagina
mostra todos os nds de grade em um uUnico data center. A coluna Decmmission possible indica que
vocé pode desativar o né de administragdo nao primario, o n6é de gateway e dois dos cinco nés de

storage.
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Decommission Nodes

Before decommissioning a grid node. review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes
Q
Name V¥ Site 1T Type 1T Has ADC!1 Health Decommission Possible
DC1-ADMY | Data Center 1 Admin Node {'3 Mo, primary Admin Node decemmissioning is not supported
™ DC1-ADM2 Data Center 1 Admin Node - &y
[ DC1-G1  DataCenter 1 AP|Gateway Node = ©
Dec1-31 Data Center 1 Storage Mode Yes l?ﬂ‘ Mo, site Data Center 1 reguires a minimum of 3 Storage Modes with ADC serices
Dc-52 Data Center 1 | Storage Mode Yes '?) Mo, site Diata Center 1 requires a minimum of 3 Storage Modes with ADC senices
DC1-53 Data Center 1 | Storage Mode Yes % Mo, site Data Center 1 requires a minimum of 3 Storage Modes with ADC serices.
©  DC1-S4 Data Center 1 | Storage Mode Mo @
T | DC1-85 Data Center 1 Storage Mode Na 0?4‘
Passphrase
Provisioning
Passphrase

. Revise a coluna Decommission possible para cada né que vocé deseja desativar.

Se um no de grade pode ser desativado, essa coluna inclui uma marca de selegéo verde e a coluna mais
a esquerda inclui uma caixa de selecédo. Se um ndé nao puder ser desativado, essa coluna descreve o
problema. Se houver mais de um motivo pelo qual um n6 nao pode ser desativado, o motivo mais critico
sera exibido.

Desativar Descrigcao Passos para resolver
possivel

motivo

Nao, a Nao é possivel desativar o n6 de  Nenhum.

desativacdo do administragdo principal ou um n6
tipo de né ndo é de arquivo.
suportada.



Desativar
possivel
motivo

Nao, pelo

menos um noé
de grade esta
desconetado.

Nota: esta
mensagem &
mostrada
apenas para
nos de grade
conetados.

Nao, um ou
mais nos
necessarios
estao
atualmente
desconetados e
devem ser
recuperados.

Nota: esta
mensagem &
mostrada
apenas para
nos de grade
desconetados.

Nao, membro
do(s) grupo(s)
HA: X. Antes de
desativar esse
no, vocé deve
remové-lo de
todos os grupos
de HA.

Nao, o local x
requer um
minimo de n
nos de
armazenamento
com servicos
ADC.

Descricédo Passos para resolver

Vocé nao pode desativar um né  Va para etapa que lista as opgoes de procedimento
de grade conetado se qualquer de desativacao.
no de grade estiver desconetado.

A coluna Saude inclui um destes
icones para nds de grade que
estdo desconetados:

*  (Cinza):
Administrativamente para
baixo

* @ (Azul): Desconhecido

Vocé nao pode desativar um no a. Reveja as mensagens possiveis de
de grade desconetado se um ou desintegragao para todos os nés desconetados.
mais nds necessarios também
forem desconetados (por
exemplo, um no6 de
armazenamento que € necessario > Se a integridade de um no necessario
para o quorum de ADC). estiver administrativamente para baixo,
coloque o né novamente online.

b. Determine quais nds nao podem ser
desativados porque s&o necessarios.

> Se a integridade de um né necessario for
desconhecido, execute um procedimento de
recuperacao de no para recuperar o nd
necessario.

N&o é possivel desativar um no Edite o grupo de HA para remover a interface do né
de administrador ou um né de ou remover todo o grupo de HA. Consulte as
gateway se uma interface de n6  instrugdes para administrar o StorageGRID.
pertencer a um grupo de alta

disponibilidade (HA).

Somente noés de storage. Vocé Execute uma expansé&o. Adicione um novo né de

nao pode desativar um né de armazenamento ao site e especifique que ele deve
storage se nos insuficientes ter um servigo ADC. Consulte informagdes sobre o
permanecessem no local para quorum ADC.

oferecer suporte aos requisitos de
quorum de ADC.
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Desativar Descrigao

possivel

motivo

Nao, um ou Somente noés de storage. Vocé

nao pode desativar um né de
storage a menos que haja nos
suficientes para os perfis de
codificagdo de apagamento
existentes.

mais perfis de
codificagao de
apagamento
precisam de
pelo menos n
nos de storage.
Se o perfil ndo
for usado em
uma regra ILM,
vocé podera
desativa-lo.

Por exemplo, se existir um perfil
de codificagdo de apagamento
para 4 codificagdo de
apagamento a mais de 2 anos,
pelo menos 6 nés de storage
devem permanecer.

Passos para resolver

Para cada perfil de codificagdo de apagamento
afetado, execute uma das seguintes etapas, com
base em como o perfil esta sendo usado:

» Usado na politica ILM ativa: Execute uma
expansao. Adicione nos de storage novos
suficientes para permitir que a codificagéo de
apagamento continue. Consulte as instrugdes
para expandir o StorageGRID.

* Usado em uma regra ILM, mas nao na
politica ILM ativa: Edite ou exclua a regra e
desative o perfil de codificagdo de apagamento.

* Nao usado em nenhuma regra ILM: Desative
o perfil de codificagdo de apagamento.

Observagao: uma mensagem de erro aparece se
vocé tentar desativar um perfil de codificacédo de
apagamento e os dados de objeto ainda estiverem
associados ao perfil. Talvez seja necessario esperar
varias semanas antes de tentar novamente o
processo de desativagao.

Saiba mais sobre como desativar um perfil de
codificagdo de apagamento nas instrugdes para
gerenciar objetos com gerenciamento do ciclo de
vida das informacoes.

4. se a desativagao for possivel para o no, determine qual procedimento vocé precisa executar:

Se sua grade inclui...

Quaisquer nés de grade desconetados

Somente nds de grade conetados

Informacgdes relacionadas

"Verificacdo de trabalhos de reparacao de dados'
"Entendendo o quérum de ADC"

"Gerenciar objetos com ILM"

"Expanda sua grade"

"Administrar o StorageGRID"
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"Desativacao de nés de grade desconetados"

"Desativacao de nés de grade conetados"
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Desativacao de nés de grade desconetados

Talvez seja necessario desativar um né que nao esteja conetado a grade no momento
(aquele cuja Saude é desconhecida ou administrativamente inativa).

O que vocé vai precisar
* Vocé entende os requisitos e consideracdes para a desativacao de nés de grade.

"Consideragoes para a desativagdo de nds de grade”

* Vocé obteve todos os itens pré-requisitos.

* Vocé garantiu que nenhum trabalho de reparo de dados esta ativo.
"Verificacdo de trabalhos de reparacao de dados”

* Vocé confirmou que a recuperagao do né de storage nao esta em andamento em nenhum lugar da grade.
Se estiver, vocé deve esperar até que qualquer reconstrugdo do Cassandra executada como parte da
recuperacgao esteja concluida. Vocé pode entao prosseguir com a desativagao.

* Vocé garantiu que outros procedimentos de manuteng¢ao ndo serdo executados enquanto o procedimento
de desativagéo do no estiver em execucgéo, a menos que o procedimento de desativacao do né esteja
pausado.

* A coluna Decommission possible para o né ou nés desconetados que vocé deseja desativar inclui uma
marca de selecao verde.

* Vocé deve ter a senha de provisionamento.
Vocé pode identificar nés desconetados procurando por icones desconhecidos (azul) ou administrativamente

para baixo (cinza) na coluna Saude. No exemplo, o né de storage chamado DC1-S4 é desconetado; todos os
outros nos estédo conetados.
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Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try to bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name WV Site 1T Type It Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADMZ2  Data Center 1 Admin Node - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-51 Data Center 1 Storage Node Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-53 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DC1-34 Data Center 1 | Storage Mode Mo ‘
Passphrase
Provisioning
Passphrase

Antes de desativar qualquer n6 desconetado, observe o seguinte:
* Este procedimento destina-se principalmente a remogédo de um Unico n6 desconetado. Se sua grade

contiver varios nods desconetados, o software exige que vocé os desative ao mesmo tempo, o que
aumenta o potencial de resultados inesperados.

@ Tenha muito cuidado ao desativar mais de um n6 de grade desconetado de cada vez,
especialmente se vocé estiver selecionando varios nos de storage desconetados.

* Se um né desconetado ndo puder ser removido (por exemplo, um né de armazenamento necessario para
0 quérum de ADC), nenhum outro né desconetado podera ser removido.

Antes de desativar um n6é de armazenamento desconetado, observe o seguinte

* Vocé nunca deve desativar um n6 de armazenamento desconetado, a menos que tenha certeza de que
ele n&o pode ser colocado on-line ou recuperado.

Se vocé acredita que os dados do objeto ainda podem ser recuperados do né, nao execute
este procedimento. Em vez disso, entre em Contato com o suporte técnico para determinar
se a recuperagao do no é possivel.
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* Se vocé desativar mais de um n6 de storage desconetado, podera ocorrer perda de dados. O sistema
pode nao ser capaz de reconstruir dados se néo houver copias suficientes de objetos, fragmentos
codificados para apagamento ou metadados de objetos permanecerem disponiveis.

@ Se vocé tiver mais de um né de armazenamento desconetado que ndo possa recuperar,
entre em Contato com o suporte técnico para determinar o melhor curso de acao.

* Quando vocé desativa um n6 de storage desconetado, o StorageGRID inicia os trabalhos de reparo de
dados no final do processo de desativagao. Essas tarefas tentam reconstruir os dados do objeto e os
metadados armazenados no né desconetado.

* Quando vocé desativa um no de storage desconetado, o procedimento de desativagéo € concluido com
relativa rapidez. No entanto, os trabalhos de reparagédo de dados podem demorar dias ou semanas a ser
executados e ndo sao monitorizados pelo procedimento de desativagdo. Vocé deve monitorar
manualmente esses trabalhos e reinicia-los conforme necessario. Consulte as instrugées sobre a
reparacao de dados de monitorizacao.

"Verificacdo de trabalhos de reparacao de dados”
» Se vocé desativar um né de armazenamento desconetado que contenha a Unica copia de um objeto, o
objeto sera perdido. As tarefas de reparo de dados s6 podem reconstruir e recuperar objetos se houver

pelo menos uma coépia replicada ou fragmentos codificados de apagamento suficientes nos nés de storage
que estao atualmente conetados.

Antes de desativar um Admin Node ou Gateway Node desconetado, observe o seguinte:

* Ao desativar um né Admin desconetado, vocé perdera os logs de auditoria desse nod; no entanto, esses
logs também devem existir no né Admin principal.

» Vocé pode desativar um Gateway Node com seguranga enquanto ele estiver desconetado.

Passos
1. Tente colocar todos os nés de grade desconetados novamente on-line ou recupera-los.

Consulte os procedimentos de recuperacgao para obter instrugdes.

2. Se vocé nao conseguir recuperar um no de grade desconetado e quiser desativa-lo enquanto ele estiver
desconetado, marque a caixa de selegéo desse no.

@ Se sua grade contiver varios nds desconetados, o software exige que vocé os desative ao
mesmo tempo, o que aumenta o potencial de resultados inesperados.

Tenha muito cuidado ao selecionar desativar mais de um né de grade desconetado de cada

@ vez, especialmente se vocé estiver selecionando varios nés de storage desconetados. Se
voceé tiver mais de um né de armazenamento desconetado que ndo possa recuperar, entre
em Contato com o suporte técnico para determinar o melhor curso de agao.

3. Introduza a frase-passe de aprovisionamento.
O botao Start Decommission esta ativado.
4. Cliqgue em Start Decommission.

Um aviso é exibido, indicando que vocé selecionou um né desconetado e que os dados do objeto serdo

137



perdidos se o no tiver a Unica copia de um objeto.

A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is
remaoved.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-54

Do you want to continue?

oo o

5. Revise a lista de nos e clique em OK.

O procedimento de desativagao € iniciado e o progresso € exibido para cada né. Durante o procedimento,
um novo Pacote de recuperagéo € gerado contendo a alteragdo de configuragao da grade.

Decommission Nodes
@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1 Progress 11 stage 1|
DC1-54 Storage Node Prepare Task

6. Assim que o novo Pacote de recuperagéao estiver disponivel, clique no link ou selecione Manutengao
sistema Pacote de recuperagao para acessar a pagina Pacote de recuperagado. Em seguida, baixe o
. zip arquivo.

Consulte as instrugdes para baixar o pacote de recuperagéo.

@ Baixe o pacote de recuperagado o mais rapido possivel para garantir que vocé possa
recuperar sua grade se algo der errado durante o procedimento de desativacéo.

@ O arquivo do pacote de recuperagao deve ser protegido porque contém chaves de
criptografia e senhas que podem ser usadas para obter dados do sistema StorageGRID.

7. Monitorize periodicamente a pagina de desativagao para garantir que todos os nos selecionados sejam
desativados com éxito.
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Os no6s de storage podem levar dias ou semanas para serem desativados. Quando todas as tarefas
estiverem concluidas, a lista de selecdo de nos é reexibida com uma mensagem de sucesso. Se vocé
tiver desativado um né de armazenamento desconetado, uma mensagem de informacdes indicara que os
trabalhos de reparo foram iniciados.

Decommission Nodes

The previous decommission precedure completed successfully.

@ Repair jobs for replicated and erasure-coded data have been started. These jobs restore ohject data that might have been on any disconnected Storage
Nedes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning section of the Recovery and Maintenance Guide

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission i1s not possible for a node, see the Recovery and Maintenance Guide to learn
how to proceed.

Grid Nodes
Q
Name “ Site 1T Type 11 Has ADCH Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Nede - @ Mo, pnimary Admin Nede decommissioning is not supported.
DC1-ADM2 | Data Center 1 | Admin Node - &
DC1-G1 Data Center 1 | APl Gateway Node - @
DG1-51 Data Center 1 | Storage Node Yes @ No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-32 Data Center 1 Storage Node Yes @ No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-33 Data Center 1 Storage Node Yes éj No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase

8. Depois que os nos forem desligados automaticamente como parte do procedimento de desativagao,
remova quaisquer maquinas virtuais restantes ou outros recursos associados ao né desativado.

@ Nao execute esta etapa até que os nos sejam desligados automaticamente.

9. Se estiver a desativar um né de armazenamento, monitorize o estado dos trabalhos de reparagao de
dados que sao iniciados automaticamente durante o processo de desativagao.

a. Selecione Support > Tools > Grid Topology.
b. Selecione StorageGRID deployment no topo da arvore de topologia de Grade.
c. Na guia Viséao geral, localize a segéo atividade ILM.

d. Use uma combinacgéo dos seguintes atributos para determinar, assim como possivel, se as reparagoes
replicadas estédo concluidas.

@ As inconsisténcias do Cassandra podem estar presentes e as reparagdes falhadas nao
séo rastreadas.

= * Tentativas de reparos (XRPA): Use este atributo para rastrear o progresso de reparos
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replicados. Esse atributo aumenta cada vez que um né de storage tenta reparar um objeto
de alto risco. Quando este atributo ndo aumenta por um periodo superior ao periodo de
digitalizagao atual (fornecido pelo atributo *periodo de digitalizagao — estimado), significa
que a digitalizacao ILM n&o encontrou objetos de alto risco que precisam ser reparados em
nenhum né.

@ Objetos de alto risco sao objetos que correm o risco de serem completamente
perdidos. Isso nado inclui objetos que nao satisfazem sua configuragéo ILM.

= Periodo de digitalizagao — estimado (XSCM): Use este atributo para estimar quando uma
alteracao de politica sera aplicada a objetos ingeridos anteriormente. Se o atributo Repairs tented
nao aumentar durante um periodo superior ao periodo de digitalizagao atual, é provavel que sejam
efetuadas reparacgdes replicadas. Note que o periodo de digitalizagdo pode mudar. O atributo
periodo de digitalizagdo — estimado (XSCM) aplica-se a toda a grade e € o maximo de todos os
periodos de varredura de nés. Vocé pode consultar o historico de atributos periodo de
digitalizagao — estimado para a grade para determinar um periodo de tempo apropriado.

e. Use os seguintes comandos para rastrear ou reiniciar reparos:

* Use 0 repair-data show-ec-repair-status comando para rastrear reparos de dados
codificados de apagamento.

* Use 0 repair-data start-ec-node-repair comando com a --repair-id opg¢ao para
reiniciar um reparo com falha. Consulte as instrugdes para verificar os trabalhos de reparagéo de
dados.

10. Continue a monitorizar o estado das reparacdes de dados CE até que todos os trabalhos de reparacao
tenham sido concluidos com éxito.

Assim que os nds desconetados forem desativados e todos os trabalhos de reparo de dados tiverem sido
concluidos, vocé podera desativar todos os nés de grade conetados conforme necessario.

Siga estas etapas depois de concluir o procedimento de desativagéo:
* Certifique-se de que as unidades do n6 de grade desativado estdo limpas. Utilize uma ferramenta ou

servigo de limpeza de dados disponiveis no mercado para remover dados das unidades de forma
permanente e segura.

» Se vocé desativou um no de dispositivo e os dados no dispositivo foram protegidos usando criptografia de
no, use o Instalador de dispositivos StorageGRID para limpar a configuragéo do servidor de
gerenciamento de chaves (limpar KMS). Vocé deve limpar a configuragdo do KMS se quiser adicionar o
dispositivo a outra grade.

"Aparelhos de servigos SG100 SG1000"
"SG5600 dispositivos de armazenamento”

"SG5700 dispositivos de armazenamento”

"SG6000 dispositivos de armazenamento”

Informagdes relacionadas

"Procedimentos de recuperagao do né de grade”

"Transferir o pacote de recuperacao”
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"Verificacado de trabalhos de reparacao de dados”

Desativacao de nés de grade conetados
Vocé pode desativar e remover permanentemente nds que estdo conetados a grade.

O que vocé vai precisar
* Vocé entende os requisitos e consideragdes para a desativagao de nés de grade.

"Consideracdes para a desativacao de nos de grade"

* Vocé reuniu todos os materiais necessarios.
» Vocé garantiu que nenhum trabalho de reparo de dados esta ativo.

* Vocé confirmou que a recuperagao do n6 de storage nao esta em andamento em nenhum lugar da grade.
Se estiver, vocé deve esperar até que qualquer reconstrucéo do Cassandra executada como parte da
recuperacao esteja concluida. Vocé pode entao prosseguir com a desativagao.

* Vocé garantiu que outros procedimentos de manutencao ndo serdo executados enquanto o procedimento
de desativagao do no estiver em execugdo, a menos que o procedimento de desativagdo do no esteja
pausado.

* Vocé tem a senha de provisionamento.
* Os nos de grade estao conetados.

* A coluna Decommission possible para o né ou nés que vocé deseja desativar inclui uma marca de
selegdo verde.

Todos os nds da grade tém a saude normal (verde) @ Se vocé vir um desses icones na coluna Saude,

tente resolver o problema:

lcone Cor Gravidade
r Amarelo Aviso

o Laranja claro Menor

A Laranja escuro Maior

Q Vermelho Critico

» Se vocé desativou anteriormente um no de storage desconetado, todos os trabalhos de reparo de dados
foram concluidos com éxito. Consulte as instrugdes para verificar os trabalhos de reparacéo de dados.

@ N&o remova a maquina virtual de um n6 de grade ou outros recursos até que seja instruido a
fazé-lo neste procedimento.

Passos
1. Na pagina Decommission Nodes, marque a caixa de sele¢do para cada né de grade que deseja desativar.
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2. Introduza a frase-passe de aprovisionamento.
O botao Start Decommission esta ativado.
3. Clique em Start Decommission.

E apresentada uma caixa de didlogo de confirmaco.

The following grid nodes have been selected for decommissioning and will be permanently remaoved
from the StorageGRID Webscale system.

DC1-55

Do you want to continue?

4. Revise a lista de nés selecionados e clique em OK.

O procedimento de desativagéo do né € iniciado e o progresso é exibido para cada né. Durante o
procedimento, um novo pacote de recuperagao é gerado para mostrar a alteragéo da configuragao da
grade.

Decommission Nodes

@ A new Recavery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.
Search Q

Name ¥ Type 1 Progress I stage u
DC1-35 Storage Node i Prepare Task

N&o coloque um n6 de armazenamento offline apds o inicio do procedimento de
@ desativacao. Alterar o estado pode resultar em algum contetdo ndo ser copiado para outros
locais.

5. Assim que o novo Pacote de recuperagéo estiver disponivel, clique no link ou selecione Manutengao
sistema Pacote de recuperagao para acessar a pagina Pacote de recuperagado. Em seguida, baixe o

. zip arquivo.

Consulte as instrugdes para baixar o pacote de recuperagao.
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@ Baixe o pacote de recuperacao o mais rapido possivel para garantir que vocé possa
recuperar sua grade se algo der errado durante o procedimento de desativacao.

6. Monitore periodicamente a pagina Decommission Nodes para garantir que todos os nés selecionados
sejam desativados com éxito.

Os nos de storage podem levar dias ou semanas para serem desativados. Quando todas as tarefas
estiverem concluidas, a lista de selegéo de nds € reexibida com uma mensagem de sucesso.

Decommission Nodes

The previous decommission procedure completed successfully

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to learn
how to proceed.

Grid Nodes
e Q
Name ¥ Site I Type 11 Has ADC!1 Health Decommissian Possible
DC1-ADM1 | Data Center 1 | Admin Node - @ Mo, pimary Admin Node decommissioning is not supported
DC1-ADM2 | Data Center 1 | Admin Node > ©
DC1-G1 Data Center 1 AP| Gateway Node = @
DC1-31 Data Center 1 | Storage Node Yes &j“ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes @ Mao, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-33 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase

7. Siga o passo apropriado para a sua plataforma. Por exemplo:

o * Linux*: Vocé pode querer desanexar os volumes e excluir os arquivos de configuragcao de no criados
durante a instalagéo.

o VMware: Vocé pode querer usar a opgao "Excluir do disco" do vCenter para excluir a maquina virtual.
Vocé também pode precisar excluir quaisquer discos de dados que sejam independentes da maquina
virtual.

o StorageGRID Appliance: O n6 appliance reverte automaticamente para um estado ndo implantado,
onde vocé pode acessar o Instalador de dispositivos StorageGRID. Pode desligar o aparelho ou
adiciona-lo a outro sistema StorageGRID.

Siga estas etapas depois de concluir o procedimento de desativagéo do no:

« Certifique-se de que as unidades do no6 de grade desativado estdo limpas. Utilize uma ferramenta ou
servico de limpeza de dados disponiveis no mercado para remover dados das unidades de forma
permanente e segura.

» Se vocé desativou um no6 de dispositivo e os dados no dispositivo foram protegidos usando criptografia de
no, use o Instalador de dispositivos StorageGRID para limpar a configuragédo do servidor de
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gerenciamento de chaves (limpar KMS). Vocé deve limpar a configuragao do KMS se quiser usar o
dispositivo em outra grade.

"Aparelhos de servigcos SG100 SG1000"
"SG5600 dispositivos de armazenamento”
"SG5700 dispositivos de armazenamento”

"SG6000 dispositivos de armazenamento”

Informacgdes relacionadas

"Verificacdo de trabalhos de reparacao de dados
"Transferir o pacote de recuperacgao”

"Instale o Red Hat Enterprise Linux ou CentOS"

Pausar e retomar o processo de desativacdao dos nos de storage

Se necessario, vocé pode pausar o procedimento de desativacdo de um né de
armazenamento durante determinados estagios. Vocé deve pausar a desativacdo em um
no de storage antes de iniciar um segundo procedimento de manutengao. Depois que o
outro procedimento for concluido, vocé pode retomar a desativacao.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

» Tem de ter a permissao Manutencao ou Acesso root.

Passos
1. Selecione Manutencao > tarefas de Manutengao > Desmontagem.

A pagina Decommission € exibida.
2. Clique em Decommission Nodes.

A pagina Decommission Nodes (nds de desintegragéo) é exibida. Quando o procedimento de desativagéo
atinge uma das seguintes etapas, o botdo Pausa é ativado.

o Avaliando o ILM
o Desativagado de dados codificados de apagamento

3. Clique em Pausa para suspender o procedimento.

O estagio atual é pausado e o botdo Resume esta ativado.
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Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click ‘Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1T Progress It stage 1t
DC1-55 Storage MNode Evaluating ILM

4. Depois que o outro procedimento de manutengao estiver concluido, clique em Resume para prosseguir
com a desativacao.

Solucgédo de problemas de desativagdao do no

Se o procedimento de desativagao do né parar por causa de um erro, vocé pode
executar etapas especificas para solucionar o problema.

O que vocé vai precisar

Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa

Se vocé desligar o n6 da grade sendo desativado, a tarefa sera interrompida até que o n6 da grade seja
reiniciado. O n6 da grade deve estar online.

Passos
1. Selecione Support > Tools > Grid Topology.
2. Na arvore Grid Topology, expanda cada entrada Storage Node e verifique se os servigos DDS e LDR
estdo ambos online.

Para realizar a desativagdo do né de storage, os servicos DDS do sistema StorageGRID (hospedados por
nos de storage) devem estar online. Este € um requisito da reavaliagéo do ILM.

3. Para exibir as tarefas de grade ativa, selecione né de administragao principal CMN tarefas de grade
Visao geral.

4. Verifique o estado da tarefa de desativacao da grelha.

a. Se o status da tarefa de grade de desativagao indicar um problema ao salvar pacotes de tarefas de
grade, selecione n6 Admin primario CMN Eventos Visao geral

b. Verifique o niumero de relés de auditoria disponiveis.

Se o atributo Available Audit Relay for um ou mais, o servico CMN estara conetado a pelo menos um
servico ADC. Os servicos ADC atuam como relés de Auditoria.

O servigo CMN deve estar conetado a pelo menos um servico ADC e a maioria (50% mais um) dos
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servigos ADC do sistema StorageGRID deve estar disponivel para que uma tarefa de grade passe de um
estagio de desativagao para outro e termine.

a. Se o servico CMN nao estiver conetado a servigos ADC suficientes, verifique se os nds de storage
estdo online e verifique a conetividade de rede entre o n6é de administracao principal e os nés de
storage.

Desativacao do local

Talvez seja necessario remover um site de data center do sistema StorageGRID. Para
remover um site, vocé deve desativa-lo.

O fluxograma mostra as etapas de alto nivel para a desativagdo de um local.
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Review considerations

v

Gather required materials

v

Select Decommission Site

Is
Decommission Ca l::l‘h]fﬂy re S%Ive
Possible? e issue:;

You cannot remove
the site. Contact Support.

Select the site

v

Review the site and

update ILM
Is Start No
Decommission

enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

Passos
» "Consideracdes para remover um site"

» "Recolha de materiais necessarios"
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* "Passo 1: Selecione Site"

» "Passo 2: Ver detalhes"

» "Passo 3: Revise a Politica de ILM"

* "Passo 4: Remover referéncias ILM"

+ "Etapa 5: Resolver conflitos de no6 (e iniciar a desativagéo)"

* "Passo 6: Monitorar a desintegracao”

Consideragoes para remover um site

Antes de usar o procedimento de desativagao do site para remover um site, vocé deve
revisar as consideracoes.

O que acontece quando vocé desativa um site

Ao desativar um site, o StorageGRID remove permanentemente todos os nés do site e do proprio site do
sistema StorageGRID.

Quando o procedimento de desativacao do local estiver concluido:

» Vocé nao pode mais usar o StorageGRID para visualizar ou acessar o site ou qualquer um dos nés no
site.

* Vocé nao pode mais usar pools de storage ou perfis de codificagdo de apagamento que se referissem ao
site. Quando o StorageGRID descompacta um site, ele remove automaticamente esses pools de
armazenamento e desativa esses perfis de codificacdo de apagamento.

Diferengas entre os procedimentos de desativagcao do local conetado e do local desconetado

Vocé pode usar o procedimento de desativagéo do site para remover um site no qual todos os nés estédo
conetados ao StorageGRID (chamado de desativagéo do site conetado) ou para remover um site no qual
todos os nos sdo desconetados do StorageGRID (chamado de desativagao do site desconetado). Antes de
comecar, vocé deve entender as diferencas entre esses procedimentos.

@ Se um site contiver uma mistura de nés conetados (+*) e desconetados (- ou @), vocé devera
colocar todos os nds offline novamente online.

» Uma desativacao do site conetado permite remover um site operacional do sistema StorageGRID. Por
exemplo, vocé pode executar uma desativacdo do site conetado para remover um site funcional, mas nao
mais necessario.

* Quando o StorageGRID remove um site conetado, ele usa o ILM para gerenciar os dados do objeto no
site. Antes de poder iniciar uma desativagao do site ligado, tem de remover o site de todas as regras ILM e
ativar uma nova politica ILM. Os processos de ILM para migrar dados de objeto e os processos internos
para remover um local podem ocorrer ao mesmo tempo, mas a pratica recomendada é permitir que as
etapas de ILM sejam concluidas antes de iniciar o procedimento de desativagao real.

* Uma desativagao de site desconetada permite remover um site com falha do sistema StorageGRID. Por
exemplo, vocé pode executar uma desativacédo do local desconetada para remover um local que foi
destruido por um incéndio ou inundagéo.

Quando o StorageGRID remove um local desconetado, ele considera todos os nds irrecuperaveis e nao

tenta preservar os dados. No entanto, antes de poder iniciar uma desativa¢do do site desligada, tem de
remover o site de todas as regras ILM e ativar uma nova politica ILM.
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Antes de executar um procedimento de desativacédo do local desconetado, vocé deve entrar
em Contato com seu representante da conta do NetApp. O NetApp revisara seus requisitos

@ antes de ativar todas as etapas no assistente do site de desintegragéo. Vocé néo deve
tentar uma desativacao de site desconetada se vocé acredita que pode ser possivel
recuperar o site ou recuperar dados de objeto do site.

Requisitos gerais para remover um local conetado ou desconetado

Antes de remover um local conetado ou desconetado, vocé deve estar ciente dos seguintes requisitos:

* N&o € possivel desativar um site que inclua o n6 de administragéo principal.
* Nao é possivel desativar um site que inclua um né de arquivo.

* Nao é possivel desativar um local se algum dos nés tiver uma interface que pertenca a um grupo de alta
disponibilidade (HA). Vocé deve editar o grupo de HA para remover a interface do né ou remover todo o
grupo de HA.

* N&o € possivel desativar um local se ele contiver uma mistura de.  nds conetados (+") e desconetados
(@ ou).

* N&o é possivel desativar um local se qualquer né em qualquer outro local estiver desconetado (@ ou = ).

* N&o é possivel iniciar o procedimento de desativagéo do local se uma operagao de reparagao ec-node
estiver em curso. Consulte o topico a seguir para rastrear reparos de dados codificados por apagamento.
"Verificacdo de trabalhos de reparacao de dados"

* Enquanto o procedimento de desativacéo do site esta em execugao:

> Vocé nao pode criar regras ILM que se referem ao site que esta sendo desativado. Vocé também nao
pode editar uma regra ILM existente para se referir ao site.

o Nao é possivel executar outros procedimentos de manutencéo, como expansao ou atualizacao.

Se vocé precisar executar outro procedimento de manutencao durante a desativagéo de
@ um site conetado, podera pausar o procedimento enquanto os nds de storage estiverem
sendo removidos. O botdo Pausa ¢ ativado durante o estagio ""Descomissionamento

replicado e eliminacédo de dados codificados™.

> Se vocé precisar recuperar qualquer n6 depois de iniciar o procedimento de desativagao do site, entre
em Contato com o suporte.

* Vocé nao pode desativar mais de um local de cada vez.

* Se o site incluir um ou mais nés de administragéo e o logon unico (SSO) estiver ativado para o seu
sistema StorageGRID, vocé devera remover todos os confiangas de partes confiaveis para o site dos
Servigos de Federagéo do ative Directory (AD FS).

Requisitos para o gerenciamento do ciclo de vida das informagées (ILM)

Como parte da remogéo de um site, vocé deve atualizar sua configuragédo ILM. O assistente do Decommission
Site orienta vocé por varias etapas de pré-requisitos para garantir o seguinte:

» O site nao é referido pela politica ILM ativa. Se for, vocé deve criar e ativar uma nova politica ILM com
novas regras ILM.

* Nao existe nenhuma politica proposta de ILM. Se vocé tem uma politica proposta, vocé deve exclui-la.
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* Nenhuma regra de ILM se refere ao site, mesmo que essas regras ndo sejam usadas na politica ativa ou
proposta. Vocé deve excluir ou editar todas as regras que se referem ao site.

Quando o StorageGRID descompacta o site, ele desativara automaticamente quaisquer perfis de codificagao
de apagamento nao utilizados que se refiram ao site e excluira automaticamente quaisquer pools de
armazenamento nao utilizados que se refiram ao site. O pool de storage de todos os nds de storage padréao
do sistema é removido porque ele usa todos os sites.

Antes de remover um site, talvez seja necessario criar novas regras ILM e ativar uma nova
politica ILM. Essas instrugbes assumem que vocé tem um bom entendimento de como o ILM

@ funciona e que vocé esta familiarizado com a criacdo de pools de armazenamento, perfis de
codificacdo de apagamento, regras do ILM e a simulag&o e ativagao de uma politica de ILM.
Consulte as instrucdes para gerenciar objetos com gerenciamento do ciclo de vida das
informacdes.

"Gerenciar objetos com ILM"

Consideragoes para os dados do objeto em um local conetado

Se vocé estiver executando uma desativagao do site conetado, vocé deve decidir o que fazer com os dados
de objeto existentes no site quando criar novas regras ILM e uma nova politica ILM. Vocé pode fazer um ou
ambos os seguintes procedimentos:

* Mova os dados de objetos do site selecionado para um ou mais sites na grade.

Exemplo para mover dados: Suponha que vocé queira desativar um site em Raleigh porque adicionou
um novo site em Sunnyvale. Neste exemplo, vocé deseja mover todos os dados de objeto do site antigo
para o novo site. Antes de atualizar suas regras de ILM e a politica de ILM, vocé deve revisar a
capacidade em ambos os sites. Vocé precisa garantir que o local de Sunnyvale tenha capacidade
suficiente para acomodar os dados de objeto do local de Raleigh e que a capacidade adequada
permanega em Sunnyvale para crescimento futuro.

Para garantir que a capacidade adequada esteja disponivel, talvez seja necessario

@ adicionar volumes de storage ou nos de storage a um local existente ou adicionar um novo
local antes de executar este procedimento. Consulte as instrugdes para expandir um
sistema StorageGRID.

Excluir cépias de objetos do site selecionado.

Exemplo para excluir dados: Suponha que vocé use atualmente uma regra ILM de 3 copias para replicar
dados de objetos em trés sites. Antes de desativar um site, vocé pode criar uma regra ILM equivalente a 2
copias para armazenar dados em apenas dois sites. Quando vocé ativa uma nova politica de ILM que usa
a regra de 2 copias, o StorageGRID exclui as copias do terceiro site porque elas ndo atendem mais aos
requisitos de ILM. No entanto, os dados do objeto ainda seréo protegidos e a capacidade dos dois locais
restantes permanecera a mesma.

Nunca crie uma regra ILM de copia Unica para acomodar a remogao de um site. Uma regra
de ILM que cria apenas uma copia replicada para qualquer periodo de tempo coloca os

@ dados em risco de perda permanente. Se houver apenas uma copia replicada de um objeto,
esse objeto sera perdido se um n6 de armazenamento falhar ou tiver um erro significativo.
Vocé também perde temporariamente o acesso ao objeto durante procedimentos de
manuten¢ao, como atualizagdes.
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Requisitos adicionais para uma desativacao do local conetado

Antes que o StorageGRID possa remover um site conetado, vocé deve garantir o seguinte:

» Todos 0s nods do seu sistema StorageGRID devem ter um estado de conexado conectado (+*); no entanto,
0s nos podem ter alertas ativos.

Vocé pode concluir as etapas 1-4 do assistente Decommission Site se um ou mais nés
forem desconetados. No entanto, n&o é possivel concluir a Etapa 5 do assistente, que inicia
o processo de desativacédo, a menos que todos os nos estejam conetados.

* Se o site que vocé pretende remover contiver um né de gateway ou um né de administrador que seja
usado para balanceamento de carga, talvez seja necessario executar um procedimento de expansao para
adicionar um novo né equivalente em outro local. Certifique-se de que os clientes podem se conetar ao no
de substituicdo antes de iniciar o procedimento de desativagéo do site.

» Se o site que vocé pretende remover contiver qualquer n6é de gateway ou nds de administrador que
estejam em um grupo de alta disponibilidade (HA), vocé podera concluir as etapas 1-4 do assistente
Decommission Site. No entanto, ndo é possivel concluir a Etapa 5 do assistente, que inicia o processo de
desativagao, até remover esses nos de todos os grupos de HA. Se os clientes existentes se conetarem a
um grupo de HA que inclua nos do site, vocé devera garantir que eles possam continuar se conetando ao
StorageGRID apds a remogéo do site.

* Se os clientes se conetarem diretamente aos nos de storage no local que vocé esta planejando remover,
vocé devera garantir que eles possam se conetar aos nos de storage em outros locais antes de iniciar o
procedimento de desativagao do site.

» Vocé deve fornecer espaco suficiente nos locais restantes para acomodar quaisquer dados de objeto que
serao movidos devido a alteragdes na politica ILM ativa. Em alguns casos, talvez seja necessario expandir
o sistema StorageGRID adicionando nds de storage, volumes de storage ou novos sites antes de concluir
a desativacado de um site conectado.

* Vocé deve permitir tempo adequado para que o procedimento de desativagdo seja concluido. Os
processos de ILM da StorageGRID podem levar dias, semanas ou até meses para mover ou excluir dados
de objetos do site antes que o site possa ser desativado.

A migracao ou exclusdo de dados de objetos de um local pode levar dias, semanas ou até
@ meses, dependendo da quantidade de dados no local, da carga no sistema, das laténcias
de rede e da natureza das mudancgas necessarias no ILM.

» Sempre que possivel, vocé deve completar os passos 1-4 do assistente Decommission Site o mais cedo
possivel. O procedimento de desativagao sera concluido mais rapidamente e com menos interrupgoes e
impactos no desempenho se vocé permitir que os dados sejam movidos do site antes de iniciar o
procedimento de desativagao real (selecionando Start Decommission no passo 5 do assistente).

Requisitos adicionais para uma desativagcao do local desconetado

Antes que o StorageGRID possa remover um site desconetado, vocé deve garantir o seguinte:

» Contactou o seu representante da conta NetApp. O NetApp revisara seus requisitos antes de ativar todas
as etapas no assistente do site de desintegracéo.

@ Vocé nao deve tentar uma desativacéo de site desconetada se vocé acredita que pode ser
possivel recuperar o site ou recuperar quaisquer dados de objeto do site.
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* Todos os nés no local devem ter um estado de conexdo de um dos seguintes:

> Desconhecido (#): O né nado esta conetado a grade por um motivo desconhecido. Por exemplo, a
conexao de rede entre nos foi perdida ou a energia esta inativa.

o Administrativamente para baixo (' ): O n6 ndo esta conetado a grade por um motivo esperado. Por
exemplo, o né ou os servigos no n6 foram desligados graciosamente.

» Todos 0s nés em todos os outros locais devem ter um estado de conexéo de conectado (+); no entanto,
esses outros nds podem ter alertas ativos.

* Vocé deve entender que vocé nao podera mais usar o StorageGRID para visualizar ou recuperar
quaisquer dados de objeto que foram armazenados no site. Quando o StorageGRID executa esse
procedimento, ele ndo tenta preservar nenhum dado do local desconetado.

@ Se suas regras e politicas de ILM foram projetadas para proteger contra a perda de um
unico site, copias de seus objetos ainda existem nos sites restantes.

* Vocé deve entender que se o site continha a Unica copia de um objeto, o objeto é perdido e ndo pode ser
recuperado.

Consideragoes para controles de consisténcia quando vocé remove um site

O nivel de consisténcia para um bucket do S3 ou contéiner Swift determina se o StorageGRID replica
totalmente os metadados de objetos para todos os nos e sites antes de dizer a um cliente que a ingestao de
objetos foi bem-sucedida. O nivel de consisténcia faz uma troca entre a disponibilidade dos objetos e a
consisténcia desses objetos em diferentes nos e sites de storage.

Quando o StorageGRID remove um site, ele precisa garantir que nenhum dado seja gravado no site que esta
sendo removido. Como resultado, ele substitui temporariamente o nivel de consisténcia para cada bucket ou
contentor. Depois de iniciar o processo de desativagao do site, o StorageGRID usa temporariamente a
consisténcia forte do site para impedir que os metadados de objetos sejam gravados no site sejam removidos.

Como resultado dessa substituicdo temporaria, esteja ciente de que qualquer operagao de gravagao,
atualizacao e exclusdo do cliente que ocorrer durante a desativagéo de um site pode falhar se varios nés
ficarem indisponiveis nos locais restantes.

Informacgdes relacionadas

"Como a recuperacao do local é realizada pelo suporte técnico"
"Gerenciar objetos com ILM"

"Expanda sua grade"

Recolha de materiais necessarios

Antes de desativar um site, vocé deve obter os seguintes materiais.

Item Notas

Arquivo do pacote de recuperacdo .zip Tem de transferir o ficheiro de pacote de recuperacao
mais recente . zip(sgws-recovery-package-id-
revision.zip ). Vocé pode usar o arquivo Pacote
de recuperacao para restaurar o sistema se ocorrer
uma falha.
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Item

Passwords.txt ficheiro

Frase-passe do aprovisionamento

Descrigao da topologia do sistema StorageGRID
antes da desativacao

Informacgodes relacionadas

"Requisitos do navegador da Web"

"Transferir o pacote de recuperacao"

Passo 1: Selecione Site

Notas

Este arquivo contém as senhas necessarias para
acessar os nos de grade na linha de comando e esta
incluido no Pacote de recuperagéo.

A frase-passe é criada e documentada quando o
sistema StorageGRID ¢ instalado pela primeira vez. A
senha de provisionamento nao esta no
Passwords.txt arquivo.

Se disponivel, obtenha qualquer documentagao que
descreva a topologia atual do sistema.

Para determinar se um site pode ser desativado, comece acessando o assistente

Decommission Site.

O que vocé vai precisar

* Vocé deve ter obtido todos os materiais necessarios.

* Vocé deve ter revisado as consideragdes para remover um site.

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Vocé deve ter a permissao de acesso root ou as permissdes Manutencgao e ILM.

Passos

1. Selecione Manutencao > tarefas de Manutengao > Desmontagem.

A pagina Decommission € exibida.

Decommission

Select Decommission Nodes to remove one or more nodes from a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes

Decommission Site
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2. Selecione o botdo Decommission Site.

O passo 1 (Selecionar local) do assistente Decommission Site aparece. Esta etapa inclui uma lista
alfabética dos sites no seu sistema StorageGRID.

Decommission Site

o 2 3 4 5 6

Select Site View Details Revisa ILM Remaove ILM Resolve Node Monitor
Palicy References Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are parmanently removed from the StorageGRID system

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example. you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity & Decommission Possible
Raleigh 3.3 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo This site contains the primary Admin Node.

3. Visualize os valores na coluna capacidade de armazenamento usada para determinar quanto
armazenamento esta sendo usado atualmente para dados de objeto em cada local.

A capacidade de armazenamento utilizada € uma estimativa. Se os nés estiverem offline, a capacidade de
armazenamento usada sera o ultimo valor conhecido para o site.

o Para uma desativagcéo de um site conetado, esse valor representa a quantidade de dados de objetos

que precisardo ser movidos para outros sites ou excluidos pelo ILM antes de poder desativar este site
com seguranga.

o Para uma desativacédo de um site desconetado, esse valor representa quanto do armazenamento de
dados do seu sistema ficara inacessivel quando vocé desativar este site.

@ Se sua politica de ILM foi projetada para proteger contra a perda de um unico site,
copias de seus dados de objeto ainda devem existir nos sites restantes.

4. Reveja as razdes na coluna Decommission possible para determinar quais sites podem ser desativados
atualmente.

@ Se houver mais de um motivo pelo qual um site ndo pode ser desativado, o motivo mais
critico € mostrado.
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Desativar possivel motivo

Marca de verificagao verde (+")

N&o. Este site contém o n6 de
administracdo principal.

Nao. Este site contém um ou mais
ndés de arquivo.

Nao. Todos os noés neste local
estdo desconetados. Contacte o
representante da sua conta
NetApp.

O exemplo mostra um sistema StorageGRID com trés locais. A marca de selecéo verde (

Descrigdo

Vocé pode desativar este site.

Nao é possivel desativar um site
que contém o no de administragéo
principal.

Nao é possivel desativar um site
que contém um no de arquivo.

N&o é possivel executar uma
desativagdo do site conetado a
menos que cada no no site esteja
conetado (+).

Préximo passo

Va para o proximo passo.

Nenhum. Nao € possivel executar
este procedimento.

Nenhum. Nao é possivel executar
este procedimento.

Se vocé quiser executar uma
desativacdo do site desconetada,
entre em Contato com seu
representante da conta do NetApp,
que revisara seus requisitos e
ativara o restante do assistente do
site de desintegracéo.

IMPORTANTE: Nunca coloque os
nds online offline para que vocé
possa remover um site. Vocé
perdera dados.

) para os sites

Raleigh e Sunnyvale indica que vocé pode desativar esses sites. No entanto, vocé ndo pode desativar o site
Vancouver porque ele contém o né Admin principal.

1. Se for possivel desativar, selecione o botao de opgao do site.

O botao Next esta ativado.

2. Selecione seguinte.

A etapa 2 (Exibir detalhes) é exibida.

Passo 2: Ver detalhes

Na Etapa 2 (Exibir detalhes) do assistente Decommission Site, vocé pode analisar quais
nos estao incluidos no site, ver quanto espaco foi usado em cada né de armazenamento
e avaliar quanto espaco livre esta disponivel nos outros sites da sua grade.

O que vocé vai precisar

Antes de desativar um site, vocé deve rever a quantidade de dados de objeto existentes no site.

» Se vocé estiver executando uma desativacdo de um site conetado, vocé deve entender a quantidade de
dados de objeto atualmente existentes no site antes de atualizar o ILM. Com base nas capacidades do
site e nas necessidades de protecédo de dados, vocé pode criar novas regras de ILM para mover dados
para outros sites ou excluir dados de objeto do site.

+ Execute as expansdes necessarias do né de armazenamento antes de iniciar o procedimento de

desativacdo, se possivel.
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» Se vocé estiver executando uma desativagao de site desconetada, vocé deve entender a quantidade de
dados de objeto ficardo permanentemente inacessiveis quando vocé remover o site.

Se vocé estiver executando uma desativagao de site desconetada, o ILM n&o podera mover ou

@ excluir dados de objeto. Quaisquer dados que permanegam no site serdo perdidos. No entanto,
se sua politica de ILM foi projetada para proteger contra a perda de um unico site, copias de
seus dados de objeto ainda existem nos sites restantes.

Passos
1. No passo 2 (Ver detalhes), reveja quaisquer avisos relacionados com o site que selecionou para remover.

Decommission Site

€ o 3 4 5 6
SE'EI.-':}. Site View Details Revisz ILM Remove ILM Fesolve Node Manitor
Policy Referencas Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offline
{biue or gray) nodes back online. Contact technical support if you need assistance.

Nestes casos, aparece um aviso:

> O site inclui um Gateway Node. Se os clientes S3 e Swift estiverem se conetando atualmente a esse
no, vocé devera configurar um né equivalente em outro site. Certifique-se de que os clientes podem se
conetar ao n6 de substituicdo antes de continuar com o procedimento de desativacao.

> O local contém uma mistura de nds conetados (+) e desconetados (- ou ). Antes de remover este
site, vocé deve colocar todos os nés offline de volta online.

2. Reveja os detalhes sobre o site que selecionou para remover.
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Decommission Site

2
it f\ B
4 0
W
" y
=

Select Site View Details

Raleigh Details

Number of Nodes: 3

Used Space: 3.93 MB

Node Name

RAL-51-101-198
RAL-52-101-157
RAL-53-101-198

Details for Other Sites

Total Free Space for Other Sites:
Total Capacity for Other Sites:

3

Revize ILM
Policy

Node Type

Storage Node
Storage Node
Storage Node

950.76 GB
950.77 GB

Site Name Free Space @
Sunnyvale 47538 GB
Vancouver 47538 GB
Total 950.76 GB

4 5

Remove ILM Resolve Node

References Conflicts
Free Space: 47538 GB
Site Capacity: 47538 GB

Connnection State

6

Monitor
Decommission

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB

As seguintes informacgdes estéo incluidas para o site selecionado:

o Numero de nés

L

> O espaco total usado, o espaco livre e a capacidade de todos os nés de storage no local.

= Para uma desativacédo de um site conetado, o valor espago usado representa a quantidade de
dados de objeto que devem ser movidos para outros sites ou excluidos com o ILM.

= Para uma desativagéo do site desconetada, o valor espago usado indica a quantidade de dados
de objeto ficardo inacessiveis quando vocé remover o site.

o

. (Ligado)

Nomes de nos, tipos e estados de conexao:

= (Administrativamente para baixo)

= & (Desconhecido)

Detalhes sobre cada no:

o

= Para cada né de storage, a quantidade de espaco que foi usada para dados de objeto.

= Para nds de administracdo e nos de gateway, se 0 n6 € usado atualmente em um grupo de alta
disponibilidade (HA). Nao é possivel desativar um né de administrador ou um né de gateway
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usado em um grupo de HA. Antes de iniciar a desativagao, € necessario editar grupos de HA para
remover todos os nés do local. Vocé também pode remover o grupo de HA se ele incluir somente
nés deste local.

"Administrar o StorageGRID"

3. Na sec¢do Detalhes para outros sites da pagina, avalie quanto espaco esta disponivel nos outros sites da
sua grade.

Details for Other Sites

Total Free Space for Other Sites:  950.76 GBE

Total Capacity for Other Sites: 95077 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvale 47538 GB 3.97 MB 47538 GB
Vancouver 47538 GB 3.90 MB 47538 GB

Total 950.76 GB 1.57T MB 950.77 GB

Se vocé estiver executando uma desativagéo do site conetado e planeja usar o ILM para mover dados de
objetos do site selecionado (em vez de apenas exclui-lo), vocé deve garantir que os outros sites tenham
capacidade suficiente para acomodar os dados movidos e que a capacidade adequada permanega para
crescimento futuro.

Um aviso aparece se o espago usado para o site que vocé deseja remover for maior que o

@ espaco livre total para outros sites. Para garantir que a capacidade de armazenamento
adequada esteja disponivel apds a remogéao do local, talvez seja necessario executar uma
expanséao antes de executar este procedimento.

4. Selecione seguinte.

O passo 3 (revisar politica ILM) é exibido.

Informacgdes relacionadas
"Gerenciar objetos com ILM"

Passo 3: Revise a Politica de ILM

A partir do passo 3 (rever a politica ILM) do assistente do site de desintegracao, vocé
pode determinar se o site € referido pela politica ILM ativa.

O que vocé vai precisar

Vocé tem uma boa compreenséo de como o ILM funciona e esta familiarizado com a criagdo de pools de
armazenamento, perfis de codificagdo de apagamento, regras ILM e simulagéo e ativagdo de uma politica
ILM.

"Gerenciar objetos com ILM"

Sobre esta tarefa

O StorageGRID nao pode desativar um site se esse site for referido por qualquer regra ILM na politica ILM
ativa.
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Se sua politica ILM atual se refere ao site que vocé deseja remover, vocé deve ativar uma nova politica ILM
que atenda a certos requisitos. Especificamente, a nova politica ILM:

* Nao é possivel usar um pool de armazenamento que se refere ao site.
* Nao é possivel usar um perfil de codificagdo de apagamento que se refere ao site.

* Nao é possivel usar o pool de armazenamento padrédo todos os nés de armazenamento ou o site padrao
todos os sites.

* N&o € possivel usar a regra de estoque Make 2 copies.

* Deve ser projetado para proteger totalmente todos os dados de objetos.

Nunca crie uma regra ILM de cépia Unica para acomodar a remogao de um site. Uma regra
de ILM que cria apenas uma copia replicada para qualquer periodo de tempo coloca os

@ dados em risco de perda permanente. Se houver apenas uma copia replicada de um objeto,
esse objeto sera perdido se um né de armazenamento falhar ou tiver um erro significativo.
Vocé também perde temporariamente o acesso ao objeto durante procedimentos de
manutenc¢ao, como atualizacoes.

Se vocé estiver executando um Connected site Dedescomissionar, vocé deve considerar como o
StorageGRID deve gerenciar os dados do objeto atualmente no site que vocé deseja remover. Dependendo
dos requisitos de protegao de dados, as novas regras podem mover os dados de objetos existentes para
diferentes locais ou excluir quaisquer copias de objetos extras que ndo sejam mais necessarias.

Entre em Contato com o suporte técnico se precisar de assisténcia para projetar a nova politica.

Passos

1. Na Etapa 3 (revisar a Politica ILM), determine se alguma regra ILM na politica ILM ativa se refere ao site
gue vocé selecionou para remover.
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2.

3.

160

Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites

Se nenhuma regra estiver listada, selecione Next para ir para a Etapa 4 (Remover referéncias ILM)
"Passo 4: Remover referéncias ILM"

Se uma ou mais regras ILM estiverem listadas na tabela, selecione o link ao lado de Nome da politica
ativa.

A pagina de politicas ILM aparece em uma nova guia do navegador. Use esta guia para atualizar o ILM. A
pagina Decommission Site permanecera aberta na outra guia.

a. Se necessario, selecione ILM Storage Pools para criar um ou mais pools de armazenamento que nao
se referem ao site.



@ Para obter detalhes, consulte as instru¢des para gerenciar objetos com gerenciamento
do ciclo de vida das informacoes.

b. Se vocé planeja usar a codificagdo de apagamento, selecione ILM Codificagcao de apagamento para
criar um ou mais perfis de codificagdo de apagamento.

Vocé deve selecionar pools de armazenamento que nao se referem ao site.

@ N&o use o pool de storage todos os nds de storage nos perfis de codificagao de
apagamento.

4. Selecione ILM Rules e clone cada uma das regras listadas na tabela para a Etapa 3 (revisar a Politica
ILM).

@ Para obter detalhes, consulte as instru¢des para gerenciar objetos com gerenciamento do
ciclo de vida das informacdes.

a. Use nomes que facilitem a selegéo dessas regras em uma nova politica.
b. Atualize as instru¢des de colocacgao.

Remova todos os pools de storage ou perfis de codificagdo de apagamento que se referem ao site e
substitua-os por novos pools de armazenamento ou perfis de codificagdo de apagamento.

@ Nao use o pool de armazenamento todos os nds de storage nas novas regras.
5. Selecione ILM Policies e crie uma nova politica que use as novas regras.

@ Para obter detalhes, consulte as instru¢des para gerenciar objetos com gerenciamento do
ciclo de vida das informacgoes.

a. Selecione a politica ativa e selecione Clone.
b. Especifique um nome de politica e um motivo para a alteragéo.
c. Selecione regras para a politica clonada.

= Desmarque todas as regras listadas para a Etapa 3 (revisar a Politica ILM) da pagina do site de
desintegragao.

= Selecione uma regra padrao que nao se refira ao site.

@ Nao selecione a regra Make 2 Copies porque essa regra usa o pool de
armazenamento All Storage Nodes, que n&o é permitido.

= Selecione as outras regras de substituicdo que criou. Essas regras nao devem se referir ao site.

161



6.

Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever
Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
2 copy 2 sites for smaller objects (5

Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).
Rule Name Tenant Account
3 copies for $3 tenant § 53 (61659555232085399385)
EC for larger objects (§ -
¥l 1-site EC for larger objects (3 —
W 2 copies for S3 tenant (& 53 (61659555232085399385)

d. Selecione aplicar.

e. Arraste e solte as linhas para reordenar as regras na politica.

Nao é possivel mover a regra padrao.

Vocé deve confirmar se as regras ILM estao na ordem correta. Quando a politica é ativada,
objetos novos e existentes sdo avaliados pelas regras na ordem listada, comegando na
parte superior.

a. Salve a politica proposta.

Ingira objetos de teste e simule a politica proposta para garantir que as regras corretas sejam aplicadas.

@ Erros em uma politica ILM podem causar perda de dados irrecuperavel. Analise e simule
cuidadosamente a politica antes de ativa-la para confirmar que funcionara como pretendido.

Quando vocé ativa uma nova politica de ILM, o StorageGRID a usa para gerenciar todos os
objetos, incluindo objetos existentes e objetos recém-ingeridos. Antes de ativar uma nova

@ politica de ILM, revise todas as alteragdes no posicionamento de objetos replicados e
codificados por apagamento existentes. Alterar a localizagdo de um objeto existente pode
resultar em problemas de recursos temporarios quando os novos posicionamentos sao
avaliados e implementados.

7. Ative a nova politica.
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Se vocé estiver executando uma desativagao do site conetado, o StorageGRID comegara a remover os
dados do objeto do site selecionado assim que vocé ativar a nova politica ILM. Mover ou excluir todas as
copias de objetos pode levar semanas. Embora vocé possa iniciar com seguranga uma desativagéo do
site enquanto os dados do objeto ainda existirem no site, o procedimento de desativagao sera concluido



com mais rapidez e com menos interrupgdes e impactos no desempenho se vocé permitir que os dados
sejam movidos do site antes de iniciar o procedimento de desativacao real (selecionando Start
Decommission no passo 5 do assistente).

8. Volte para passo 3 (revisar a politica ILM) para garantir que nenhuma regra ILM na nova politica ativa
consulte o site e o botdo Next esteja ativado.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM Refarences).
« [fone or more ILM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Pratection for Two Sites &

No ILM rules in the active ILM policy refer to Raleigh

e | e

@ Se alguma regra estiver listada, vocé deve criar e ativar uma nova politica ILM antes de
continuar.

9. Se nenhuma regra estiver listada, selecione Next.

O passo 4 (Remover referéncias ILM) é exibido.

Passo 4: Remover referéncias ILM

No passo 4 (Remover referéncias ILM) do assistente Decommission Site, vocé pode
remover a politica proposta se existir e excluir ou editar quaisquer regras ILM nao
utilizadas que ainda se referem ao site.

Sobre esta tarefa
Vocé esta impedido de iniciar o procedimento de desativacéo do site nestes casos:

» Existe uma politica proposta de ILM. Se vocé tem uma politica proposta, vocé deve exclui-la.

* Qualquer regra ILM refere-se ao site, mesmo que essa regra nao seja usada em nenhuma politica ILM.
Vocé deve excluir ou editar todas as regras que se referem ao site.

Passos
1. Se uma politica proposta for listada, remova-a.
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a. Selecione Excluir Politica proposta.
b. Selecione OK na caixa de didlogo de confirmagao.

2. Determine se quaisquer regras de ILM nao utilizadas se referem ao site.
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Decommission Site

by 28 5 6
Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis
4 |LM rules refer to [aia Center 3 -

This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.

Go to the ILM Rules page (&

Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m

3 copies for 53 tenant — Raleigh storage pool m

2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m

1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted

Todas as regras ILM que estéo listadas ainda se referem ao site, mas ndo sao usadas em nenhuma
politica. No exemplo:

> Aregra de estoque Make 2 Copies usa o conjunto de armazenamento padrao do sistema All Storage
Nodes, que usa o site All Sites.

> Aregra nao utilizada 3 cépias para S3 inquilino refere-se ao pool de armazenamento Raleigh.
> Aregra nao utilizada 2 copy 2 sites para objetos menores refere-se ao pool de armazenamento
Raleigh.

> As regras nao utilizadas para EC Large Objects usam o site Raleigh no perfil de codificagéo de
apagamento All 3 Sites.

o Se nenhuma regra ILM estiver listada, selecione Next para ir para Etapa 5 (resolver conflitos de no).

"Etapa 5: Resolver conflitos de no (e iniciar a desativagao)"

Quando o StorageGRID descompacta o site, ele desativara automaticamente quaisquer
perfis de codificacdo de apagamento nao utilizados que se refiram ao site e excluira

@ automaticamente quaisquer pools de armazenamento nao utilizados que se refiram ao site.
O pool de storage de todos os nés de storage padrao do sistema é removido porque ele usa
o site todos os sites.
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> Se uma ou mais regras ILM estiverem listadas, va para a proxima etapa.
3. Edite ou exclua cada regra ndo utilizada:

o Para editar uma regra, acesse a pagina regras do ILM e atualize todos os canais que usam um perfil
de codificagdo de apagamento ou um pool de armazenamento que se refere ao site. Em seguida,
retorne a Etapa 4 (Remover referéncias ILM).

@ Para obter detalhes, consulte as instru¢des para gerenciar objetos com gerenciamento
do ciclo de vida das informagoes.

o Para excluir uma regra, selecione o icone de lixeira e selecione OK.
@ Vocé deve excluir a regra de estoque Make 2 Copies antes de poder desativar um site.

4. Confirme se nao existe nenhuma politica de ILM proposta, nenhuma regra de ILM né&o utilizada se refere
ao site e o botdo Next esta ativado.

Decommission Site

0 5 6

Selec:t_SFte View -[Setails Re'n.'ié_é ILM Remove ILM Resaolve Node Monitor
Palicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Mo proposed palicy exists
No LM rules refer io Raleigh
1 Erasure Coding profile will be deactivated v

3 storage poocls will be deleted v

]| ]
5. Selecione seguinte.

Quaisquer pools de armazenamento restantes e perfis de codificagdo de apagamento que
se refiram ao site tornar-se-ao invalidos quando o site for removido. Quando o StorageGRID

@ descompacta o site, ele desativara automaticamente quaisquer perfis de codificagcao de
apagamento néo utilizados que se refiram ao site e excluira automaticamente quaisquer
pools de armazenamento nao utilizados que se refiram ao site. O pool de storage de todos
0s nos de storage padrao do sistema é removido porque ele usa o site todos os sites.

A etapa 5 (resolver conflitos de no) é exibida.
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Etapa 5: Resolver conflitos de né (e iniciar a desativagao)

Na Etapa 5 (resolver conflitos de nés) do assistente do local de desativagao, vocé pode
determinar se algum né no sistema StorageGRID esta desconetado ou se algum né no
local selecionado pertence a um grupo de alta disponibilidade (HA). Depois que qualquer
conflito de né for resolvido, vocé inicia o procedimento de desativagao nesta pagina.

Vocé deve garantir que todos os nds do sistema StorageGRID estejam no estado correto, como a seguir:

» Todos os nos do sistema StorageGRID devem estar conetados (+* ).

Se vocé estiver executando uma desativacao do local desconetado, todos os nds do local
que vocé esta removendo devem ser desconetados e todos os nos de todos os outros
locais devem estar conetados.

* Nenhum no no local que vocé esta removendo pode ter uma interface que pertence a um grupo de alta
disponibilidade (HA).

Se algum no estiver listado para a Etapa 5 (resolver conflitos de nd), vocé deve corrigir o problema antes de
iniciar a desativacgao.

Antes de iniciar o procedimento de desativacéo do site a partir desta pagina, reveja as seguintes
consideracgoes:

» Vocé deve permitir tempo adequado para que o procedimento de desativagao seja concluido.

A migracao ou exclusdo de dados de objetos de um local pode levar dias, semanas ou até
@ meses, dependendo da quantidade de dados no local, da carga no sistema, das laténcias
de rede e da natureza das mudancas necessarias no ILM.

* Enquanto o procedimento de desativacéo do site estd em execucéo:

> Vocé nao pode criar regras ILM que se referem ao site que esta sendo desativado. Vocé também nao
pode editar uma regra ILM existente para se referir ao site.

o Nao é possivel executar outros procedimentos de manutencédo, como expansao ou atualizacao.

Se vocé precisar executar outro procedimento de manutencao durante a desativagéo de
@ um site conetado, podera pausar o procedimento enquanto os nds de storage estiverem
sendo removidos. O botdo Pausa ¢ ativado durante o estagio ""Descomissionamento

replicado e eliminacédo de dados codificados™.

o Se vocé precisar recuperar qualquer n6 depois de iniciar o procedimento de desativagao do site, entre
em Contato com o suporte.

Passos

1. Consulte a secédo nds desconetados da Etapa 5 (resolver conflitos de nd) para determinar se algum n6 no
sistema StorageGRID tem um estado de conexao desconhecido (€ ) ou administrativamente inativo ()
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid Fs

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site Type
i
DC1-83-99-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belangs to an HA group v
Passphrase

Provisioning Passphrase @

2. Se algum no estiver desconetado, coloque-o novamente on-line.

Consulte as instrugdes para monitoramento e solugao de problemas do StorageGRID e os procedimentos
do no de grade. Entre em Contato com o suporte técnico se precisar de assisténcia.

3. Quando todos os noés desconetados forem colocados novamente on-line, consulte a segao grupos de HA
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Esta tabela lista todos os nos do local selecionado que pertencem a um grupo de alta disponibilidade
(HA).



Decommission Site

O—0 0 O -

Select Site Vigw Details Revise ILM Remcwe ILM Resolve Monitor

Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4. Se algum dos nds estiver listado, faga um dos seguintes procedimentos:

o Edite cada grupo de HA afetado para remover a interface do né.

o Remover um grupo de HA que inclua somente nds deste local. Consulte as instru¢des para administrar
o StorageGRID.

Se todos 0s nds estiverem conetados e nenhum né no local selecionado for usado em um grupo de HA, o
campo frase-passe de provisionamento sera ativado.

5. Introduza a frase-passe de aprovisionamento.

O botao Start Decommission fica ativado.
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. Se vocé estiver pronto para iniciar o procedimento de desativagao do site, selecione Start
Decommission.

Um aviso lista o local e os nés que serdo removidos. Vocé é lembrado que pode levar dias, semanas ou
até meses para remover completamente o site.
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A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
« DC3-57
= OC3-52
« DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency to prevent obhject
metadata from heing written to the site being removed. Client write and delete operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. weeks, or even months to complete. Select Maintenance =
Decommission to monitor the decommission progress.

Do you want to continua?

B

7. Reveja o aviso. Se estiver pronto para comecar, selecione OK.

Uma mensagem aparece quando a nova configuragéo de grade é gerada. Esse processo pode levar
algum tempo, dependendo do tipo e do numero de nés de grade desativados.

Passphrase

Provisioning Passphrase @& | ssssssee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

Previous e

Quando a nova configuragao da grade for gerada, o passo 6 (Monitor Decommission) sera exibido.

(D O botéo anterior permanece desativado até que a desativagao esteja concluida.

Informacgdes relacionadas

"Monitorizar Resolucéo de problemas"
"Procedimentos do no6 de grade”

"Administrar o StorageGRID"
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Passo 6: Monitorar a desintegragao

A partir do passo 6 (Monitor Decommission) do assistente de pagina do site
Decommission, vocé pode monitorar o progresso a medida que o site é removido.

Sobre esta tarefa
Quando o StorageGRID remove um site conetado, ele remove nds nessa ordem:

1. N6s de gateway
2. Nos de administracao

3. Nos de storage
Quando o StorageGRID remove um site desconetado, ele remove nds nessa ordem:

1. N6s de gateway
2. Nos de storage

3. No6s de administracao

Cada n6 de gateway ou n6 de administrador pode exigir apenas alguns minutos ou uma hora para ser
removido; no entanto, os nés de storage podem levar dias ou semanas.

Passos

1. Assim que um novo pacote de recuperagao for gerado, baixe o arquivo.

Decommission Site

Sele;:;t- Site View I-J-etaiis Revis; LM Renmwé ILM Resolv_e MNaode Monitor
Palicy References Conflicts Decommission

€ A new Recovery Package has been generated as a result of the configuration change. Go fo the Recovery Package page to
download il

@ Baixe o pacote de recuperagao o mais rapido possivel para garantir que vocé possa
recuperar sua grade se algo der errado durante o procedimento de desativacéo.

a. Selecione o link na mensagem ou selecione Manutengao sistema Pacote de recuperagao.

b. Transfira o . zip ficheiro.

Consulte as instrugdes para baixar o pacote de recuperagéo.

@ O arquivo do pacote de recuperagao deve ser protegido porque contém chaves de
criptografia e senhas que podem ser usadas para obter dados do sistema StorageGRID.

2. Usando o grafico de movimentagao de dados, monitore a movimentagao de dados de objetos deste site
para outros sites.

A movimentagao de dados comegou quando vocé ativou a nova politica de ILM no passo 3 (revisar
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politica de ILM). A movimentagéo de dados ocorrera durante todo o procedimento de desativagao.

Decommission Site Progress

Decommission Nodes in Site in Progress ::‘é
Data Movement from Raleigh

1 hour 1 day 1 wesk 1 manth Custom

Storage Used - ObjectData @

17:40 17:

|
(53]
[ =]

18:00 18:10 18:20 18230

= |Used (%)

3. Na secgédo progresso do n6 da pagina, monitore o andamento do procedimento de desativacdo a medida
que o0s nés sdo removidos.

Quando um no6 de armazenamento € removido, cada n6 passa por uma série de estagios. Embora a
maioria desses estagios ocorra rapidamente ou até mesmo impercetivelmente, talvez seja necessario
esperar dias ou até semanas para que outros estagios sejam concluidos, com base na quantidade de
dados que precisam ser movidos. E necessario tempo adicional para gerenciar dados codificados de
apagamento e reavaliar o ILM.
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Node Progress

€ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate [LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Searct Q
Name ¥ Type 1T Progress 11 Stage 11
RAL-S1-101-196 St Moie }‘ gizzr;lnr[}n;a;ianing Replicated and Erasure
RAL-82-101-197 Sinrage Node 1 g\z;z::r[}nizioning Replicated and Erasure
RAL-G3.101.198 Sibraga fiode i giii?r[}n;izinning Replicated and Erasure

Se vocé estiver monitorando o progresso de uma desativagdo de um site conetado, consulte esta tabela
para entender os estagios de desativagado de um né de armazenamento:

Fase

Pendente

Aguarde bloqueios

Preparar tarefa

Marcacao LDR desativada

Desativagao de dados duplicados
e codificados de apagamento

Estado definido LDR

Lavar filas Auditoria

Concluido

Duracgao estimada

Minuto ou menos

Minutos

Minuto ou menos

Minutos

Horas, dias ou semanas com base na quantidade de dados

Nota: Se vocé precisar executar outras atividades de manutencéo,
vocé pode pausar a desativagao do site durante essa etapa.

Minutos

Minutos a horas, com base no numero de mensagens e na laténcia
da rede.

Minutos

Se vocé estiver monitorando o andamento de uma desativagdo de um local desconetado, consulte esta
tabela para entender os estagios de desativagdo de um n6 de armazenamento:
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Fase Duracao estimada

Pendente Minuto ou menos
Aguarde bloqueios Minutos
Preparar tarefa Minuto ou menos
Desativar Servicos Externos Minutos
Revogacao do certificado Minutos
Anular registo no Minutos
Anular registo de grau de armazenamento Minutos
Remogéao do Grupo de armazenamento Minutos
Remocéao da entidade Minutos
Concluido Minutos

4. Depois de todos os nés terem atingido a etapa completa, aguarde que as restantes operagdes de
desativagao do local sejam concluidas.

o Durante a etapa reparar Cassandra, o StorageGRID faz todos os reparos necessarios aos clusters do
Cassandra que permanecem em sua grade. Esses reparos podem levar varios dias ou mais,
dependendo de quantos nés de storage permanecem na grade.

Decommission Site Progress
Decommission Nodes in Site Complated
Repair Cassandra in Prograss ':E

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

o Durante a etapa Deactivate EC Profiles Delete Storage Pools, as seguintes alteragdes de ILM sao
feitas:

= Todos os perfis de codificacdo de apagamento que se referem ao site sdo desativados.

= Todos os pools de armazenamento que se referem ao site sdo excluidos.
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@ O pool de storage de todos os nés de storage padrao do sistema também é
removido porque ele usa o site todos os sites.

> Finalmente, durante a etapa Remove Configuration, quaisquer referéncias restantes ao site e seus
nos sdo removidas do resto da grade.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remaeve Configurations In Progress :,:‘E

StorageGRID is removing the site and node configurations from the rest of the grid

5. Quando o procedimento de desativagao for concluido, a pagina Decommission Site (local de desativagao)
mostra uma mensagem de sucesso e o local removido ndo € mais apresentado.

Decommission Site

o 2 3 4 5 6

Select Site View Details Revise LM Remove [LM Resolve Node Manitar
Palicy References Canflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodes af the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.

Depois de terminar
Conclua estas tarefas apos concluir o procedimento de desativagao do local:

« Certifique-se de que as unidades de todos os nés de storage no local desativado sejam limpas. Utilize
uma ferramenta ou servigo de limpeza de dados disponiveis no mercado para remover dados das
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unidades de forma permanente e segura.

» Se o site incluiu um ou mais nds de administragao e logon unico (SSO) estiver ativado para o seu sistema
StorageGRID, remova todas as confiangas de parte que dependem do site dos Servigos de Federagéo do
ative Directory (AD FS).

* Depois que os nos tiverem sido desligados automaticamente como parte do procedimento de desativagéo
do site conetado, remova as maquinas virtuais associadas.

Informacgdes relacionadas
"Transferir o pacote de recuperacao”

Procedimentos de manutencao da rede

Vocé pode configurar a lista de sub-redes na rede de Grade ou atualizar enderecos IP,
servidores DNS ou servidores NTP para o seu sistema StorageGRID.

Opgodes
 "Atualizando sub-redes para a rede de Grade"
+ "Configurando enderecgos IP"
* "Configurando servidores DNS"
* "Configurando servidores NTP"

» "Restaurar a conetividade de rede para nés isolados”

Atualizando sub-redes para a rede de Grade

O StorageGRID mantém uma lista das sub-redes de rede usadas para se comunicar
entre noOs de grade na rede de grade (eth0Q). Essas entradas incluem as sub-redes
usadas para a rede de Grade por cada site em seu sistema StorageGRID, bem como
quaisquer sub-redes usadas para NTP, DNS, LDAP ou outros servidores externos
acessados atraves do gateway rede de Grade. Quando vocé adiciona nos de grade ou
um novo site em uma expansao, talvez seja necessario atualizar ou adicionar sub-redes
a rede de Grade.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

» Tem de ter a permissao Manutencao ou Acesso root.
* Vocé deve ter a senha de provisionamento.

» Vocé deve ter os enderecgos de rede, na notagao CIDR, das sub-redes que deseja configurar.

Sobre esta tarefa

Se vocé estiver executando uma atividade de expansao que inclua a adigao de uma nova sub-rede, sera
necessario adicionar a nova sub-rede da grade antes de iniciar o procedimento de expansao.

Passos
1. Selecione Manutencao > rede > rede.
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Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Provisioning
Passphrase

2. Na lista de sub-redes, clique no sinal de mais para adicionar uma nova sub-rede na notagao CIDR.
Por exemplo, introduza 10.96.104.0/22.
3. Digite a senha de provisionamento e clique em Salvar.

As sub-redes especificadas sao configuradas automaticamente para o sistema StorageGRID.

Configurando enderecgos IP

Vocé pode executar a configuragado de rede configurando enderecgos IP para nos de
grade usando a ferramenta alterar IP.

Vocé deve usar a ferramenta alterar |IP para fazer a maioria das alteragdes na configuragao de rede que foi
inicialmente definida durante a implantacao de grade. As alteragdes manuais usando comandos e arquivos de
rede padrao do Linux podem néo se propagar para todos os servigos do StorageGRID e podem nao persistir
em atualizagdes, reinicializa¢des ou procedimentos de recuperacéo de noés.

@ Se vocé quiser alterar o endereco IP da rede de Grade para todos os nés da grade, use o
procedimento especial para alteragdes em toda a grade.

"Alterar enderegos |IP para todos os nos na grade"

Se vocé estiver fazendo alteragbes somente na Lista de sub-redes de rede de Grade, use o
Gerenciador de Grade para adicionar ou alterar a configuragdo da rede. Caso contrario, use a

@ ferramenta alterar IP se o Gerenciador de Grade estiver inacessivel devido a um problema de
configuragéo de rede, ou vocé estiver executando uma alteragao de roteamento de rede de
Grade e outras alteragdes de rede ao mesmo tempo.

@ O procedimento de mudancga de IP pode ser um procedimento disruptivo. Partes da grade
podem estar indisponiveis até que a nova configuragéo seja aplicada.

* Interfaces Ethernet*®
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O enderego IP atribuido a ethO é sempre o endereco IP da rede de Grade do n6 da grade. O enderecgo IP
atribuido ao eth1 é sempre o enderecgo IP da rede Admin do né da grade. O endereco IP atribuido ao eth2 é
sempre o endereco IP da rede do cliente do n6 da grade.

Observe que em algumas plataformas, como dispositivos StorageGRID, eth0, eth1 e eth2, podem ser
interfaces agregadas compostas por bridges subordinadas ou ligagbes de interfaces fisicas ou VLAN. Nessas
plataformas, a guia SSM > Resources pode mostrar o enderego IP de rede Grid, Admin e Client atribuido a
outras interfaces além de eth0, eth1 ou eth2.

DHCP

S6 pode configurar o DHCP durante a fase de implementagédo. Nao é possivel configurar o DHCP durante a
configuragéo. Vocé deve usar os procedimentos de alteragdo de enderecgo IP se quiser alterar enderecos IP,
mascaras de sub-rede e gateways padrao para um no de grade. O uso da ferramenta Change IP fara com que
os enderecos DHCP fiquem estaticos.

Grupos de alta disponibilidade (HA)
* Nao é possivel alterar o endereco IP da rede do cliente fora da sub-rede de um grupo HA configurado na

interface de rede do cliente.

* Nao é possivel alterar o endereco IP da rede do cliente para o valor de um endereco IP virtual existente
atribuido por um grupo HA configurado na interface de rede do cliente.

* N&o € possivel alterar o endereco IP da rede da grade fora da sub-rede de um grupo HA configurado na
interface de rede da grade.

* Nao é possivel alterar o endereco IP da rede Grid para o valor de um endereco IP virtual existente
atribuido por um grupo HA configurado na interface de rede Grid.
Opgodes
+ "Alterar a configuragéo de rede de um ng"
» "Adicionar ou alterar listas de sub-rede na rede Admin"
+ "Adicionar ou alterar listas de sub-rede na rede de Grade"
* "Linux: Adicionando interfaces a um no6 existente"

 "Alterar enderegos IP para todos os nos na grade"

Alterando a configuragao de rede de um né

Vocé pode alterar a configuracéo de rede de um ou mais nds usando a ferramenta
alterar IP. Vocé pode alterar a configuragdo da rede de Grade ou adicionar, alterar ou
remover as redes Admin ou Client.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro.

Sobre esta tarefa

* Linux:* se vocé estiver adicionando um né de grade a rede Admin ou rede de cliente pela primeira vez, e
vocé nao tiver configurado anteriormente ADMIN_network TARGET ou CLIENT_network TARGET no
arquivo de configuragédo do no, vocé deve fazé-lo agora.

Consulte as instrugdes de instalagdo do StorageGRID para seu sistema operacional Linux.
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Appliances: em appliances StorageGRID, se o cliente ou a rede de administragéo nao tiver sido configurada
no Instalador de appliance StorageGRID durante a instalagao inicial, a rede nao podera ser adicionada
usando apenas a ferramenta Change IP (alterar IP). Primeiro, vocé deve colocar o aparelho no modo de
manutencgao, configurar os links, retornar o aparelho ao modo de operagéo normal e, em seguida, usar a
ferramenta alterar IP para modificar a configuragédo de rede. Consulte o procedimento para configurar links de
rede nas instrugdes de instalagdo e manuteng¢éo do seu aparelho.

Vocé pode alterar o enderecgo IP, a mascara de sub-rede, o gateway ou o valor MTU para um ou mais nés em
qualquer rede.

Vocé também pode adicionar ou remover um n6 de uma rede de cliente ou de uma rede de administragéo:

* Vocé pode adicionar um né a uma rede cliente ou a uma rede Admin adicionando um enderecgo
IP/mascara de sub-rede nessa rede ao no.

* Vocé pode remover um né de uma rede de cliente ou de uma rede de administrador excluindo o endereco
IP/mascara de sub-rede do n6 nessa rede.

Os noés nao podem ser removidos da rede de Grade.

@ Swaps de endereco IP ndo sdo permitidos. Se for necessario trocar enderegos IP entre nos de
grade, vocé devera usar um endereco IP intermediario temporario.

Se o logon unico (SSO) estiver ativado para o sistema StorageGRID e vocé estiver alterando o
endereco IP de um né Admin, esteja ciente de que qualquer confianga de parte confiavel que foi
configurada usando o endereco IP do né Admin (em vez de seu nome de dominio totalmente

@ qualificado, conforme recomendado) se tornara invalida. Vocé nao podera mais entrar no no.
Imediatamente apds alterar o enderego IP, vocé deve atualizar ou reconfigurar a confianga de
parte confiavel do n6é nos Servigos de Federagéo do ative Directory (AD FS) com o novo
endereco IP. Consulte as instrugdes para administrar o StorageGRID.

Todas as alteragdes feitas na rede usando a ferramenta Change IP sdo propagadas para o

@ firmware do instalador dos dispositivos StorageGRID. Dessa forma, se o software StorageGRID
for reinstalado em um dispositivo ou se um dispositivo for colocado no modo de manutencgao, a
configuragéo de rede estara correta.

Passos
1. Faca login no n6 de administragéo principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Inicie a ferramenta Change IP inserindo o seguinte comando: change-ip

3. Insira a senha de provisionamento no prompt.

E apresentado o menu principal.
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Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

1.
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HLE = B
selection: §

. Opcionalmente, selecione 1 para escolher quais nos atualizar. Em seguida, selecione uma das seguintes
opgoes:

> 1: N6 unico — selecione pelo nome

o 2: NO unico — selecione por site e, em seguida, por nome

o 3: N6 unico — selecione por IP atual

o 4: Todos os nés em um local

> 5: Todos os nés na grade
Observacao: se vocé quiser atualizar todos os nos, permita que "todos" permanegam selecionados.

Depois de fazer sua selegao, o menu principal é exibido, com o campo Selected Nodes atualizado para
refletir sua escolha. Todas as agdes subsequentes sao realizadas apenas nos nos exibidos.

. No menu principal, selecione a opgao 2 para editar informacdes de IP/mascara, gateway e MTU para os
nos selecionados.

a. Selecione a rede onde deseja fazer alteragdes:

1: Rede de rede

= 2: Rede de administracido

= 3: Rede de clientes

= 4: Todas as redes depois de selecionar, o prompt mostra o nome do n6, o nome da rede (Grade,

Admin ou Cliente), o tipo de dados (IP/mascara, Gateway ou MTU) e o valor atual.

Editar o endereco IP, o comprimento do prefixo, o gateway ou MTU de uma interface configurada
por DHCP alterara a interface para estatica. Quando vocé seleciona alterar uma interface
configurada pelo DHCP, um aviso é exibido para informa-lo de que a interface mudara para
estatica.

As interfaces configuradas como fixed nao podem ser editadas.

b. Para definir um novo valor, introduza-o no formato apresentado para o valor atual.

c. Para deixar o valor atual inalterado, pressione Enter.

d. Se o tipo de dados for IP/mask, vocé podera excluir o Admin ou a rede do cliente do no inserindo d
ou 0,0.0,0/0.
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6.

7.

182

e. Depois de editar todos os nés que vocé deseja alterar, digite q para retornar ao menu principal.
Suas alteragbes sdo mantidas até serem limpas ou aplicadas.

Reveja as altera¢des selecionando uma das seguintes opgdes:

> 5: Mostra edi¢gdes na saida que sao isoladas para mostrar apenas o item alterado. As alteragdes sao
realgadas em verde (adi¢goes) ou vermelho (exclusdes), como mostrado na saida do exemplo:

2
2
Y
2
3
2

Gateway

Gateway

Gateway

Gateway

Gateway

Gateway

MTU

MTU

MTU

MTU

MTU
ame-x Admin MTU
Press Enter to continue

e o®ow
L I O I

Be b P B3 RS RE =
- &
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HH AR R AR R
H

R R
HH

H

> 6: Mostra edi¢cdes na saida que exibe a configuragcdo completa. As alteragbes sao realgadas em verde
(adi¢des) ou vermelho (exclusdes).

Certas interfaces de linha de comando podem mostrar adigdes e exclusées usando a
formatacao strikethrough. A exibicdo adequada depende do cliente terminal que suporta
as sequéncias de escape VT100 necessarias.

Selecione a opgéao 7 para validar todas as alteragdes.

Essa validagdo garante que as regras para redes Grid, Admin e Client, como nao usar sub-redes
sobrepostas, n&o sejam violadas.

Neste exemplo, a validagao retornou erros.




Neste exemplo, a validacdo passou.

8. Depois que a validagao passar, escolha uma das seguintes opgoes:

o 8: Salve as altera¢des ndo aplicadas.

Essa opgao permite que vocé saia da ferramenta Change IP e inicie-a novamente mais tarde, sem
perder nenhuma alteragcdo n&o aplicada.

> 10: Aplicar a nova configuragao de rede.
9. Se vocé selecionou a opgéao 10, escolha uma das seguintes opgoes:

o Apply: Aplique as altera¢des imediatamente e reinicie automaticamente cada no, se necessario.
Se a nova configuragao de rede nao exigir alteragdes fisicas de rede, vocé pode selecionar Apply
para aplicar as alteragdes imediatamente. Os nds serao reiniciados automaticamente, se necessario.
Os nés que precisam ser reiniciados serdo exibidos.

o Stage: Aplique as alteragdes na proxima vez que os nos forem reiniciados manualmente.
Se vocé precisar fazer alteragdes na configuracéo de rede fisica ou virtual para que a nova
configuragéo de rede funcione, use a opgao stage, encerre os nos afetados, faca as alteragdes de

rede fisica necessarias e reinicie os nés afetados. Se vocé selecionar Apply sem primeiro fazer essas
alteragdes de rede, as alteragdes geralmente falharao.

@ Se vocé usar a opgao stage, sera necessario reiniciar o né o mais rapido possivel apés
O preparo para minimizar as interrupgdes.

o Cancelar: Nao facga alteragdes na rede neste momento.

Se vocé ndo sabia que as alteragbes propostas exigem que os nds sejam reiniciados, vocé pode adiar
as alteragbes para minimizar o impactos do usuario. Selecionar CANCEL retorna ao menu principal e
preserva as alteragdes para que vocé possa aplica-las mais tarde.

Quando vocé seleciona Apply ou stage, um novo arquivo de configuragao de rede € gerado, o
provisionamento € executado e os nds sdo atualizados com novas informacdes de trabalho.

Durante o provisionamento, a saida exibe o status a medida que as atualizagdes sao aplicadas.

Generating new grid networking description file...
Running provisioning...
Updating grid network configuration on Name
Depois de aplicar ou preparar alteragdes, um novo pacote de recuperacao € gerado como resultado da
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10.

1.
12.

alteragéo da configuragéo da grade.

Se vocé selecionou stage, siga estas etapas apos a concluséo do provisionamento:
a. Faca as alteracdes de rede fisica ou virtual necessarias.

= Alteragoes fisicas de rede*: Faga as alteragdes fisicas necessarias de rede, desligando o n6 com
segurancga, se necessario.

= Linux*: Se vocé estiver adicionando o né a uma rede Admin ou rede de cliente pela primeira vez,
certifique-se de que vocé adicionou a interface conforme descrito em ""adicionando interfaces a
um no existente".

b. Reinicie os nos afetados.
Selecione 0 para sair da ferramenta Change IP apés a conclusao das alteragdes.
Faca o download de um novo Pacote de recuperagao do Gerenciador de Grade.
a. Selecione Manutengao > sistema > Pacote de recuperagao.

b. Introduza a frase-passe de aprovisionamento.

Informacgdes relacionadas

"Linux: Adicionando interfaces a um no existente"

"Instale o Red Hat Enterprise Linux ou CentOS"

"Instale Ubuntu ou Debian"

"Aparelhos de servicos SG100 SG1000"

"SG6000 dispositivos de armazenamento”

"SG5700 dispositivos de armazenamento”

"Administrar o StorageGRID"

"Configurando enderecgos IP"

Adicionar ou alterar listas de sub-rede na rede Admin

Vocé pode adicionar, excluir ou alterar as sub-redes na Lista de sub-redes de rede
Admin de um ou mais nos.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro.

Vocé pode adicionar, excluir ou alterar sub-redes para todos os nés na Lista de sub-redes de rede Admin.

Passos

1.
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Faca login no n6é de administragéo principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.


https://docs.netapp.com/pt-br/storagegrid-115/rhel/index.html
https://docs.netapp.com/pt-br/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/pt-br/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/pt-br/storagegrid-115/sg6000/index.html
https://docs.netapp.com/pt-br/storagegrid-115/sg5700/index.html
https://docs.netapp.com/pt-br/storagegrid-115/admin/index.html

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Inicie a ferramenta Change IP inserindo o seguinte comando: change-ip

3. Insira a senha de provisionamento no prompt.

E apresentado o menu principal.

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT WODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet liste

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, so you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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Selection: E

4. Opcionalmente, limite as redes/nds nos quais as operagdes sdo executadas. Escolha uma das seguintes
opcgoes:

o Selecione os nos a editar escolhendo 1, se vocé quiser filtrar em nds especificos nos quais executar a
operacgao. Selecione uma das seguintes opgdes:

= 1: NO Unico (selecionar pelo nome)

= 2: NO unico (selecione por site, depois pelo nome)
= 3: NO unico (selecionar por IP atual)

* 4: Todos os nés em um local

= 5: Todos os nés na grade

= 0: Volte

o Permitir que "all™ permanecga selecionado. Apos a selegao ser feita, € apresentado o ecra do menu
principal. O campo nos selecionados reflete sua nova selegao e agora todas as operagoes
selecionadas serédo executadas somente neste item.

5. No menu principal, selecione a opgao para editar sub-redes para a rede Admin (opc¢éo 3).

6. Escolha uma das seguintes op¢des:

° Adicione uma sub-rede inserindo este comando: add CIDR
° Exclua uma sub-rede inserindo este comando: del CIDR

° Defina a lista de sub-redes inserindo este comando: set CIDR

@ Para todos os comandos, vocé pode inserir varios enderecos usando este formato: add
CIDR, CIDR

Exemplo: add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16
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Vocé pode reduzir a quantidade de digitagdo necessaria usando "'seta para cima™ para

@ recuperar valores digitados anteriormente para o prompt de entrada atual e, em
seguida, edita-los, se necessario.

A entrada de exemplo abaixo mostra a adi¢do de sub-redes a Lista de sub-redes de Admin Network:

Quando estiver pronto, digite q para voltar a tela do menu principal. Suas altera¢des sdo mantidas até

serem limpas ou aplicadas.

@ Se vocé selecionou qualquer um dos modos de selecao de n6 "todos" na etapa 2, vocé
deve pressionar Enter (sem q) para chegar ao proximo né na lista.

. Escolha uma das seguintes op¢des:

o Selecione a opgao 5 para mostrar as edicbes na saida que estao isoladas para mostrar apenas o item
alterado. As alteragdes séo realgcadas em verde (adigdes) ou vermelho (exclusdes), como mostrado na

saida de exemplo abaixo:

DC1-ADM1-1085-

Press Enter to cuntinuel

o Selecione a op¢ao 6 para mostrar as edicdes na saida que exibem a configuracdo completa. As
alteracdes sao realgadas em verde (adi¢gdes) ou vermelho (exclusdes). Nota: alguns emuladores de
terminal podem mostrar adi¢gdes e exclusées usando a formatagao strikethrough.

Quando vocé tenta alterar a lista de sub-redes, a seguinte mensagem é exibida:
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CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this
caution.

Se vocé nao atribuiu especificamente as sub-redes de servidor NTP e DNS a uma rede, o
StorageGRID cria uma rota de host (/32) para a conexao automaticamente. Se, por exemplo, vocé
preferir ter uma rota /16 ou /24 para conexao de saida a um servidor DNS ou NTP, vocé deve excluir a
rota /32 criada automaticamente e adicionar as rotas que deseja. Se vocé nao excluir a rota de host
criada automaticamente, ela sera persistida depois de aplicar quaisquer alteracdes a lista de sub-
redes.

(D Embora vocé possa usar essas rotas de host descobertas automaticamente, em geral, vocé
deve configurar manualmente as rotas DNS e NTP para garantir a conetividade.

9. Selecione a opcéo 7 para validar todas as alteracoes faseadas.

Essa validacao garante que as regras para redes Grid, Admin e Client sejam seguidas, como o uso de
sub-redes sobrepostas.

10. Opcionalmente, selecione a opgao 8 para guardar todas as alteracbes faseadas e voltar mais tarde para
continuar a efetuar alteragées.

Essa opgao permite que vocé saia da ferramenta Change IP e inicie-a novamente mais tarde, sem perder
nenhuma alteracédo nao aplicada.

11. Execute um dos seguintes procedimentos:

o Selecione a opgao 9 se quiser limpar todas as alteragdes sem salvar ou aplicar a nova configuragao
de rede.

> Selecione a opgao 10 se estiver pronto para aplicar alteragdes e provisionar a nova configuragao de
rede. Durante o provisionamento, a saida exibe o status a medida que as atualizacées sao aplicadas
conforme mostrado na seguinte saida de amostra:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

12. Faga o download de um novo Pacote de recuperagédo do Gerenciador de Grade.
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a. Selecione Manutenc¢ao > sistema > Pacote de recuperacgao.

b. Introduza a frase-passe de aprovisionamento.

Informacgdes relacionadas

"Configurando enderegos IP"

Adicionar ou alterar listas de sub-rede na rede de Grade

Vocé pode usar a ferramenta alterar IP para adicionar ou alterar sub-redes na rede de
Grade.

O que vocé vai precisar

* Vocé tem o Passwords. txt arquivo.

Sobre esta tarefa

Vocé pode adicionar, excluir ou alterar sub-redes na Lista de sub-redes de rede de Grade. As alteracdes
afetardo o roteamento em todos os nds da grade.

Se vocé estiver fazendo alteragdes somente na Lista de sub-redes de rede de Grade, use o
Gerenciador de Grade para adicionar ou alterar a configuragao da rede. Caso contrario, use a

@ ferramenta alterar IP se o Gerenciador de Grade estiver inacessivel devido a um problema de
configuragéo de rede, ou vocé estiver executando uma alteragao de roteamento de rede de
Grade e outras alteragbes de rede ao mesmo tempo.

Passos
1. Faca login no n6 de administrag&o principal:

a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Inicie a ferramenta Change IP inserindo o seguinte comando: change-ip

3. Insira a senha de provisionamento no prompt.

E apresentado o menu principal.
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Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

D D G~ O B L b e
s T T

Selection: i

. No menu principal, selecione a opg¢ao para editar sub-redes para a rede de Grade (opgao 4).
@ As alteragoes na Lista de sub-redes de rede de Grade sdo em toda a grade.

. Escolha uma das seguintes opgdes:

° Adicione uma sub-rede inserindo este comando: add CIDR
° Exclua uma sub-rede inserindo este comando: del CIDR

° Defina a lista de sub-redes inserindo este comando: set CIDR

@ Para todos os comandos, vocé pode inserir varios enderecos usando este formato: add
CIDR, CIDR

Exemplo: add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

Vocé pode reduzir a quantidade de digitagdo necessaria usando "'seta para cima
recuperar valores digitados anteriormente para o prompt de entrada atual e, em
seguida, edita-los, se necessario.

para

A entrada de exemplo abaixo mostra a configuragéo de sub-redes para a Lista de sub-redes de rede
de Grade:
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6. Quando estiver pronto, digite q para voltar a tela do menu principal. Suas altera¢gdes sdo mantidas até
serem limpas ou aplicadas.

7. Escolha uma das seguintes op¢des:

o Selecione a opgao 5 para mostrar as edigdes na saida que estio isoladas para mostrar apenas o item
alterado. As alteragdes sao realgadas em verde (adigdes) ou vermelho (exclusdes), como mostrado na
saida de exemplo abaixo:

> Selecione a opgao 6 para mostrar as edigdes na saida que exibem a configuragdo completa. As
alteragbes sao realgadas em verde (adi¢des) ou vermelho (exclusdes).

@ Certas interfaces de linha de comando podem mostrar adi¢gdes e exclusées usando a
formatacao strikethrough.

8. Selecione a opgéo 7 para validar todas as alteragdes faseadas.

Essa validagédo garante que as regras para redes Grid, Admin e Client sejam seguidas, como o uso de
sub-redes sobrepostas.

9. Opcionalmente, selecione a opgao 8 para guardar todas as alteragbes faseadas e voltar mais tarde para
continuar a efetuar alteracoes.

Essa opgéo permite que vocé saia da ferramenta Change IP e inicie-a novamente mais tarde, sem perder
nenhuma alteracédo nao aplicada.

10. Execute um dos seguintes procedimentos:

o Selecione a opg¢ao 9 se quiser limpar todas as alteragdes sem salvar ou aplicar a nova configuragao
de rede.

o Selecione a opgao 10 se estiver pronto para aplicar alteragdes e provisionar a nova configuracao de
rede. Durante o provisionamento, a saida exibe o status a medida que as atualizagdes séo aplicadas
conforme mostrado na seguinte saida de amostra:

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

11. Se vocé selecionou a opgéao 10 ao fazer alteragdes na rede de Grade, selecione uma das seguintes
opgoes:
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o Apply: Aplique as alteragdes imediatamente e reinicie automaticamente cada nd, se necessario.

Se a nova configuragao de rede funcionar simultaneamente com a configuragéo de rede antiga sem
alteracdes externas, vocé pode usar a opgao Apply para uma alteragdo de configuragao totalmente
automatizada.

o Stage: Aplique as alteragdes na proxima vez que os nos forem reiniciados.

Se vocé precisar fazer alteragdes na configuragéo de rede fisica ou virtual para que a nova
configuragao de rede funcione, use a opgao stage, encerre os nos afetados, faca as alteragoes de
rede fisica necessarias e reinicie os nés afetados.

@ Se vocé usar a opgao stage, sera necessario reiniciar o ndé o mais rapido possivel apos
O preparo para minimizar as interrupgoes.

o Cancelar: Nao facga alteragdes na rede neste momento.

Se vocé nao sabia que as alteragbes propostas exigem que os nds sejam reiniciados, vocé pode adiar
as alteracbes para minimizar o impactos do usuario. Selecionar CANCEL retorna ao menu principal e
preserva as alteragdes para que vocé possa aplica-las mais tarde.

Depois de aplicar ou preparar alteragdes, um novo pacote de recuperacao € gerado como resultado da
alteragao da configuragéo da grade.
12. Se a configuragéao for interrompida devido a erros, as seguintes opgdes estardo disponiveis:
o Para cancelar o procedimento de alteragcéo de IP e regressar ao menu principal, introduza a.
o Para tentar novamente a operacao que falhou, digite r.
o Para continuar para a proxima operacéo, digite c.
A operagao com falha pode ser tentada mais tarde selecionando a opgao 10 (aplicar alteragdes) no

menu principal. O procedimento de alteragédo de IP n&o sera concluido até que todas as operagdes
tenham sido concluidas com éxito.

> Se voceé teve que intervir manualmente (para reinicializar um né, por exemplo) e esta confiante de que
a acao que a ferramenta acha que falhou foi realmente concluida com sucesso, digite f para marca-lo
como bem-sucedido e passar para a proxima operagao.

13. Faga o download de um novo Pacote de recuperagéo do Gerenciador de Grade.

a. Selecione Manutencao > sistema > Pacote de recuperagao.

b. Introduza a frase-passe de aprovisionamento.

@ O arquivo do pacote de recuperagao deve ser protegido porque contém chaves de
criptografia e senhas que podem ser usadas para obter dados do sistema StorageGRID.

Informacgdes relacionadas
"Configurando enderegos IP"

Linux: Adicionando interfaces a um né existente

Se vocé quiser adicionar uma interface a um n6 baseado em Linux que vocé n&o instalou
inicialmente, vocé deve usar este procedimento.
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Se vocé nao configurou ADMIN_network_TARGET ou CLIENT_network_TARGET no arquivo de configuracao
do né no host Linux durante a instalacao, use este procedimento para adicionar a interface. Para obter mais
informagdes sobre o arquivo de configuragdo do no, consulte as instrugdes de instalagdo do StorageGRID
para seu sistema operacional Linux.

"Instale o Red Hat Enterprise Linux ou CentOS"

"Instale Ubuntu ou Debian"

Vocé executa este procedimento no servidor Linux que hospeda o n6 que precisa da nova atribuicdo de rede,
nao dentro do no. Este procedimento adiciona apenas a interface ao no; ocorre um erro de validagao se tentar

especificar quaisquer outros parametros de rede.

Para fornecer informacdes de enderecamento, vocé deve usar a ferramenta alterar IP. Consulte as
informacgdes sobre como alterar a configuragéo de rede de um noé.

"Alterar a configuragao de rede de um ng"

Passos
1. Faga login no servidor Linux que hospeda o né que precisa da nova atribuicdo de rede.

2. Edite o arquivo de configuragdo do n6 em /etc/storagegrid/nodes/node-name.conf.
@ Nao especifique quaisquer outros parametros de rede, ou um erro de validacao resultara.

a. Adicione o novo destino de rede.
CLIENT NETWORK TARGET = bond0.3206
b. Opcional: Adicione um endereco MAC.

CLIENT NETWORK MAC = aa:57:61:07:ea:5c

3. Execute o comando Node Validate: sudo storagegrid node validate node-name
4. Resolva todos os erros de validagao.

5. Execute o comando node reload: sudo storagegrid node reload node-name

Informacgdes relacionadas

"Instale o Red Hat Enterprise Linux ou CentOS"
"Instale Ubuntu ou Debian"

"Alterar a configuragédo de rede de um n¢"

Alterar enderecos IP para todos os nés na grade

Se vocé precisar alterar o endereco IP da rede de Grade para todos os nés da grade,
siga este procedimento especial. Vocé nao pode fazer uma alteragao de IP de rede de
grade em toda a grade usando o procedimento para alterar nos individuais.
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O que vocé vai precisar

* Tem de ter o Passwords . txt ficheiro.

Sobre esta tarefa
Para garantir que a grade seja iniciada com sucesso, vocé deve fazer todas as alteragdes de uma vez.

@ Este procedimento aplica-se apenas a rede de grelha. Nao é possivel usar este procedimento
para alterar enderecos IP nas redes Admin ou Client.

Se vocé quiser alterar os enderecos IP e MTU para os nés apenas em um local, siga as instrugdes para
alterar a configuragdo de rede de um no.

Passos

1. Planeje com antecedéncia as alteragdes que vocé precisa fazer fora da ferramenta Change IP, como
alteragbes no DNS ou NTP, e alteragdes na configuragao de logon unico (SSO), se usado.

@ Se os servidores NTP existentes néo estiverem acessiveis a grade nos novos enderecgos IP
adicione os novos servidores NTP antes de executar o procedimento Change-ip.

@ Se os servidores DNS existentes ndo estiverem acessiveis a grade nos novos enderegos
IP, adicione os novos servidores DNS antes de executar o procedimento Change-ip.

Se 0 SSO estiver habilitado para o seu sistema StorageGRID e quaisquer confiangas de
terceiros confidveis tiverem sido configuradas usando enderecos IP de n6 de administrador

@ (em vez de nomes de dominio totalmente qualificados, conforme recomendado), esteja
preparado para atualizar ou reconfigurar essas confiangas de terceiros confiaveis nos
Servigos de Federagao do ative Directory (AD FS) imediatamente apds vocé alterar
enderecos IP. Consulte as instru¢des para administrar o StorageGRID.

@ Se necessario, adicione a nova sub-rede para os novos enderegos IP.

2. Faca login no n6 de administrag&o principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

3. Inicie a ferramenta Change IP inserindo o seguinte comando: change-ip

4. Insira a senha de provisionamento no prompt.

E apresentado o menu principal. Por padrdo, o Selected nodes campo é definido como all.
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Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

1.
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5. No menu principal, selecione 2 para editar informagdes sobre mascara de IP/sub-rede, gateway e MTU
para todos os nés.

a. Selecione 1 para fazer alteragdes na rede de Grade.

Depois de fazer a selegao, o prompt mostra os nomes dos nds, o nome da rede da grade, o tipo de
dados (IP/mascara, Gateway ou MTU) e os valores atuais.

Editar o endereco IP, o comprimento do prefixo, o gateway ou MTU de uma interface configurada por

DHCP alterara a interface para estatica. E apresentado um aviso antes de cada interface configurada
pelo DHCP.

As interfaces configuradas como fixed ndo podem ser editadas.

a. Para definir um novo valor, introduza-o no formato apresentado para o valor atual.

b. Depois de editar todos os nds que vocé deseja alterar, digite q para retornar ao menu principal.
Suas alteragbes sdo mantidas até serem limpas ou aplicadas.

6. Reveja as alteragdes selecionando uma das seguintes opgdes:

o 5: Mostra edicbes na saida que sao isoladas para mostrar apenas o item alterado. As alteracbes séo
realcadas em verde (adi¢goes) ou vermelho (exclusdes), como mostrado na saida do exemplo:
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Gateway
Gateway
Gateway
Gateway
Gateway
Gateway
MTU
MTU
MTU
MTU
MTU
MTU
Press Enter to continue

HHHEHRHHAHHHRHEHRABR

Bi b3 B3 B3 Rd B3 =
kR B R R B RS

> 6: Mostra edi¢cdes na saida que exibe a configuragcado completa. As alteragbes sao realgadas em verde
(adi¢des) ou vermelho (exclusdes).

Certas interfaces de linha de comando podem mostrar adigdes e exclusbes usando a
formatacao strikethrough. A exibicdo adequada depende do cliente terminal que suporta
as sequéncias de escape VT100 necessarias.

7. Selecione a opgéao 7 para validar todas as alteracoes.

Essa validagédo garante que as regras da rede de Grade, como n&o usar sub-redes sobrepostas, ndo
sejam violadas.

Neste exemplo, a validagéo retornou erros.
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8. Quando a validagao passar, selecione 10 para aplicar a nova configuragao de rede.

9. Selecione stage para aplicar as alteragdes na proxima vez que os nos forem reiniciados.

@ Vocé deve selecionar stage. Nao execute um reinicio continuo, manualmente ou
selecionando Apply em vez de stage; a grade nao sera iniciada com éxito.

10. Depois que as alteragdes estiverem concluidas, selecione 0 para sair da ferramenta Change IP (alterar
IP).

11. Encerre todos os nés simultaneamente.

@ Toda a grade deve ser desligada de uma sé6 vez, de modo que todos os nés estejam
inativos ao mesmo tempo.

12. Faca as alteragbes de rede fisica ou virtual necessarias.
13. Verifiqgue se todos os nés da grade estao inativos.
14. Poténcia em todos os nos.
15. Assim que a grelha for iniciada com sucesso:
a. Se vocé adicionou novos servidores NTP, exclua os valores antigos do servidor NTP.
b. Se vocé adicionou novos servidores DNS, exclua os valores antigos do servidor DNS.
16. Faca o download do novo Pacote de recuperagédo do Gerenciador de Grade.
a. Selecione Manutencao > sistema > Pacote de recuperagao.

b. Introduza a frase-passe de aprovisionamento.

Informacgdes relacionadas
"Administrar o StorageGRID"

"Alterar a configuragao de rede de um né"
"Adicionar ou alterar listas de sub-rede na rede de Grade"

"Fechando um no de grade"

Configurando servidores DNS

Vocé pode adicionar, remover e atualizar servidores DNS (sistema de nomes de
dominio), para que vocé possa usar nomes de host FQDN (nome de dominio totalmente
qualificado) em vez de enderecos IP.

O que vocé vai precisar
» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Tem de ter a permissdo Manuteng¢ao ou Acesso root.

* Vocé deve ter os enderecgos IP dos servidores DNS para configurar.

Sobre esta tarefa

Especificar informacdes do servidor DNS permite que vocé use nomes de host de nome de dominio
totalmente qualificados (FQDN) em vez de enderecos IP para notificacoes de e-mail ou SNMP e AutoSupport.
E recomendavel especificar pelo menos dois servidores DNS.
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Fornega entre dois a seis enderegos IP para servidores DNS. Em geral, selecione servidores
DNS que cada site pode acessar localmente no caso de a rede ser aterrissada. Isso € para

@ garantir que um site islanded continua a ter acesso ao servigo DNS. Depois de configurar a lista
de servidores DNS em toda a grade, vocé pode personalizar ainda mais a lista de servidores
DNS para cada né.

"Modificagao da configuragdo DNS para um unico né de grade"

Se as informagbes do servidor DNS forem omitidas ou configuradas incorretamente, um alarme DNST sera
acionado no servico SSM de cada né da grade. O alarme é apagado quando o DNS esta configurado
corretamente e as novas informagdes do servidor atingiram todos os nés da grade.

Passos
1. Selecione Manutengao > rede > servidores DNS.

2. Na secao servidores, adicione atualizacbes ou remova entradas do servidor DNS, conforme necessario.

A pratica recomendada é especificar pelo menos dois servidores DNS por site. Vocé pode especificar até

seis servidores DNS.

3. Clique em Salvar.

Modificagao da configuragao DNS para um unico no de grade

Em vez de configurar o DNS (Domain Name System) globalmente para toda a
implantacao, vocé pode executar um script para configurar o DNS de forma diferente
para cada no de grade.

Em geral, vocé deve usar a opgdo Manutencgao rede servidores DNS no Gerenciador de Grade para
configurar servidores DNS. Use o script a seguir somente se vocé precisar usar servidores DNS diferentes
para diferentes nos de grade.

1. Faga login no n6 de administragéo principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

€. Adicione a chave privada SSH ao agente SSH. Introduza: ssh-add
f. Insira a senha de acesso SSH listada no Passwords . txt arquivo.

2. Fagca login no n6 que deseja atualizar com uma configuragdo DNS personalizada: ssh
node IP address

3. Execute o script de configuragdo DNS: setup resolv.rb.

O script responde com a lista de comandos suportados.
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Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>
add a specified IP address to the name server list
e.g.> add nameserver 192.0.2.65

remove nameserver <ip>
remove a specified IP address from list
e.g.> remove nameserver 192.0.2.65

remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add
nameserver <ip>']

[ 'remove nameserver <ip>|remove nameserver
all|save|abort|help ]

4. Adicione o endereco IPv4 de um servidor que fornece servigo de nome de dominio para sua rede: add
<nameserver IP address>

Repita 0 add nameserver comando para adicionar servidores de nomes.
Siga as instrugdes conforme solicitado para outros comandos.
Salve suas alteracdes e saia do aplicativo: save

feche o shell de comando no servidor: exit

Para cada n6 de grade, repita as etapas de iniciar sessao no no até fechando o shell de comando.

© © © N o o

Quando vocé néo precisar mais de acesso sem senha a outros servidores, remova a chave privada do
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agente SSH. Introduza: ssh-add -D

Configurando servidores NTP

Vocé pode adicionar, atualizar ou remover servidores NTP (Network Time Protocol) para
garantir que os dados sejam sincronizados com precisao entre nés de grade em seu
sistema StorageGRID.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

» Tem de ter a permissao Manutencao ou Acesso root.
* Vocé deve ter a senha de provisionamento.

* Vocé deve ter os enderecgos IPv4 dos servidores NTP para configurar.

Sobre esta tarefa

O sistema StorageGRID usa o protocolo de tempo de rede (NTP) para sincronizar o tempo entre todos os nos
de grade na grade.

Em cada local, pelo menos dois nés no sistema StorageGRID recebem a fungdo NTP principal. Eles
sincronizam com um minimo sugerido de quatro, e um maximo de seis, fontes de tempo externas e entre si.
Cada no no sistema StorageGRID que ndo € um n6 NTP primario atua como um cliente NTP e sincroniza com
esses nos NTP primarios.

Os servidores NTP externos conetam-se aos nés aos quais vocé atribuiu funcdes primarias NTP
anteriormente. Por esse motivo, € recomendavel especificar pelo menos dois nés com fungdes NTP primarias.

Certifique-se de que pelo menos dois nés em cada local possam acessar pelo menos quatro
@ fontes NTP externas. Se apenas um né em um local puder alcancar as fontes NTP, problemas

de tempo ocorrerdo se esse no cair. Além disso, a designagdo de dois nds por local como

fontes primarias de NTP garante um tempo preciso se um local for isolado do resto da grade.

Os servidores NTP externos especificados devem usar o protocolo NTP. Vocé deve especificar referéncias de
servidor NTP do estrato 3 ou melhor para evitar problemas com a deriva de tempo.

Ao especificar a fonte NTP externa para uma instalagao do StorageGRID em nivel de produgéo,
nao use o servico Windows Time (W32Time) em uma versao do Windows anterior ao Windows

@ Server 2016. O servico de tempo em versdes anteriores do Windows ndo é suficientemente
preciso e nao é suportado pela Microsoft para uso em ambientes de alta precisdo, como o
StorageGRID.

"Limite de suporte para configurar o servigo de tempo do Windows para ambientes de alta precisao"

Se vocé encontrar problemas com a estabilidade ou disponibilidade dos servidores NTP originalmente
especificados durante a instalagéo, vocé pode atualizar a lista de fontes NTP externas que o sistema
StorageGRID usa adicionando servidores adicionais ou atualizando ou removendo servidores existentes.

Passos
1. Selecione Manutencao > rede > servidores NTP.

2. Na secao servidores, adicione atualizacdes ou remova entradas do servidor NTP, conforme necessario.
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Vocé deve incluir pelo menos 4 servidores NTP e pode especificar até 6 servidores.

3. Na caixa de texto frase-passe de aprovisionamento, introduza a frase-passe de aprovisionamento do

sistema StorageGRID e clique em Guardar.

O estado do procedimento é apresentado na parte superior da pagina. A pagina é desativada até que as

atualizacbes de configuragdo estejam concluidas.

@ Se todos os seus servidores NTP falharem no teste de conexao depois de salvar os novos

servidores NTP, ndo prossiga. Entre em Contato com o suporte técnico.

Restaurar a conetividade de rede para nés isolados

Em certas circunstancias, como alteragcbes de endereco IP em todo o site ou grade, um
ou mais grupos de nds podem né&o ser capazes de entrar em Contato com o resto da

grade.

No Gerenciador de Grade (suporte Ferramentas topologia de Grade), se um n¢ estiver cinza ou se um n6
estiver azul com muitos de seus servigcos mostrando um status diferente de execugao, vocé deve verificar o

isolamento do né.

Alarms | Reports Configuration

Overview: SSM (abrian-g1) - Services
Updated: 2018-01-22 15:03:45 MST

g Events Operating System Linux 4.9.0-3-amd64
144 Resources
) Timing Services
[-=3§ CLB
wl- gy abrian-st Senice Version Status. Threads Load Memory
-4 abrian-s2 ADE Exporter Senvice 11.1.0-20171214.1441.c29e2f8 Running Bo v Boomw Brerve B
G- abrian-s2 Connection Load Balancer (GLB) 11.1.0-20180120.0111,02137e Running Boe6e Hoorw T93Ms T
Dynamic I[P Service 11.1.0-20180123 1919 deeeha? abrian Not Running B @ ¢ B0% BoB EE |
Nginx Service 1.10.3-1+debOut Running Hw 5 Hoow HouMe [
Node Exporter Service 013 0+ds-1+h2 Rurining B9s5s BHow Hesssus B
Persistence Service 11.1.0-20180123 1919 deeeba7 abrian Running BHw6 BHoosiw Birime B
Server Manager 11.1.0-20171214.1441.629e2/8 Running @4 Het6% HieTMe B
Server Status Monifor (SSM)  11.1.0-20180120.0111.02137f Rurning B4y 61 0288 % Hasams B
System Legging 3.8.1-10 Running Ba 3 Booww Hsruvs B{
Time Synchronization 1:4.2 8p10+dfsg-3+deblut Running B2 DHooors B454M8 B
Packages
storage-gnid-release (nstalled 11.1.0-20180123.1919.deeeba abran

Algumas das consequéncias de ter nos isolados incluem o seguinte:

» Se varios nos estiverem isolados, talvez vocé nao consiga entrar ou acessar o Gerenciador de Grade.

» Se varios nos estiverem isolados, o uso do storage e os valores de cota mostrados no Dashboard do
Tenant Manager podem estar desatualizados. Os totais serdo atualizados quando a conetividade de rede

for restaurada.

Para resolver o problema de isolamento, vocé executa um utilitario de linha de comando em cada n6 isolado
ou em um n6é em um grupo (todos os nds em uma sub-rede que ndo contém o ndé Admin principal) que é
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isolado da grade. O utilitario fornece aos nés o enderego IP de um né nao isolado na grade, o que permite que
0 no isolado ou grupo de nds entre em Contato com toda a grade novamente.

@ Se o sistema de nomes de dominio multicast (MDNS) estiver desativado nas redes, o utilitario
de linha de comando pode ter de ser executado em cada no isolado.

Passos

1. Acesse ond e /var/local/log/dynip.log verifique se ha mensagens de isolamento.

Por exemplo:

[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,
no contact with other nodes.

If this warning persists, manual action may be required.

Se vocé estiver usando o console VMware, ele contera uma mensagem informando que o né pode estar
isolado.

Nas implantagdes Linux, as mensagens de isolamento aparecerao nos
/var/log/storagegrid/node/<nodename>.1log arquivos.

2. Se as mensagens de isolamento forem recorrentes e persistentes, execute o seguinte comando:

add node ip.py <address\>

‘<address\>'Onde estd o endereco IP de um nd remoto que estd conetado a
grade.

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

3. Verifiqgue o seguinte para cada n6 que foi isolado anteriormente:
o Os servicos do né foram iniciados.

° O status do servigo IP dindmico €& "em execugao" depois de executar o storagegrid-status
comando.

> Na arvore topologia de Grade, o né ndo aparece mais desconetado do resto da grade.

@ Se a execugdo do add node ip.py comando n&o resolver o problema, pode haver outros
problemas de rede que precisam ser resolvidos.
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Procedimentos de nivel de host e middleware

Alguns procedimentos de manutencao sao especificos para implantagcdées Linux ou
VMware do StorageGRID, ou sao especificos para outros componentes da solugéo
StorageGRID.

Linux: Migrando um né de grade para um novo host

Vocé pode migrar os nés do StorageGRID de um host Linux para outro para executar a
manutenc¢ao do host (como patches e reinicializagdo do sistema operacional) sem afetar
a funcionalidade ou a disponibilidade da sua grade.

Vocé migra um ou mais nés de um host Linux (o "host de origem") para outro host Linux (o "host de destino").
O host de destino deve ter sido preparado anteriormente para uso no StorageGRID.

@ Vocé pode usar este procedimento somente se vocé planejou sua implantagéo do StorageGRID
para incluir suporte a migragao.

Para migrar um né de grade para um novo host, ambas as condi¢gdes a seguir devem ser verdadeiras:

» O storage compartilhado € usado para todos os volumes de storage por no

* As interfaces de rede tém nomes consistentes entre os hosts

@ Em uma implantacao de produgao, ndo execute mais de um noé de storage em um Unico host. O
uso de um host dedicado para cada no6 de storage fornece um dominio de falha isolado.

Outros tipos de nés, como nds de administragao ou nés de gateway, podem ser implantados no mesmo host.
No entanto, se vocé tiver varios ndés do mesmo tipo (dois nés de Gateway, por exemplo), ndo instale todas as
instdncias no mesmo host.

Para obter mais informacgdes, consulte "requisitos de migragéo de nés" nas instru¢des de instalacao do
StorageGRID para o seu sistema operacional Linux.

Informagdes relacionadas
"Implantando novos hosts Linux"

"Instale o Red Hat Enterprise Linux ou CentOS"

"Instale Ubuntu ou Debian"

Linux: Exportando o n6 do host de origem
Encerre o né da grade e exporte-o do host Linux de origem.
Execute o seguinte comando no host Linux de origem.

1. Obtenha o status de todos os nés atualmente em execugéo no host de origem.

sudo storagegrid node status all
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Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running
DC1-S3 Configured Running

2. |dentifique 0 nome do né que deseja migrar e pare-o se o estado de execugéo for Running.

sudo storagegrid node stop DC1-S3

Stopping node DC1-S3
Waiting up to 630 seconds for node shutdown

3. Exporte 0 n6 do host de origem.

sudo storagegrid node export DC1-S3

Finished exporting node DC1-S3 to /dev/mapper/sgws-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws—-dcl-s3-var-local' if you
want to import it again.

4. Tome nota import command suggested in the output of the export docomando.

Vocé executara esse comando no host de destino na proxima etapa.

Linux: Importando o n6 no host de destino

Depois de exportar o né do host de origem, vocé importa e valida o n6é no host Linux de
destino. A validacido confirma que o né tem acesso aos mesmos dispositivos de interface
de rede e armazenamento de bloco que tinha no host de origem.

Execute o seguinte comando no host Linux de destino.

1. Importe o né no host de destino.

sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var—-local
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Finished importing node DC1-S3 from /dev/mapper/sgws—-dcl-s3-var-local.

You should run 'storagegrid node validate DC1-S3'

2. Valide a configuragdo do n6 no novo host.

sudo storagegrid node validate DC1-S3

Confirming existence of node DC1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node DC1l-
S3... PASSED

Checking for duplication of unique values... PASSED

. Se ocorrerem erros de validagao, solucione-os antes de iniciar o né migrado.

Para obter informagdes sobre solugdo de problemas, consulte as instrugdes de instalagdo do
StorageGRID para seu sistema operacional Linux.

Informacgodes relacionadas

"Instale o Red Hat Enterprise Linux ou CentOS"

"Instale Ubuntu ou Debian"

Linux: Iniciando o n6é migrado

Depois de validar o né migrado, vocé inicia o n6 executando um comando no host Linux

de destino.
Passos
1. Inicie 0 né no novo host.
sudo storagegrid node start DC1-S3
Starting node DC1-S3
2. No Gerenciador de Grade, verifique se o status do no esta verde sem alarmes levantados contra ele.
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Verificar se o status do n6 esta verde garante que o né migrado tenha reiniciado e se
juntado novamente a grade. Se o status néo estiver verde, ndo migre nenhum né adicional
para que vocé nao tenha mais de um n¢ fora de servico.

Se vocé ndo conseguir acessar o Gerenciador de Grade, aguarde 10 minutos e execute o seguinte
comando:

sudo storagegrid node status node-name

Confirme se o né migrado tem um Estado de execug¢do de Running.
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Manutenc¢ao do Archive Node para middleware TSM

Os nos de arquivamento podem ser configurados para direcionar a fita por meio de um
servidor middleware TSM ou a nuvem por meio da APl S3. Uma vez configurado, o
destino de um nd de arquivo ndo pode ser alterado.

Se o servidor que hospeda o n6 de arquivo falhar, substitua o servidor e siga o procedimento de recuperagéo
apropriado.

Falha com dispositivos de armazenamento de arquivo

Se vocé determinar que ha uma falha no dispositivo de armazenamento de arquivos que o no6 de
arquivamento esta acessando por meio do Gerenciador de armazenamento Tivoli (TSM), coloque o n6 de
arquivamento off-line para limitar o nimero de alarmes exibidos no sistema StorageGRID. Em seguida, vocé
pode usar as ferramentas administrativas do servidor TSM ou do dispositivo de armazenamento, ou ambos,
para diagnosticar e resolver o problema.

Colocar o componente alvo offline

Antes de realizar qualquer manutengéo do servidor de middleware TSM que possa resultar na
indisponibilidade do Archive Node, coloque o componente Target offline para limitar o nimero de alarmes que
sdo acionados se o servidor de middleware TSM ficar indisponivel.

O que vocé vai precisar
Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Passos
1. Selecione Support > Tools > Grid Topology.

2. Selecione Archive Node > ARC > Target > Configuration > Main.
3. Altere o valor do Tivoli Storage Manager State para Offline e clique em Apply Changes.

4. Apds a conclusdo da manutengao, altere o valor do Tivoli Storage Manager State para Online e clique em
Apply Changes.

Ferramentas administrativas do Tivoli Storage Manager

A ferramenta dsmadmc é o console administrativo do servidor de middleware TSM que esta instalado no né
de Arquivo. Vocé pode acessar a ferramenta digitando dsmadmc na linha de comando do servidor. Faga login
no console administrativo usando o mesmo nome de usuario administrativo e senha configurados para o
servigo ARC.

O tsmquery. rb script foi criado para gerar informagdes de status do dsmadmc de forma mais legivel. Vocé
pode executar este script inserindo o seguinte comando na linha de comando do né de Arquivo:
/usr/local/arc/tsmquery.rb status

Para obter mais informagbes sobre o console administrativo do TSM dsmadmc, consulte Tivoli Storage
Manager for Linux: Administrators Reference.

Objeto permanentemente indisponivel

Quando o Archive Node solicita um objeto do servidor Tivoli Storage Manager (TSM) e a recuperacéo falha, o
Archive Node tenta novamente a solicitagdo apds um intervalo de 10 segundos. Se o objeto estiver
permanentemente indisponivel (por exemplo, porque o objeto esta corrompido na fita), a APl TSM n&o tem
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como indicar isso para o n6 de arquivo, portanto, o n6é de arquivo continua a tentar novamente a solicitagéo.

Quando esta situacao ocorre, um alarme é acionado e o valor continua a aumentar. Para ver o alarme,
selecione Support > Tools > Grid Topology. Em seguida, selecione Archive Node > ARC > Retrieve >
Request Failures.

Se o objeto estiver permanentemente indisponivel, vocé devera identificar o objeto e cancelar manualmente a
solicitagdo do no6 de arquivo conforme descrito no procedimento, Determinar se os objetos estao
permanentemente indisponiveis.

Uma recuperagao também pode falhar se o objeto estiver temporariamente indisponivel. Neste caso, as
solicitacdes de recuperacéo subsequentes devem eventualmente ser bem-sucedidas.

Se o sistema StorageGRID estiver configurado para usar uma regra ILM que cria uma copia de objeto Unico e
essa copia nao puder ser recuperada, o objeto sera perdido e ndo podera ser recuperado. No entanto, vocé
ainda deve seguir o procedimento para determinar se o objeto esta permanentemente indisponivel para
"limpar" o sistema StorageGRID, para cancelar a solicitagdo do né de Arquivo e para purgar metadados para o
objeto perdido.

Determinar se os objetos estdo permanentemente indisponiveis

Vocé pode determinar se os objetos estdo permanentemente indisponiveis fazendo uma solicitagéo usando o
console administrativo do TSM.

O que vocé vai precisar
* Vocé deve ter permissdes de acesso especificas.
* Tem de ter o Passwords. txt ficheiro.
* Vocé deve saber o endereco IP de um né Admin.

Sobre esta tarefa

Este exemplo é fornecido apenas para suas informagdes; este procedimento nao pode ajuda-lo a identificar
todas as condi¢des de falha que podem resultar em objetos indisponiveis ou volumes de fita. Para obter
informagdes sobre a administracdo do TSM, consulte a documentacdo do TSM Server.

Passos
1. Faca login em um né Admin:
a. Introduza o seguinte comando: ssh admin@Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
2. Identifique o objeto ou objetos que n&o puderam ser recuperados pelo n6 de arquivo:
a. Va para o diretorio que contém os arquivos de log de auditoria: cd /var/local/audit/export
O arquivo de log de auditoria ativo € chamado audit.log. Uma vez por dia, 0 arquivo ativo audit.log
€ salvo e um novo audit.log arquivo € iniciado. O nome do ficheiro guardado indica quando foi

guardado, no formato yyyy-mm-dd. txt. Apds um dia, o arquivo salvo é compactado e renomeado,
no formato yyyy-mm-dd. txt.gz, que preserva a data original.

b. Procure no ficheiro de registo de auditoria relevante mensagens que indiquem que nao foi possivel
obter um objeto arquivado. Por exemplo, digite: grep ARCE audit.log | less -n

Quando um objeto nao pode ser recuperado de um né de arquivo, a mensagem de AUDITORIA ARCE
(Archive Object Retrieve End) exibe ARUN (archive middleware unavailable) ou GERR (erro geral) no
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campo de resultados. A linha de exemplo a seguir do log de auditoria mostra que a mensagem ARCE
terminou com a EXECUCAO de resultado para CBID 498D8A1F681F05B3.

[AUDT: [CBID(UI64) : 0x498D8A1F681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM(UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID(UI64) :4560349751312520631]]

Para obter mais informagoées, consulte as instrugdes para entender as mensagens de auditoria.
c. Registre o CBID de cada objeto que teve uma falha de solicitagéao.

Vocé também pode querer gravar as seguintes informagdes adicionais usadas pelo TSM para
identificar objetos salvos pelo né de arquivo:

= Nome do espaco de arquivo: Equivalente ao ID do n6 de arquivo. Para encontrar a ID do n6 de
arquivo, selecione suporte > Ferramentas > topologia de grade. Em seguida, selecione Archive
Node > ARC > Target > Overview.

= Nome de alto nivel: Equivalente ao ID de volume atribuido ao objeto pelo né de arquivo. O ID do
volume assume a forma de uma data (por exemplo, 20091127) e é gravado como o VLID do
objeto em mensagens de auditoria de arquivo.

= Nome de nivel baixo: Equivalente ao CBID atribuido a um objeto pelo sistema StorageGRID.
d. Faca logout do shell de comando: exit

3. Verifique o servidor TSM para ver se os objetos identificados na etapa 2 estao permanentemente
indisponiveis:

a. Faca login no console administrativo do servidor TSM: dsmadmc

Use o nome de usuario administrativo e a senha configurados para o servigo ARC. Introduza o nome
de utilizador e a palavra-passe no Gestor de grelha. (Para ver o nome de utilizador, selecione Support
> Tools > Grid Topology. Em seguida, selecione Archive Node > ARC > Target > Configuration.)

b. Determine se o objeto esta permanentemente indisponivel.

Por exemplo, vocé pode pesquisar no log de atividade do TSM um erro de integridade de dados para
esse objeto. O exemplo a seguir mostra uma pesquisa do log de atividades para o dia passado para
um objeto com CBID . 498D8A1F681F05B3

> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANR0548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)

>
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Dependendo da natureza do erro, o CBID pode nao ser registrado no log de atividades do TSM. Talvez
seja necessario pesquisar no log outros erros do TSM no momento da falha da solicitagéo.

c. Se uma fita inteira estiver permanentemente indisponivel, identifique os CBIDs para todos os objetos
armazenados nesse volume: query content TSM Volume Name

"TSM Volume Name Onde esta o nome TSM para a fita indisponivel. O
seguinte é um exemplo da saida para este comando:

> query content TSM-Volume-Name
Node Name Type Filespace FSID Client's Name for File Name

DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

OcClient’s Name for File Name € 0 mesmo que o ID do volume do né de arquivo (ou TSM
""nome de alto nivel™) seguido pelo CBID do objeto (ou TSM "'nome de baixo nivel™). Ou seja, o
Client’s Name for File Name toma aforma /Archive Node volume ID /CBID. Na
primeira linha da saida de exemplo, 0 Client’s Name for File Name € /20081201/
C1D172940E6CTE12.

Lembre-se também de que o0 Filespace € 0 ID do né do né de arquivo.

Vocé precisara do CBID de cada objeto armazenado no volume e do ID do n6 do n6 de arquivo para
cancelar a solicitacdo de recuperacéo.

4. Para cada objeto que esta permanentemente indisponivel, cancele a solicitacdo de recuperacéo e emita
um comando para informar o sistema StorageGRID de que a cépia do objeto foi perdida:

Use o console ADE com cuidado. Se o console for usado incorretamente, é possivel
interromper as operacdes do sistema e corromper os dados. Introduza os comandos
cuidadosamente e utilize apenas os comandos documentados neste procedimento.
a. Se vocé ainda néao estiver conetado ao né de arquivamento, faga login da seguinte forma:
i. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Aceda a consola ADE do servico ARC: telnet localhost 1409

C. Cancelar a solicitagdo para o objeto: /proc/BRTR/cancel -c CBID

"CBID Onde estd o identificador do objeto que ndo pode ser recuperado
do TSM.
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Se as unicas copias do objeto estiverem em fita, a solicitagdo de "recuperagdo em massa" sera
cancelada com uma mensagem "1 solicitagdes canceladas". Se houver copias do objeto em outro
lugar do sistema, a recuperacao do objeto é processada por um moédulo diferente, de modo que a
resposta a mensagem seja "0 solicitacbes canceladas".

. Emita um comando para notificar o sistema StorageGRID de que uma coépia de objeto foi perdida e
que uma copia adicional deve ser feita: /proc/CMSI/Object Lost CBID node ID

"CBID Onde estd o identificador do objeto que n&o pode ser recuperado
do servidor TSM 'node ID' e & o ID do ndé do ndé de arquivo onde a
recuperacao falhou.

Vocé deve inserir um comando separado para cada copia de objeto perdido: Inserir um intervalo de
CBIDs nao é suportado.

Na maioria dos casos, o sistema StorageGRID comega imediatamente a fazer cépias adicionais de
dados de objeto para garantir que a politica de ILM do sistema seja seguida.

No entanto, se a regra ILM para o objeto especificar que apenas uma copia sera feita e essa copia
agora foi perdida, o objeto ndo pode ser recuperado. Nesse caso, executar o Object Lost comando

limpa os metadados do objeto perdido do sistema StorageGRID.

Quando o Object Lost comando for concluido com éxito, a seguinte mensagem é retornada:

CLOC LOST ANS returned result ‘SUCS’

@ O /proc/CMSI/Object Lost comando so é valido para objetos perdidos que séo
armazenados em nos de arquivo.

a. Saia da consola ADE: exit
b. Terminar sessdo no né de arquivo: exit

5. Repor o valor de falhas de pedido no sistema StorageGRID:

a. Aceda a Archive Node > ARC > Retrieve > Configuration e selecione Reset Request Failure
Count.

b. Clique em aplicar alteragoes.

Informagdes relacionadas
"Administrar o StorageGRID"

"Rever registos de auditoria"

VMware: Configurando uma maquina virtual para reinicializagao automatica

Se a maquina virtual ndo reiniciar depois que o VMware vSphere Hypervisor for
reiniciado, talvez seja necessario configurar a maquina virtual para reinicializagéo
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automatica.

Vocé deve executar este procedimento se notar que uma maquina virtual ndo reinicia enquanto estiver
recuperando um no de grade ou executando outro procedimento de manutencao.

Passos
1. Na arvore Cliente do VMware vSphere, selecione a maquina virtual que nao foi iniciada.
2. Clique com o botao direito do rato na maquina virtual e selecione ligar.

3. Configure o VMware vSphere Hypervisor para reiniciar a maquina virtual automaticamente no futuro.

Procedimentos do n6 de grade

Talvez seja necessario executar procedimentos em um né de grade especifico. Embora

vocé possa executar alguns desses procedimentos no Gerenciador de Grade, a maioria
dos procedimentos exige que vocé acesse o Gerenciador de servidor a partir da linha de
comando do no.

O Gerenciador de servidores é executado em cada n6 de grade para supervisionar o inicio e a parada dos
servigos e garantir que os servigos se juntem e saiam do sistema StorageGRID. O Gerenciador de servidores
também monitora os servigos em cada no6 de grade e tentara reiniciar automaticamente quaisquer servigos
que relatem falhas.

@ Vocé deve acessar o Server Manager somente se o suporte técnico o tiver direcionado para
iSSO.
@ Vocé deve fechar a sessao de shell de comando atual e fazer logout depois de terminar com o
Gerenciador de servidor. Introduza: exit

Opcoes
+ "Exibindo o status e a versao do Server Manager"
» "Exibindo o status atual de todos os servigos"
* "Iniciando o Server Manager e todos os servigos"
* "Reiniciando o Gerenciador de servidores e todos os servigos"
 "Parar o Gerenciador de servidores e todos os servigos"
» "Exibindo o status atual de um servigo"
* "Parar um servico"
* "Colocar um aparelho no modo de manutencao"
* "Forgar a cessacgdo de um servigo"
* "Iniciar ou reiniciar um servico"
* "Removendo remapas de portas"
* "Remocéao de remapas de portas em hosts bare metal"
* "Reinicializando um n6 de grade"
* "Fechando um né de grade"

* "Desligar um host"
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* "Desligar e ligar todos os nés na grade"
* "Usando um arquivo DoNotStart"

 "Solucéao de problemas do Server Manager"

Exibindo o status e a versdao do Server Manager

Para cada n6 de grade, vocé pode exibir o status atual e a versao do Server Manager
em execucao nesse no de grade. Vocé também pode obter o status atual de todos os
servigcos executados nesse no de grade.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro

Passos
1. Faca login no n6 da grade:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. \eja o status atual do Server Manager em execucgéo no no da grade: service servermanager
status

O status atual do Server Manager em execugéo no n6 da grade é relatado (em execugéo ou néo). Se o

status do Gerenciador de servidor for running, a hora em que ele foi executado desde a ultima vez em

que foi iniciado é listada. Por exemplo:

servermanager running for 1d, 13h, Om, 30s

Este estado é o equivalente ao estado apresentado no cabecgalho do visor da consola local.

3. Veja a versao atual do Server Manager em execugdo em um né de grade: service servermanager

version

A verséo atual ¢ listada. Por exempilo:

11.1.0-20180425.1905.39c9493

4. Faca logout do shell de comando: exit

Exibindo o status atual de todos os servigos

Vocé pode visualizar o status atual de todos os servigos executados em um no6 de grade
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a qualquer momento.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro.

Passos
1. Faca login no n6 da grade:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.
2. \eja o status de todos os servigos em execugdo no no da grade: storagegrid-status

Por exemplo, a saida para o né de administracéo principal mostra o status atual dos servicos AMS, CMN e
NMS como em execucgao. Essa saida € atualizada imediatamente se o status de um servigo mudar.

Host Mame 190-ADM1

IF Address

Operating em Kernel 4.9.0 Verified
Operating System Environment  Debian 9.4

StorageGRID Webscale Release

Networking

Storage Subsystem

Database Engine

Network Monitoring

Time Synchronization

dynip
nginx

prometheus

persistence

ade exporter

attrDownPurge

attrDownSampl

attrbownSamp2 ]
node exporter 3.13.8+ds Running

3. Volte para a linha de comando, pressione Ctrl * C*.

4. Opcionalmente, exiba um relatdrio estatico para todos os servigos executados no n6 da grade:
/usr/local/servermanager/reader.rb

Este relatorio inclui as mesmas informagdes que o relatério continuamente atualizado, mas nao é
atualizado se o status de um servico for alterado.

5. Faca logout do shell de comando: exit
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Iniciando o Server Manager e todos os servigos

Talvez seja necessario iniciar o Server Manager, que também inicia todos os servigos no

no de grade.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro.

Sobre esta tarefa

Iniciar o Server Manager em um né de grade onde ele ja esta sendo executado resulta em uma reinicializagao

do Server Manager e de todos os servi¢os no né de grade.

Passos
1. Faga login no n6 da grade:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Iniciar o Gestor de servidor: service servermanager start

3. Faga logout do shell de comando: exit

Reiniciando o Gerenciador de servidores e todos os servigos

Talvez seja necessario reiniciar o gerenciador de servidor e todos 0s servigos em
execucdo em um noé de grade.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro.

Passos
1. Faga login no n6 da grade:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Reinicie o Server Manager e todos os servigos no né de grade: service servermanager restart

O Gerenciador de servidores e todos os servigos no n6 de grade séo interrompidos e reiniciados.
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@ Utilizar o restart comando € o mesmo que utilizar o stop comando seguido do start
comando.

3. Faga logout do shell de comando: exit

Parar o Gerenciador de servidores e todos os servigos

O Server Manager destina-se a ser executado em todos os momentos, mas pode ser
necessario parar o Server Manager e todos os servigos executados em um né de grade.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro

Sobre esta tarefa

O unico cenario que exige que vocé pare o Gerenciador de servidor enquanto mantém o sistema operacional
em execugao é quando vocé precisa integrar o Gerenciador de servidor a outros servigcos. Se houver um
requisito para parar o Gerenciador de servidores para manutengao do hardware ou reconfiguragéo do
servidor, todo o servidor deve ser interrompido.

Passos
1. Faca login no n6 da grade:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Stop Server Manager e todos os servigos em execug&o no né de grade: service servermanager
stop

O Gerenciador de servidores e todos os servigos executados no n6 de grade séo terminados
graciosamente. Os servigos podem levar até 15 minutos para serem encerrados.

3. Fagca logout do shell de comando: exit

Exibindo o status atual de um servico

Vocé pode visualizar o status atual de um servigco em execugdo em um né de grade a
qualquer momento.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro

Passos
1. Faca login no n6 da grade:

a. Introduza o seguinte comando: ssh admin@grid node IP
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b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Exibir o status atual de um servigo em execugdo em um no de grade: "Service servicename status o
status atual do servigo solicitado em execugao no n6 de grade é relatado (em execugao ou néo). Por
exemplo:

cmn running for 1d, 14h, 21lm, 2s

3. Faga logout do shell de comando: exit

Parar um servico

Alguns procedimentos de manutengdo exigem que vocé pare um unico servigo enquanto
mantém outros servigcos no n6 da grade em execugao. Apenas pare 0S Servigos
individuais quando for direcionado para o fazer através de um procedimento de
manutencao.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro.

Sobre esta tarefa

Quando vocé usa essas etapas para "parar administrativamente" um servigo, o Gerenciador de servidor néo
reiniciara automaticamente o servigo. Vocé deve iniciar o Unico servico manualmente ou reiniciar o Server
Manager.

Se necessitar de parar o servigo LDR num n6 de armazenamento, tenha em atengdo que podera demorar
algum tempo a parar o servigo se existirem ligagdes ativas.

Passos
1. Faca login no n6 da grade:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.
2. Parar um servigo individual: service servicename stop

Por exemplo:
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service 1ldr stop

(D Os servigos podem levar até 11 minutos para parar.

3. Faga logout do shell de comando: exit

Informacgodes relacionadas

"Forcar a cessacio de um servico"

Colocar um aparelho no modo de manutengao

Deve colocar o aparelho no modo de manutencao antes de efetuar procedimentos de
manutengao especificos.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.
» Tem de ter a permissdo Manutengao ou Acesso root. Para obter detalhes, consulte as instru¢des para
administrar o StorageGRID.

Sobre esta tarefa

Colocar um dispositivo StorageGRID no modo de manutengéo pode tornar o aparelho indisponivel para
acesso remoto.

@ A senha e a chave de host de um dispositivo StorageGRID no modo de manutengao
permanecem as mesmas que eram quando o aparelho estava em servico.

Passos
1. No Gerenciador de Grade, selecione nés.

2. Na exibigdo em arvore da pagina nos, selecione o n6 de storage do dispositivo.

3. Selecione tarefas.

Cwerview Hardware Metwork Storage Objects ILIM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. Selecione Maintenance Mode (modo de manutengao).
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E apresentada uma caixa de didlogo de confirmaco.

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID senices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click QK.

Provisioning Passphrase

5. Introduza a frase-passe de aprovisionamento e selecione OK.

Uma barra de progresso e uma série de mensagens, incluindo "Request Sent" (pedido enviado), "Stop
StorageGRID" (Paragem) e "Reboot" (reinicio), indicam que o aparelho esta a concluir os passos para
entrar no modo de manutencéo.

Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become comupted.

. Request Sent

Quando o dispositivo esta no modo de manutengao, uma mensagem de confirmagao lista os URLs que
vocé pode usar para acessar o Instalador do StorageGRID Appliance.
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Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance procedures.

= hitps 72 16.2.106:8443
= hitpsAH10.224 2 106:8443
= hitps 47 47 2 106:8443
=  hitps /169254 0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

Para acessar o Instalador do StorageGRID Appliance, navegue até qualquer um dos URLs exibidos.

Se possivel, use o URL que contém o endereco IP da porta Admin Network do dispositivo.

@ O acesso https://169.254.0.1:8443 requer uma conexao direta com a porta de
gerenciamento local.

A partir do instalador do dispositivo StorageGRID, confirme se o aparelho esta no modo de manutencgao.

A This nodeis in maintenance made. Perfarm any required maintenance pracedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Conttoller to reboot the cantroller,

Execute todas as tarefas de manutencéo necessarias.

Depois de concluir as tarefas de manutencao, saia do modo de manutencéo e retome a operagao normal
do no6. No Instalador de dispositivos StorageGRID, selecione Avangado controlador de reinicializagao
e, em seguida, selecione Reiniciar no StorageGRID.



NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upgrade Firmware
Feguest a controller reboot. [ Reboot Controller ]

Rebool info SlorageGRID ] Reboot inlo Mainlenance Mode |

Pode demorar até 20 minutos para o aparelho reiniciar e voltar a ligar a grelha. Para confirmar que a
reinicializagao esta concluida e que o n6 voltou a ingressar na grade, volte ao Gerenciador de Grade. A
guia nés deve exibir um status normal +para o n6 do dispositivo, indicando que n&o ha alertas ativos e o
no esta conetado a grade.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADM1
' |DC1-ARC1
«|DC1-G1

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 menth Custom

»|DC1-51 Network Traffic @
«|DC1-52

»|DC1-53

6.0 Mbps

Forcar a cessagao de um servigo

Se vocé precisar parar um servigo imediatamente, vocé pode usar 0 force-stop
comando.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro.

Passos
1. Faga login no n6 da grade:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.
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2. Forgar manualmente o servigo a terminar: service servicename force-stop

Por exemplo:
service ldr force-stop

O sistema aguarda 30 segundos antes de terminar o servico.

3. Faga logout do shell de comando: exit

Iniciar ou reiniciar um servigo

Talvez seja necessario iniciar um servigo que tenha sido interrompido ou talvez seja
necessario parar e reiniciar um servigo.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro

Passos
1. Faga login no n6 da grade:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.
2. Decida qual comando emitir, com base se o servigo esta em execugéo ou parado no momento.

° Se o servigo estiver parado no momento, use o start comando para iniciar o servico manualmente:
service servicename start

Por exemplo:

service ldr start

° Se o servigo estiver atualmente em execugdo, use o restart comando para parar o servigo e, em
seguida, reinicie-0: service servicename restart

Por exemplo:

service ldr restart
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@ Utilizar o restart comando € o mesmo que utilizar o stop comando seguido do start
comando. Vocé pode emitir restart mesmo se o servigo estiver parado no momento.

3. Faga logout do shell de comando: exit

Removendo remapas de portas

Se vocé quiser configurar um ponto de extremidade para o servigo Load Balancer e
quiser usar uma porta que ja tenha sido configurada como a porta mapeada de um
remapeamento de porta, primeiro remova o remapeamento de porta existente ou o ponto
de extremidade nao sera efetivo. E necessario executar um script em cada né Admin e
nd Gateway que tenha portas remapeadas conflitantes para remover todos os
remapeados de portas do né.

@ Este procedimento remove todos os remapas de portas. Se vocé precisar manter alguns dos
remapas, entre em Contato com o suporte técnico.

Para obter informagdes sobre como configurar pontos de extremidade do balanceador de carga, consulte as
instrugdes para administrar o StorageGRID.

Se o remapeamento de portas fornecer acesso ao cliente, o cliente deve ser reconfigurado para

@ usar uma porta diferente configurada como um endpoint de balanceador de carga, se possivel,
para evitar a perda de servico, caso contrario, remover o mapeamento de portas resultara na
perda de acesso ao cliente e deve ser programado adequadamente.

Este procedimento ndo funciona para um sistema StorageGRID implantado como um contentor
@ em hosts de metal nu. Consulte as instrugdes para remover os remapas de portas em hosts
bare metal.

Passos
1. Faca login no no.

a. Introduza o seguinte comando: ssh -p 8022 admin@node IP

A porta 8022 é a porta SSH do sistema operacional base, enquanto a porta 22 é a porta SSH do
contentor Docker que executa o StorageGRID.

b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Execute o seguinte script: remove-port-remap.sh

3. Reinicie o0 n6.

Siga as instrugdes para reiniciar um n6 de grade.
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4. Repita estas etapas em cada né de administragcao e n6 de gateway que tenha portas remapeadas
conflitantes.

Informacgdes relacionadas
"Administrar o StorageGRID"

"Reinicializando um né de grade"

"Remocao de remapas de portas em hosts bare metal"

Remocao de remapas de portas em hosts bare metal

Se vocé quiser configurar um ponto de extremidade para o servigo Load Balancer e
quiser usar uma porta que ja tenha sido configurada como a porta mapeada de um
remapeamento de porta, primeiro remova o remapeamento de porta existente ou o ponto
de extremidade ndo sera efetivo. Se vocé estiver executando o StorageGRID em hosts
bare metal, siga este procedimento em vez do procedimento geral para remover os
remapas de portas. Vocé deve editar o arquivo de configuragédo de no6 para cada né
Admin e n6 Gateway que tenha portas remapeadas conflitantes para remover todos os
remapas de portas do no e reiniciar o no.

@ Este procedimento remove todos os remapas de portas. Se vocé precisar manter alguns dos
remapas, entre em Contato com o suporte técnico.

Para obter informagdes sobre como configurar pontos de extremidade do balanceador de carga, consulte as
instrugdes para administrar o StorageGRID.

@ Este procedimento pode resultar em perda temporaria de servico a medida que os nds sao
reiniciados.

Passos
1. Faca login no host que suporta o né. Faga login como root ou com uma conta que tenha permisséo sudo.

2. Execute o seguinte comando para desativar temporariamente o n6: sudo storagegrid node stop
node-name

3. Usando um editor de texto como vim ou pico, edite o arquivo de configuragéo do né para o noé.

O arquivo de configuragéo do né pode ser encontrado em /etc/storagegrid/nodes/node-
name.conf.

4. Localize a segao do arquivo de configuragdo do né que contém os remapas de portas.

Veja as duas ultimas linhas no exemplo a seguir.
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ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK_DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT REMAP INBOUND = client/tcp/8082/443</strong>

. Edite as entradas port. REMAP e port. REMAP_INBOUND para remover os remapas de portas.

PORT REMAP =
PORT REMAP INBOUND =

. Execute o seguinte comando para validar suas alteragées no arquivo de configuragdo do né para o no:
sudo storagegrid node validate node-name
Solucione quaisquer erros ou avisos antes de prosseguir para a proxima etapa.

. Execute o seguinte comando para reiniciar o né sem remapas de portas: sudo storagegrid node
start node-name

. Faga login no né como administrador usando a senha listada no Passwords. txt arquivo.
. Verifique se os servicos comegam corretamente.

a. Veja uma lista dos status de todos os servigos no servidor:sudo storagegrid-status

O estado é atualizado automaticamente.
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b. Aguarde até que todos os servigos tenham um status de execugao ou verificado.
C. Saia do ecra de estado:Ctrl+C

10. Repita estas etapas em cada n6 de administragéo e n6 de gateway que tenha portas remapeadas
conflitantes.

Reinicializando um né de grade

Vocé pode reinicializar um n6 de grade a partir do Gerenciador de Grade ou do shell de
comando do no.

Sobre esta tarefa

Quando vocé reinicializa um né de grade, o n6 desliga e reinicia. Todos os servigos séo reiniciados
automaticamente.

Se vocé planeja reinicializar os nos de storage, observe o seguinte:

* Se uma regra ILM especificar um comportamento de ingestao de confirmagéo dupla ou a regra especificar
balanceado e nao for possivel criar imediatamente todas as copias necessarias, o StorageGRID enviara
imediatamente quaisquer objetos recém-ingeridos a dois ndés de armazenamento no mesmo local e
avaliara o ILM posteriormente. Se vocé quiser reinicializar dois ou mais nés de storage em um
determinado site, talvez néo seja possivel acessar esses objetos durante a reinicializagéo.

« Para garantir que vocé possa acessar todos os objetos enquanto um né de armazenamento estiver
reiniciando, pare de ingerir objetos em um site por aproximadamente uma hora antes de reiniciar o no.

Informacgdes relacionadas
"Administrar o StorageGRID"

Opgodes
+ "Reiniciar um n6 de grade a partir do Gerenciador de Grade"

* "Reinicializando um né de grade a partir do shell de comando”

Reiniciar um n6 de grade a partir do Gerenciador de Grade

Reiniciar um n6 de grade a partir do Gerenciador de Grade emite 0 reboot comando no
no de destino.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

* Tem de ter a permissdo Manutengao ou Acesso root.

* Vocé deve ter a senha de provisionamento.

Passos
1. Selecione nés.

2. Selecione o no6 de grade que deseja reinicializar.

3. Selecione a guia tarefas.
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DC3-53 (Storage Node)

Cwerview Hardware Metwork: Storage Objects ILM Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

4. Cliqgue em Reboot.

E apresentada uma caixa de didlogo de confirmagao.

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a VMware node reboots the virtual machine.
» Hebooting a Linux node reboots the container.
» Rebooting a StorageGRID Appliance node reboots the compute controller.

If you are ready to reboot this node, enter the provisioning passphrase and click OK.

Provisioning Passphrase

Se vocé estiver reinicializando o né Admin principal, a caixa de dialogo de confirmagao
lembra que a conexao do seu navegador com o Gerenciador de Grade sera perdida
temporariamente quando os servigos forem interrompidos.

5. Digite a senha de provisionamento e clique em OK.
6. Aguarde até que o no seja reiniciado.
Pode levar algum tempo para que os servigos sejam desativados.

Quando o no é reinicializado, o icone cinza (administrativamente para baixo) aparece no lado esquerdo da
pagina nos. Quando todos os servigos tiverem sido iniciados novamente, o icone muda novamente para a
cor original.

Reinicializando um no6 de grade a partir do shell de comando

Se vocé precisar monitorar a operacao de reinicializacdo mais de perto ou se nao
conseguir acessar o Gerenciador de Grade, vocé pode fazer login no né de grade e
executar o comando de reinicializagédo do Gerenciador de servidor a partir do shell de
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comando.

O que vocé vai precisar

* Tem de ter o Passwords . txt ficheiro.

Passos
1. Faga login no n6 da grade:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.
2. Opcionalmente, pare 0s servigos: service servermanager stop

Parar servicos € um passo opcional, mas recomendado. Os servicos podem levar até 15 minutos para
serem encerrados, e vocé pode querer fazer login no sistema remotamente para monitorar o processo de
desligamento antes de reiniciar o né na proxima etapa.

3. Reinicie o n6 da grade: reboot

4. Faca logout do shell de comando: exit

Fechando um né de grade
Vocé pode encerrar um no de grade a partir do shell de comando do né.

O que vocé vai precisar

* Tem de ter o Passwords . txt ficheiro.

Sobre esta tarefa
Antes de executar este procedimento, reveja estas consideragdes:

* Em geral, vocé nao deve encerrar mais de um no6 de cada vez para evitar interrupgoes.

* N&o encerre um n6 durante um procedimento de manutencao, a menos que seja explicitamente instruido
a fazé-lo pela documentagéo ou pelo suporte técnico.

* O processo de desligamento é baseado em onde o no6 ¢ instalado, como segue:

o Desligar um n6 da VMware desliga a maquina virtual.

o Desligar um no Linux desliga o contentor.

> Desligar um no6 de dispositivo StorageGRID desliga o controlador de computagéo.
« Se vocé planeja encerrar os nos de storage, observe o seguinte:

> Se uma regra ILM especificar um comportamento de ingestao de confirmacao dupla ou a regra
especificar balanceado e nao for possivel criar imediatamente todas as copias necessarias, o
StorageGRID enviara imediatamente quaisquer objetos recém-ingeridos a dois nés de
armazenamento no mesmo local e avaliara o ILM posteriormente. Se vocé quiser encerrar dois ou
mais nés de storage em um determinado local, talvez n&o consiga acessar esses objetos durante o
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encerramento.

o Para garantir que vocé possa acessar todos os objetos quando um né de armazenamento for
desligado, pare de ingerir objetos em um local por aproximadamente uma hora antes de desligar o no.

Passos
1. Facga login no n6 da grade:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.
2. Parar todos 0s servigos: service servermanager stop

Os servigos podem levar até 15 minutos para serem encerrados, e vocé pode querer fazer login no
sistema remotamente para monitorar o processo de desligamento.

3. Faga logout do shell de comando: exit
Depois de ser desligado, vocé pode desligar o n6é da grade.
"Desligar um host"

Informacgdes relacionadas
"Administrar o StorageGRID"

Desligar um host

Antes de desligar um host, vocé deve interromper os servigos em todos os nds da grade
nesse host.

Passos
1. Faga login no n6 da grade:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.
2. Parar todos 0s servicos em execugdo no nd: service servermanager stop

Os servigos podem levar até 15 minutos para serem encerrados, e vocé pode querer fazer login no
sistema remotamente para monitorar o processo de desligamento.

3. Repita as etapas 1 e 2 para cada no6 no host.
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4. Se vocé tiver um host Linux:
a. Faca login no sistema operacional host.
b. Pare o n6: storagegrid node stop
c. Encerre o sistema operacional do host.

5. Se 0 no6 estiver sendo executado em uma maquina virtual VMware ou se for um né de dispositivo, execute
0 comando shutdown: shutdown -h now

Execute esta etapa independentemente do resultado do service servermanager stop comando.

@ Depois de emitir o shutdown -h now comando em um no de dispositivo, vocé deve
desligar o dispositivo para reiniciar o no.

Para o aparelho, este comando desliga o controlador, mas o aparelho ainda esta ligado. Vocé deve
concluir o préximo passo.

6. Se vocé estiver desativando um né de dispositivo:
o Para o dispositivo de servigcos SG100 ou SG1000
i. Desligue a alimentagao do aparelho.
i. Aguarde até que o LED azul de alimentacgéo se desligue.
> Para o aparelho SG6000

i. Aguarde que o LED verde Cache ative na parte de tras do controlador de armazenamento seja
desligado.

Este LED fica aceso quando os dados em cache precisam ser gravados nas unidades. Tem de
esperar que este LED se desligue antes de desligar a alimentagéo.

i. Desligue o aparelho e aguarde até que o LED azul de alimentagdo se desligue.
o Para o aparelho SG5700

i. Aguarde que o LED verde Cache ative na parte de tras do controlador de armazenamento seja
desligado.

Este LED fica aceso quando os dados em cache precisam ser gravados nas unidades. Tem de
esperar que este LED se desligue antes de desligar a alimentagéao.

ii. Desligue a alimentacao do aparelho e aguarde que todas as atividades de exibicdo de LED e de
sete segmentos parem.

7. Faca logout do shell de comando: exit

Informacgdes relacionadas
"Aparelhos de servicos SG100 SG1000"

"SG6000 dispositivos de armazenamento”

"SG5700 dispositivos de armazenamento”
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Desligar e ligar todos os nés na grade

Talvez seja necessario desligar todo o sistema StorageGRID, por exemplo, se vocé
estiver movendo um data center. Estas etapas fornecem uma visédo geral de alto nivel da
sequéncia recomendada para executar um desligamento controlado e inicializagao.

Quando vocé desliga todos os nés em um local ou grade, ndo sera possivel acessar objetos ingeridos
enquanto os nos de storage estiverem offline.

Interrompendo servigos e desligando nés de grade

Antes de poder desligar um sistema StorageGRID, vocé deve parar todos os servigos em
execucao em cada no6 de grade e, em seguida, desligar todas as maquinas virtuais
VMware, contentores Docker e dispositivos StorageGRID.

Sobre esta tarefa
Se possivel, vocé deve parar os servigos nos nos da grade nesta ordem:

» Pare primeiro os servigos nos nés do Gateway.

* Parar os servigos no n6 de administracao principal por ultimo.

Essa abordagem permite que vocé use o n6 de administragdo principal para monitorar o status dos outros nés
de grade pelo maior tempo possivel.

Se um unico host incluir mais de um no de grade, ndo encerre o host até que vocé tenha

@ parado todos os nés nesse host. Se o host incluir o né Admin principal, encerre esse host por
ultimo.

@ Se necessario, vocé pode migrar nds de um host Linux para outro para executar a manutengao
do host sem afetar a funcionalidade ou a disponibilidade de sua grade.

"Linux: Migrando um n6 de grade para um novo host"

Passos
1. Impedir que todas as aplicac¢des cliente acedam a grelha.

2. Facalogin em cada né de gateway:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

3. pare todos 0s servigos em execugdo No NO: service servermanager stop

Os servigos podem levar até 15 minutos para serem encerrados, e vocé pode querer fazer login no
sistema remotamente para monitorar o processo de desligamento.
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4. Repita as duas etapas anteriores para interromper os servigos em todos os nos de storage, nés de
arquivamento e nés de administracdo ndo primarios.

Vocé pode parar os servigos nesses nés em qualquer ordem.

Se vocé emitir 0 service servermanager stop comando para parar 0s servicos em
@ um no de armazenamento de dispositivo, sera necessario desligar o dispositivo para
reiniciar o no.

5. Para o n6 de administragao principal, repita as etapas para iniciar sessao no né e parando todos os
servicos no no.
6. Para nos que estdo sendo executados em hosts Linux:
a. Faca login no sistema operacional host.
b. Pare o n6: storagegrid node stop
c. Encerre o sistema operacional do host.
7. Para nos que estdo sendo executados em maquinas virtuais VMware e para nos de storage do dispositivo,
execute o comando shutdown: shutdown -h now

Execute esta etapa independentemente do resultado do service servermanager stop comando.

Para o dispositivo, esse comando desliga o controlador de computacéao, mas o dispositivo ainda esta
ligado. Vocé deve concluir o proximo passo.
8. Se vocé tiver nés do dispositivo:
o Para o dispositivo de servigos SG100 ou SG1000
i. Desligue a alimentagao do aparelho.
i. Aguarde até que o LED azul de alimentacgéo se desligue.
o Para o aparelho SG6000
i. Aguarde que o LED verde Cache ative na parte de tras do controlador de armazenamento seja

desligado.

Este LED fica aceso quando os dados em cache precisam ser gravados nas unidades. Tem de
esperar que este LED se desligue antes de desligar a alimentagéao.

i. Desligue o aparelho e aguarde até que o LED azul de alimentagéo se desligue.
o Para o aparelho SG5700

i. Aguarde que o LED verde Cache ative na parte de tras do controlador de armazenamento seja
desligado.

Este LED fica aceso quando os dados em cache precisam ser gravados nas unidades. Tem de
esperar que este LED se desligue antes de desligar a alimentagao.

ii. Desligue a alimentacdo do aparelho e aguarde que todas as atividades de exibigdo de LED e de
sete segmentos parem.

9. Se necessario, faga logout do shell de comando: exit

A grelha StorageGRID foi agora desligada.
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Informacgdes relacionadas
"Aparelhos de servicos SG100 SG1000"

"SG6000 dispositivos de armazenamento

"SG5700 dispositivos de armazenamento

Iniciando os nés da grade

Siga esta sequéncia para iniciar os nos da grelha ap6s um encerramento completo.

Se toda a grade tiver sido desligada por mais de 15 dias, entre em Contato com o suporte
técnico antes de iniciar qualquer n6 de grade. Nao tente os procedimentos de recuperacéo que
reconstroem dados do Cassandra. Isso pode resultar em perda de dados.

Sobre esta tarefa
Se possivel, vocé deve ligar os nés da grade nesta ordem:

* Aplique o poder aos nés de administragao primeiro.

» Aplique energia aos nés do Gateway por ultimo.

@ Se um host incluir varios nés de grade, os ndés retornaréo online automaticamente quando vocé
ligar o host.

Passos
1. Ligue os hosts para o n6 de administragéo principal e quaisquer nds de administragao nao primarios.

@ Vocé nao podera fazer login nos noés de administragdo até que os nos de storage tenham
sido reiniciados.

2. Ligue os hosts para todos os nds de arquivamento e nds de storage.
Vocé pode ativar esses nds em qualquer ordem.

3. Ligue os hosts para todos os n6s do Gateway.
4. Entre no Gerenciador de Grade.

5. Clique em nés e monitore o status dos nés da grade. Verifique se todos os nés retornam ao status

verde™.
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Usando um arquivo DoNotStart

Se vocé estiver executando varios procedimentos de manutengao ou configuragcao sob a
direcado do suporte técnico, vocé pode ser solicitado a usar um arquivo DoNotStart para
impedir que os servigos iniciem quando o Gerenciador de servidor € iniciado ou
reiniciado.

@ Vocé deve adicionar ou remover um arquivo DoNotStart somente se o suporte técnico o tiver
direcionado para fazé-lo.

Para impedir que um servigo seja iniciado, coloque um arquivo DoNotStart no diretério do servigo que vocé
deseja impedir de iniciar. No arranque, o Gestor de servidor procura o ficheiro DoNotStart. Se o arquivo estiver
presente, o servico (e quaisquer servigos que dependem dele) é impedido de iniciar. Quando o arquivo
DoNotStart € removido, o servigo interrompido anteriormente sera iniciado no préximo inicio ou reinicio do
Server Manager. Os servigos nao sao iniciados automaticamente quando o arquivo DoNotStart € removido.

A maneira mais eficiente de impedir que todos os servigos sejam reiniciados é impedir que o servigco NTP seja

iniciado. Todos os servigos dependem do servico NTP e ndo podem ser executados se o servico NTP néo
estiver em execucéo.

Adicionando um arquivo DoNotStart para um servigo

Vocé pode impedir que um servigo individual comece adicionando um arquivo
DoNotStart ao diretério desse servico em um né de grade.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro.
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Passos
1. Faca login no n6 da grade:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Adicione um arquivo DoNotStart: touch /etc/sv/service/DoNotStart

‘service onde estd o nome do servico a ser impedido de iniciar. Por

exemplo,

touch /etc/sv/1ldr/DoNotStart

E criado um ficheiro DoNotStart. Nenhum contetido de arquivo é necessario.

Quando o Gerenciador de servidor ou 0 n6 de grade é reiniciado, o Gerenciador de servidor sera
reiniciado, mas o servico nao sera reiniciado.

3. Faga logout do shell de comando: exit

Removendo um arquivo DoNotStart para um servigo

Quando vocé remove um arquivo DoNotStart que esta impedindo que um servigo seja
iniciado, vocé deve iniciar esse servico.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro.

Passos
1. Faga login no n6 da grade:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Remova o arquivo DoNotStart do diretorio de servigos: rm /etc/sv/service/DoNotStart
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‘service onde estd o nome do servigo. Por exemplo,

rm /etc/sv/ldr/DoNotStart

3. Inicie o servigo: service servicename start

4. Faga logout do shell de comando: exit

Solugao de problemas do Server Manager

O suporte técnico pode direciona-lo para tarefas de solucédo de problemas para
determinar a origem dos problemas relacionados ao Gerenciador de servidores.

Aceder ao ficheiro de registo do Gestor de servidor

Se surgir um problema ao utilizar o Gestor de servidor, verifique o respetivo ficheiro de
registo.

As mensagens de erro relacionadas ao Gestor de servidor sdo capturadas no ficheiro de registo do Gestor de
servidor, que se encontra em: /var/local/log/servermanager.log

Verifique este arquivo para ver se ha mensagens de erro relacionadas a falhas. Encaminhe o problema para o
suporte técnico, se necessario. Podera ser-lhe pedido que encaminhe ficheiros de registo para o suporte
técnico.

Servigo com um estado de erro
Se detetar que um servico introduziu um estado de erro, tente reiniciar o servigo.

O que vocé vai precisar

Tem de ter o Passwords. txt ficheiro.

Sobre esta tarefa

O Server Manager monitora os servigos e reinicia qualquer um que tenha parado inesperadamente. Se um
servico falhar, o Gerenciador do servidor tentara reinicia-lo. Se houver trés tentativas falhadas de iniciar um
servico dentro de cinco minutos, o servigo entrara em um estado de erro. O Gerenciador de servidores nao
tenta outra reinicializagéo.

Passos
1. Faga login no n6 da grade:
a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.
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2. Confirme o estado de erro do servigo: service servicename status

Por exemplo:

service ldr status

Se o servigo estiver em um estado de erro, a seguinte mensagem sera retornada: servicename in
error state. Por exemplo:

ldr in error state

(D Se o status do servigo for disabled, consulte as instrugdes para remover um arquivo
DoNotStart para um servico.

3. Tente remover o estado de erro reiniciando o servigo: service servicename restart
Se o servigo nao reiniciar, contacte o suporte técnico.
4. Faca logout do shell de comando: exit

Informagdes relacionadas
"Removendo um arquivo DoNotStart para um servigo"

Clonagem do né do dispositivo

Vocé pode clonar um no de dispositivo no StorageGRID para usar um dispositivo de
design mais recente ou recursos aprimorados. A clonagem transfere todas as
informagdes do nod existente para o novo dispositivo, fornece um processo de atualizagao
de hardware facil de executar e fornece uma alternativa a desativacédo e expansao para
a substituicao de dispositivos.

Como funciona a clonagem de nés do dispositivo

A clonagem do né do dispositivo permite substituir facilmente um n6 do dispositivo
(origem) existente na grade por um dispositivo compativel (destino) que faz parte do
mesmo local I6gico da StorageGRID. O processo transfere todos os dados para o novo
dispositivo, colocando-0os em servigo para substituir o n6é antigo do dispositivo e deixando
o dispositivo antigo em um estado de pré-instalagao.

Por que clonar um no6 de dispositivo?

Vocé pode clonar um né de dispositivo se precisar:

» Substitua os aparelhos que estdo chegando ao fim da vida util.

 Atualize os nos existentes para aproveitar a tecnologia aprimorada do dispositivo.
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* Aumente a capacidade de storage em grade sem alterar o numero de nés de storage no sistema
StorageGRID.

» Aumentar a eficiéncia de storage, como alterar o modo RAID de DDP-8 para DDP-16 ou RAID-6.

* Implemente com eficiéncia a criptografia de né para permitir o uso de servidores de gerenciamento de
chaves externas (KMS).

Que rede StorageGRID é utilizada?

A clonagem transfere dados do n6 de origem diretamente para o dispositivo de destino em qualquer uma das
trés redes StorageGRID. Normalmente, a rede de Grade € utilizada, mas também pode utilizar a rede Admin
ou a rede Cliente se o utilitario de origem estiver ligado a estas redes. Escolha a rede a ser usada para
clonagem de trafego que fornega a melhor performance de transferéncia de dados sem prejudicar a
performance da rede StorageGRID ou a disponibilidade de dados.

Ao instalar o dispositivo de substituigdo, vocé deve especificar enderecos IP temporarios para conexao
StorageGRID e transferéncia de dados. Como o dispositivo de substituicéo fara parte das mesmas redes que
0 no6 do dispositivo que ele substitui, vocé deve especificar enderecos |IP temporarios para cada uma dessas
redes no dispositivo de substituicao.

Compatibilidade do dispositivo alvo

Os dispositivos de substituigdo devem ser do mesmo tipo que o né de origem que estao substituindo e ambos
devem fazer parte do mesmo local l6gico do StorageGRID.

« Um dispositivo de servigos de substituicdo pode ser diferente do né de administragéo ou do né de gateway
que esta substituindo.

> Vocé pode clonar um dispositivo de n6é de origem SG100 para um dispositivo de destino de servigos
SG1000 para oferecer maior capacidade ao n6é de administrador ou n6 de gateway.

> Vocé pode clonar um dispositivo de nds de origem SG1000 para um dispositivo de destino de servigos
SG100 para reimplantar o SG1000 para uma aplicagdo mais exigente.

Por exemplo, se um dispositivo de né de origem SG1000 estiver sendo usado como né Admin e vocé
quiser usa-lo como um no de balanceamento de carga dedicado.

o A substituicdo de um dispositivo de né de origem SG1000 por um dispositivo de destino de servigos
SG100 reduz a velocidade maxima das portas de rede de 100 GbE para 25 GbE.

o Os aparelhos SG100 e SG1000 tém conetores de rede diferentes. Mudar o tipo de aparelho pode
exigir a substituigdo dos cabos ou médulos SFP.

* Um dispositivo de storage de substituicdo deve ter capacidade igual ou superior ao n6 de storage que esta
substituindo.

> Se o dispositivo de armazenamento de destino tiver o mesmo nuimero de unidades que o no6 de
origem, as unidades no dispositivo de destino devem ter a mesma capacidade (em TB) ou maior.

o Se o0 numero de unidades padrao instaladas em um dispositivo de armazenamento de destino for
menor que o numero de unidades no né de origem, devido a instalacdo de unidades de estado solido
(SSDs), a capacidade geral de armazenamento das unidades padrao no dispositivo de destino (em
TB) deve atender ou exceder a capacidade total da unidade funcional de todas as unidades no né de
armazenamento de origem.

Por exemplo, ao clonar um dispositivo de né de storage de SG5660 fontes com 60 unidades para um
dispositivo de destino de SG6060 U com 58 unidades padréo, unidades maiores devem ser instaladas
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no dispositivo de destino SG6060 antes da clonagem para manter a capacidade de storage. (Os dois
slots de unidade que contém SSDs no dispositivo de destino nao estao incluidos na capacidade total
de armazenamento do dispositivo.)

No entanto, se um dispositivo de n6 de origem de SG5660 unidades de 60 unidades estiver
configurado com DDP-8 SANtricity Dynamic Disk Pools, configurar um dispositivo de destino de
SG6060 unidades com mesmo tamanho de 58 unidades com DDP-16 pode tornar o dispositivo
SG6060 um destino de clone valido devido a sua eficiéncia de storage aprimorada.

Vocé pode exibir informagdes sobre o modo RAID atual do n6 do dispositivo de origem na pagina nés no
Gerenciador de Grade. Selecione o separador Storage (armazenamento) para o aparelho.

Que informagao nao é clonada?

As configuracdes do dispositivo a seguir ndo s&o transferidas para o dispositivo de substituicdo durante a
clonagem. Deve configura-los durante a configuracéo inicial do aparelho de substituicao.

* Interface BMC

* Ligacdes de rede

« Status da criptografia do n6

» Gerenciador de sistema do SANTtricity (para nds de storage)

* Modo RAID (para nos de storage)

Que problemas impedem a clonagem?

Se algum dos seguintes problemas for encontrado durante a clonagem, o processo de clonagem sera
interrompido e uma mensagem de erro sera gerada:

» Configuragéo de rede incorreta
« Falta de conetividade entre os dispositivos de origem e destino
* Incompatibilidade de dispositivos de origem e destino

» Para nos de storage, um dispositivo de substituicdo de capacidade insuficiente

Para continuar, € necessario resolver cada problema de clonagem.

Consideragoes e requisitos para clonagem de nés do dispositivo

Antes de clonar um né do dispositivo, vocé precisa entender as consideracoes e 0s
requisitos.

Requisitos de hardware para o dispositivo de substituicao

Certifigue-se de que o aparelho de substituigdo cumpre os seguintes critérios:
* O no de origem (dispositivo sendo substituido) e o dispositivo de destino (novo) devem ser do mesmo tipo
de dispositivo:

> Vocé so pode clonar um dispositivo Admin Node ou um dispositivo Gateway Node para um novo
dispositivo de servicos.

> Vocé s6 pode clonar um dispositivo né de storage para um novo dispositivo de storage.
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Para os dispositivos Admin Node ou Gateway Node, o dispositivo de né de origem e o dispositivo de
destino ndo precisam ser do mesmo tipo de dispositivo; no entanto, alterar o tipo de dispositivo pode exigir
a substituicdo dos cabos ou moédulos SFP.

Por exemplo, vocé pode substituir um dispositivo de SG1000 nés por um SG100 ou substituir um
dispositivo SG100 por um dispositivo SG1000.

Para dispositivos de n6 de storage, o dispositivo de n6 de origem e o dispositivo de destino ndo precisam
ser do mesmo tipo de dispositivo. No entanto, o dispositivo de destino deve ter a mesma capacidade de
storage ou maior que o dispositivo de origem.

Por exemplo, vocé pode substituir um dispositivo de SG5600 nds por um dispositivo SG5700 ou SG6000.

Entre em Contato com seu representante de vendas da StorageGRID para obter ajuda na escolha de
dispositivos de substituicdo compativeis para clonar nds de dispositivos especificos em sua instalagcao do
StorageGRID.

Pre

parando-se para clonar um né de dispositivo

Vocé precisa ter as seguintes informagdes antes de clonar um né de dispositivo:
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Obtenha um endereco IP temporario para a rede de Grade do administrador da rede para uso com o
utilitario de destino durante a instalagao inicial. Se o0 n6 de origem pertencer a uma rede de administragéo
ou a uma rede de cliente, obtenha enderecgos IP temporarios para essas redes.

Os enderecos IP temporarios estdo normalmente na mesma sub-rede que o dispositivo de n6 de origem
que esta sendo clonado e ndo sao necessarios apos a conclusédo da clonagem. Os dispositivos de origem
e destino devem se conectar ao n6 de administrador principal do StorageGRID para estabelecer uma
conexao de clonagem.

Determinar qual rede usar para clonar o trafego de transferéncia de dados que forneca a melhor
performance de transferéncia de dados sem prejudicar a performance da rede StorageGRID ou a
disponibilidade de dados.

@ O uso da rede de administragdo de 1 GbE para clonar a transferéncia de dados resulta em
clonagem mais lenta.

Determine se a criptografia de n6 usando um servidor de gerenciamento de chaves (KMS) sera usada no
dispositivo de destino, de modo que vocé possa habilitar a criptografia de né durante a instalagao inicial do
dispositivo de destino antes da clonagem. Vocé pode verificar se a criptografia de no6 esta ativada no né do
dispositivo de origem, conforme descrito na instalagao do dispositivo.

O né de origem e o dispositivo de destino podem ter configuragdes diferentes de criptografia de né. A
descriptografia e a criptografia de dados sdo executadas automaticamente durante a transferéncia de
dados e quando o n6 de destino € reiniciado e se junta a grade.

o "Aparelhos de servicos SG100 SG1000"

o "SG5600 dispositivos de armazenamento”

o "SG5700 dispositivos de armazenamento”

o "SG6000 dispositivos de armazenamento”

Determine se o modo RAID no dispositivo de destino deve ser alterado de sua configuragcéo padréo, para
gue vocé possa especificar essas informacdes durante a instalagao inicial do dispositivo de destino antes
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da clonagem. Vocé pode exibir informagdes sobre o modo RAID atual do né do dispositivo de origem na
pagina nés no Gerenciador de Grade. Selecione o separador Storage (armazenamento) para o aparelho.

O né de origem e o dispositivo de destino podem ter configuragdes RAID diferentes.

* Planeje por tempo suficiente para concluir o processo de clonagem de nés. Varios dias podem ser
necessarios para transferir dados de um né de armazenamento operacional para um dispositivo de
destino. Agende a clonagem em um momento que minimize o impacto nos negécios.

* Vocé so deve clonar um n6 de dispositivo de cada vez. A clonagem pode impedir que vocé execute outras
fungdes de manutengao do StorageGRID ao mesmo tempo.

 Depois de clonar um né de dispositivo, vocé pode usar o dispositivo de origem que foi retornado a um
estado de pré-instalagdo como destino para clonar outro dispositivo de n6 compativel.

Procedimento de clonagem do né do dispositivo

O processo de clonagem pode levar varios dias para transferir dados entre o né de
origem (o dispositivo esta sendo substituido) e o dispositivo de destino (novo).

O que vocé vai precisar

* Vocé instalou o dispositivo de destino compativel em um gabinete ou rack, conetou todos os cabos e
aplicou energia.

* Vocé verificou que a versao do Instalador de dispositivos StorageGRID no dispositivo de substituigdo
corresponde a versao de software do seu sistema StorageGRID, atualizando o firmware do Instalador de
dispositivos StorageGRID, se necessario.

» Vocé configurou o dispositivo de destino, incluindo a configuragéo de conexdes StorageGRID, o
Gerenciador de sistema do SANItricity (somente dispositivos de storage) e a interface do BMC.

> Ao configurar conexdes StorageGRID, use os enderecgos IP temporarios.

> Ao configurar links de rede, use a configuragao final do link.

Deixe o Instalador do StorageGRID Appliance aberto depois de concluir a configuragéao inicial
@ do dispositivo de destino. Vocé retornara a pagina do instalador do dispositivo de destino depois
de iniciar o processo de clonagem do né.

» Vocé ativou opcionalmente a criptografia de n6 para o dispositivo de destino.

* Opcionalmente, vocé definiu o modo RAID para o dispositivo de destino (somente dispositivos de
armazenamento).

* "Consideracgdes e requisitos para clonagem de noés do dispositivo"
"Aparelhos de servigos SG100 SG1000"
"SG5600 dispositivos de armazenamento”
"SG5700 dispositivos de armazenamento”

"SG6000 dispositivos de armazenamento”

Vocé deve clonar apenas um noé do dispositivo de cada vez para manter o desempenho da rede StorageGRID
e a disponibilidade de dados.

Passos

239


https://docs.netapp.com/pt-br/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/pt-br/storagegrid-115/sg5600/index.html
https://docs.netapp.com/pt-br/storagegrid-115/sg5700/index.html
https://docs.netapp.com/pt-br/storagegrid-115/sg6000/index.html

1. Coloque o n6 de origem que vocé esta clonando no modo de manutengao.
"Colocar um aparelho no modo de manutengao”

2. No Instalador de dispositivos StorageGRID no né de origem, na sec¢éao Instalagdo da pagina inicial,
selecione Ativar clonagem.

NetApp® StorageGRID® Appliance Installer

Home Configure Networking « Configure Hardware « IMonitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
MNode typs Storage =

Node name hrmny2-1-254-sn

Primary Admin Node connection

Enable Admin Nods
discavery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

i |
Enable Cloning

A secao de conexao do n6 de administragéo principal € substituida pela se¢gdo de conexao do no de
destino Clone.
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage v
Node name hrmny2-1-254-sn
(T:Ione target node connection \
Clone target nede IP 0.0.0.0
Connection state MNa connection information available.
Installation

Current state Waiting for configuration and
validation of clons target.

Disable Cloning

3. Para Clone IP do né de destino, insira o endereco IP temporario atribuido ao n6 de destino para que a
rede use para clonar trafego de transferéncia de dados e selecione Salvar.

Normalmente, vocé insere o endereco IP da rede de Grade, mas se precisar usar uma rede diferente para
clonar trafego de transferéncia de dados, insira o enderecgo IP do n6 de destino nessa rede.

CD O uso da rede de administragdo de 1 GbE para clonar a transferéncia de dados resulta em
clonagem mais lenta.

Depois que o utilitario de destino é configurado e validado, na segao Instalagéo, Iniciar clonagem é
ativado no né de origem.
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NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

@ The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and return this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Installation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

| Disable Cloning |

Se existirem problemas que impegam a clonagem, Iniciar clonagem nao esta ativada e os problemas que
vocé deve resolver séo listados como estado de conexao. Esses problemas sao listados na pagina inicial
do instalador do dispositivo StorageGRID do né de origem e do dispositivo de destino. Apenas um
problema é exibido de cada vez e o estado é atualizado automaticamente a medida que as condi¢des
mudam. Resolva todos os problemas de clonagem para ativar Iniciar clonagem.

Quando Iniciar clonagem esta ativada, o estado atual indica a rede StorageGRID selecionada para o
trafego de clonagem, juntamente com informagdes sobre como usar essa conexao de rede.

"Consideragoes e requisitos para clonagem de nés do dispositivo"

4. Selecione Iniciar clonagem no n6 de origem.

5. Monitore o progresso da clonagem usando o instalador do StorageGRID Appliance no né de origem ou de
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking ~ Configure Hardware « IMonitor Installation Advanced ~

Manitor Cloning

1. Establish cione peering relationship Complete

Z. Clone another node from this node Running

Step Progress Status
Send data to clone target node Sending data, 0% complets, 8.99 GB transferred

3. Activate cloned node and leave this one offline Pending

A pagina monitorar clonagem fornece progresso detalhado para cada etapa do processo de clonagem:
- Estabelecer relagao de peering de clone mostra o progresso da configuragédo e configuragéo da
clonagem.

o Clone outro né deste né mostra o progresso da transferéncia de dados. (Esta parte do processo de
clonagem pode levar varios dias para ser concluida.)

o Ativar n6 clonado e deixar este offline mostra o progresso da transferéncia de controle para o n6 de
destino e colocar o n6 de origem em um estado de pré-instalagéo, apds a transferéncia de dados estar
concluida.

6. Se vocé precisar encerrar o processo de clonagem e retornar o n6é de origem ao servigo antes de a
clonagem ser concluida, no n6 de origem va para a pagina inicial do Instalador do StorageGRID Appliance
e selecione Avangado > Reiniciar controlador e, em seguida, selecione Reiniciar no StorageGRID.

Se o processo de clonagem for terminado:

> O no6 de origem sai do modo de manutengéao e regozija-se com o StorageGRID.
> O no de destino permanece no estado de pré-instalagao. Para reiniciar a clonagem do no6 de origem,
inicie o processo de clonagem novamente a partir da etapa 1.

Quando a clonagem for concluida com sucesso:

* Os nos de origem e destino trocam enderecos IP:

> O no6 de destino agora usa os enderecgos IP originalmente atribuidos ao n6 de origem para redes de
Grade, Admin e Cliente.

> O n6 de origem agora usa o endereco IP temporario inicialmente atribuido ao n6 de destino.
* O no de destino sai do modo de manutengéo e une o StorageGRID, substituindo o né de origem.
* O dispositivo de origem esta em um estado pré-instalado, como se vocé o tivesse preparado para
reinstalagao.

"Preparacao de um aparelho para reinstalagdo (apenas substituicao da plataforma)"
Se o dispositivo ndo se juntar novamente a grade, va para a pagina inicial do Instalador de
(D dispositivos StorageGRID para o n6 de origem, selecione Avancado > Reiniciar controlador

e, em seguida, selecione Reiniciar no modo de manutengéao. Depois que o0 n6 de origem for
reinicializado no modo de manutencao, repita o procedimento de clonagem do né.
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Os dados do usuario permanecem no dispositivo de origem como uma opgao de recuperagao se ocorrer um
problema inesperado com o n6 de destino. Depois que o né de destino se juntou ao StorageGRID com
sucesso, os dados do usuario no dispositivo de origem ficam desatualizados e nao sdo mais necessarios. Se
desejar, pega ao suporte StorageGRID para limpar o dispositivo de origem para destruir esses dados.

Vocé pode:

* Use o dispositivo de origem como destino para operag¢des de clonagem adicionais: nenhuma configuragao
adicional é necessaria. Este dispositivo ja tem o enderecgo IP temporario atribuido que foi originalmente
especificado para o primeiro destino clone.

* Instale e configure o dispositivo de origem como um novo né de dispositivo.

* Deite fora o aparelho de origem se ja nao for utilizado com o StorageGRID.
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