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Monitoramento da integridade do sistema

Vocé deve monitorar diariamente a integridade geral do seu sistema StorageGRID.

O sistema StorageGRID ¢ tolerante a falhas e pode continuar a funcionar mesmo quando partes da grade nao
estdo disponiveis. O primeiro sinal de um possivel problema com o seu sistema StorageGRID é
provavelmente um alerta ou um alarme (sistema legado) e ndo necessariamente um problema com as
operagdes do sistema. Prestar atencéo a integridade do sistema pode ajuda-lo a detetar problemas menores
antes que eles afetem as operagodes ou a eficiéncia da rede.

O painel Saude no Painel do Gerenciador de Grade fornece um resumo dos problemas que podem estar
afetando o sistema. Vocé deve investigar quaisquer problemas que sdo mostrados no Dashboard.

@ Para ser notificado de alertas assim que eles sdo acionados, vocé pode configurar notificagdes
de e-mail para alertas ou configurar traps SNMP.

1. Faca login no Gerenciador de Grade para exibir o Dashboard.

2. Reveja as informacdes no painel Saude.
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Quando existem problemas, aparecem links que permitem visualizar detalhes adicionais:

Link Indica

Detalhes da grelha Aparece se algum no estiver desconetado (estado
de conexao desconhecido ou administrativamente
inativo). Clique no link ou clique no icone azul ou
cinza para determinar que né ou nos sao afetados.

Alertas atuais Aparece se algum alerta estiver ativo no momento.
Clique no link ou clique em Critica, Principal ou
menor para ver os detalhes na pagina Alertas
atual.

Alertas resolvidos recentemente Aparece se quaisquer alertas acionados na semana
passada estiverem agora resolvidos. Clique no link
para ver os detalhes na pagina Alertas resolvido.



Link Indica

Alarmes legados Aparece se algum alarme (sistema legado) estiver
ativo no momento. Clique no link para ver os
detalhes na pagina suporte Alarmes (legado)
Alarmes atuais.

Nota: enquanto o sistema de alarme antigo
continua a ser suportado, o sistema de alerta
oferece beneficios significativos e é mais facil de
usar.

Licenga E apresentado se existir um problema com a
licenca de software para este sistema
StorageGRID. Clique no link para ver os detalhes
na pagina Manuteng¢ao sistema Licencga.

Informagodes relacionadas
"Administrar o StorageGRID"

"Configurar notificagdes por e-mail para alertas"

"Utilizar a monitorizagcdo SNMP"

Monitorizacao dos estados de ligacao do né

Se um ou mais nés forem desconetados da grade, as operagdes criticas do
StorageGRID podem ser afetadas. Vocé deve monitorar os estados de conexédo dos nés
e resolver quaisquer problemas imediatamente.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa
Os noés podem ter um de trés estados de conexao:

* Nao conetado - desconhecido #: 0 n6 ndo esta conetado a grade por um motivo desconhecido. Por
exemplo, a conexao de rede entre nos foi perdida ou a energia esta inativa. O alerta nao é possivel se
comunicar com o né também pode ser acionado. Outros alertas também podem estar ativos. Esta
situacao requer atencao imediata.

@ Um no pode aparecer como desconhecido durante operagdes de desligamento gerenciado.
Nesses casos, vocé pode ignorar o estado desconhecido.

* Nao conetado - administrativamente para baixo = : 0 n6 ndo esta conetado a grade por um motivo
esperado. Por exemplo, o nd, ou servigos no no, foi desligado graciosamente, o n6 esta reiniciando ou o
software esta sendo atualizado. Um ou mais alertas também podem estar ativos.

« Conectado +: 0 no esta conetado a grade.

Passos
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1. Se um icone azul ou cinza aparecer no painel Saude do Painel, clique no icone ou clique em Detalhes da
grade. (Os icones azul ou cinza e o link Detalhes da grade aparecem somente se pelo menos um no
estiver desconetado da grade.)

A pagina Visao geral do primeiro n6 azul na arvore de noés € exibida. Se ndao houver nés azuis, a pagina
Visao geral do primeiro no cinza na arvore sera exibida.

No exemplo, o né de armazenamento chamado DC1-S3 tem um icone azul. O Estado da conexao no
painel informacdes do n6 é desconhecido e o alerta nao é possivel se comunicar com o né esta ativo.
O alerta indica que um ou mais servigos nao respondem ou que o né nao pode ser alcangado.

DC1

A StorageGRID Deployment

 Data Center 1
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Storage Mode
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Severity = Time

Current values
@ triggered

Unable to communicate with node

One or more services are unresponsive, or the node

cannot be reached

12 minutes
ago

Unresponsive
services

@ Major

2. Se um no tiver um icone azul, siga estas etapas:

a. Selecione cada alerta na tabela e siga as agbes recomendadas.

acct, adc, chunk, dds, dmv, dynip, idnt, jasgeragent, jmx, Idr, miscd. node,
rsm, ssm, storagegrid

Por exemplo, talvez seja necessario reiniciar um servigo que tenha parado ou reiniciado o host para o

no.

b. Se vocé nao conseguir colocar o né novamente on-line, entre em Contato com o suporte técnico.

3. Se um no tiver um icone cinza, siga estas etapas:

Os nos cinzentos séo esperados durante os procedimentos de manutencéo e podem estar associados a
um ou mais alertas. Com base na questao subjacente, esses nés "administrativamente para baixo"
geralmente voltam online sem nenhuma intervengao.

a. Revise a sec¢éo Alertas e determine se algum alerta esta afetando esse no.

b. Se um ou mais alertas estiverem ativos, selecione cada alerta na tabela e siga as agoes

recomendadas.

c. Se vocé ndo conseguir colocar o né novamente on-line, entre em Contato com o suporte técnico.

Informacgdes relacionadas

"Referéncia de alertas"

"Manter recuperar"


https://docs.netapp.com/pt-br/storagegrid-115/monitor/alerts-reference.html
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Visualizacao de alertas atuais

Quando um alerta é acionado, um icone de alerta é exibido no Painel de instrumentos.
Um icone de alerta também é exibido para o n6é na pagina nés. Uma notificacéo por e-
mail também pode ser enviada, a menos que o alerta tenha sido silenciado.

O que vocé vai precisar
* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Passos
1. Se um ou mais alertas estiverem ativos, execute um dos seguintes procedimentos:

> No painel Saude do Painel, clique no icone de alerta ou clique em alertas atuais. (Um icone de alerta
e o link alertas atuais aparecem somente se pelo menos um alerta estiver ativo.)

o Selecione Alertas atual.

A pagina Alertas atuais é exibida. Ele lista todos os alertas que afetam o seu sistema StorageGRID
atualmente.

Current Alerts B« Leam more

View the current alerts affecting your StorageGRID system

¥ Group alerts Active ¥
Name IT Severity Il Time triggered ¥ Site [ Node 11 Statusil Currentvalues
+ Unable to corﬂmunicale with mfde ) o 0 2 Major 9 minutes ago  (newest] S Hitive
One or more services are unrasponsive or cannat be reached by the metrics cellection job 19 minutes ago (oldest)

Low root disk capacity Disk space available: 2.00 GB

Minor 25 minutes ago Data Center 1/DC1-51-99-51 Active

The space available on the root disk is low. Total disk space: 21.00 GB
Expirati f tificate for St API Endpoint:

il el slerver dinaatlal n. po.m " z O Major 31 minutes ago Data Center 1 / DC1-ADM1-99-49 | Active Days remaining: 14
The server certificate used for the storage AP| endpoints is about to expire.
Expirati f rtificate for M, t Interd:

S s.erver SRR anagemgn ne ?Ce : Minor 31 minutes ago Data Center 1/DC1-ADM1-99-49  Active Days remaining. 30
The server it used for the m interface is about to expire,
¥ Low installed node memoi adayage (newesi) .

. " A € & Critical veg . - 8 Active

The amount of installed memory on a node is low. a day ago (oldest}

Por padrao, os alertas sdo exibidos da seguinte forma:

= Os alertas acionados mais recentemente séo apresentados primeiro.
= Varios alertas do mesmo tipo sdo mostrados como um grupo.
= Os alertas silenciados néo sédo apresentados.

= Para um alerta especifico em um n6 especifico, se os limites forem atingidos por mais de uma
gravidade, somente o alerta mais grave sera exibido. Ou seja, se os limites de alerta forem
atingidos para as gravidades menor, maior e critica, somente o alerta critico sera exibido.
A pagina Alertas atuais é atualizada a cada dois minutos.

2. Reveja as informagdes na tabela.

Cabecalho da coluna Descrigao

Nome O nome do alerta e sua descricao.



Cabecalho da coluna

Gravidade

Tempo acionado

Local/né

Estado

Descrigao

A gravidade do alerta. Se varios alertas forem
agrupados, a linha de titulo mostrara quantas
instancias desse alerta estdo ocorrendo em cada
gravidade.

« Critico €3: existe uma condigdo anormal que
interrompeu as operacdes normais de um né ou
servico StorageGRID. Vocé deve abordar o
problema subjacente imediatamente. A
interrupgéo do servico e a perda de dados
podem resultar se o problema néo for resolvido.

* Major {: existe uma condigéo anormal que
esta afetando as operagdes atuais ou se
aproximando do limite para um alerta critico.
Vocé deve investigar os principais alertas e
resolver quaisquer problemas subjacentes para
garantir que a condigdo anormal ndo pare a
operagao normal de um nd ou servigo
StorageGRID.

* Minor  : o sistema esta operando
normalmente, mas existe uma condicao
anormal que pode afetar a capacidade do
sistema de operar se ele continuar. Vocé deve
monitorar e resolver alertas menores que nao
sejam claros por conta propria para garantir que
eles nao resultem em um problema mais sério.

Ha quanto tempo o alerta foi acionado. Se varios
alertas forem agrupados, a linha de titulo mostrara
horas para a instancia mais recente do alerta
(newest) e a instancia mais antiga do alerta (older).

O nome do site e do n6 onde o alerta esta
ocorrendo. Se varios alertas forem agrupados, os
nomes do site e do nd nao serdo exibidos na linha
de titulo.

Se o alerta esta ativo ou foi silenciado. Se varios
alertas forem agrupados e todos os alertas
estiverem selecionados na lista suspensa, a linha
de titulo mostrara quantas instancias desse alerta
estao ativas e quantas instancias foram silenciadas.



Cabecalho da coluna

Valores atuais

3. Para expandir e recolher grupos de alertas:

Descrigao

O valor atual da métrica que fez com que o alerta
fosse acionado. Para alguns alertas, séo
apresentados valores adicionais para o ajudar a
compreender e investigar o alerta. Por exemplo, os
valores mostrados para um alerta armazenamento
de dados de objeto baixo incluem a porcentagem
de espago em disco usado, a quantidade total de
espaco em disco e a quantidade de espagco em

disco usado.

Nota: se varios alertas estiverem agrupados, os
valores atuais ndo serdo exibidos na linha de titulo.

o Para mostrar os alertas individuais em um grupo, clique no cursor para baixo * no cabegalho ou clique

no nome do grupo.

o Para ocultar os alertas individuais em um grupo, clique no cursor para cima »no cabecgalho ou clique

no nome do grupo.

Name

+ low object data storage
Th k space available for storing_ object data is low.

Low object data storage
The disk space available for storing object data is low

Low object data storage

The disk space available for stering object data is low.

Low object data storage
The disk space available for storing object data is low

Low object data storage

The disk space available for storing object data is low.

Low object data storage
The disk space available for storing object data is low

1T Severity 11

5 Minor

Minor

Minor

Minor

Minor

Minor

Time triggered W Site | Node

a day ago (newest)

adayage  (oldest)

a day ago DC2 231-236/ DC2-52-233
a day ago DC1225-230/ DC1-51-226
a day ago DC2 231-236/ DC2-53-234
a day ago DC1225-230/ DC1-82-227
a day ago DC2 231-236/ DC2-51-232

5 Active

Active

Active

Active

Active

Active

«| Group alerts

11 Status 1l Current values

Disk space remaining:
Disk space used:
Disk space used (%):
Disk space remaining:
Disk space used:
Disk space used (%):
Disk space remaining:
Disk space used:
Disk space used (%):
Disk space remaining:
Disk space used:
Disk space used {%):
Disk space remaining:
Disk space used:
Disk space used (%):

Active v

52517 GB
243.06 KB
0.000%
52517 GB
32565 KB
0.000%
52517 GB
381.55 KB
0.000%
52517 GB
28219 KB
0.000%
52517 GB
189.24 KB
0.000%

4. Para exibir alertas individuais em vez de grupos de alertas, desmarque a caixa de selegéo alertas de

grupo na parte superior da tabela.

Group alerts Active v

5. Para classificar alertas ou grupos de alertas, clique nas setas para cima/para baixo |Tem cada cabecalho

de coluna.

> Quando alertas de grupo ¢ selecionado, tanto os grupos de alerta quanto os alertas individuais dentro
de cada grupo sao classificados. Por exemplo, vocé pode querer classificar os alertas em um grupo
por tempo disparado para encontrar a instancia mais recente de um alerta especifico.

> Quando Alerta de grupo nao esta selecionado, toda a lista de alertas é classificada. Por exemplo,
vocé pode querer classificar todos os alertas por né/Site para ver todos os alertas que afetam um né



especifico.

6. Para filtrar os alertas por status, use o0 menu suspenso na parte superior da tabela.

Active A

All alerts
Active

> Selecione todos os alertas para visualizar todos os alertas atuais (alertas ativos e silenciados).

o Selecione Ativo para exibir somente os alertas atuais ativos.
o Selecione silenciado para visualizar apenas os alertas atuais que foram silenciados.
7. Para ver detalhes de um alerta especifico, selecione-o na tabela.

E apresentada uma caixa de didlogo para o alerta. Consulte as instrucdes para visualizar um alerta
especifico.

Informacgdes relacionadas
"Visualizar um alerta especifico"

"Silenciar notificacdes de alerta"

Visualizagcao de alertas resolvidos

Vocé pode pesquisar e exibir um histérico de alertas que foram resolvidos.

O que vocé vai precisar

» Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Passos

1. Para exibir alertas resolvidos, siga um destes procedimentos:

> No painel Saude do Painel, clique em alertas resolvidos recentemente.

O link Recently resolved alerts (alertas resolvidos recentemente) aparece apenas se um ou mais
alertas tiverem sido acionados na semana passada e estiverem agora resolvidos.

o Selecione Alertas resolvido. A pagina Alertas resolvidos €& exibida. Por padrao, os alertas resolvidos
que foram acionados na ultima semana sao exibidos, com os alertas acionados mais recentemente
exibidos primeiro. Os alertas nesta pagina foram exibidos anteriormente na pagina Alertas atuais ou
em uma notificagao por e-
mail.


https://docs.netapp.com/pt-br/storagegrid-115/monitor/managing-alerts.html

Resolved Alarts

Search and view alerts that have been resolved.

When friggered x Severity = Alertrule = Node =

Last week v Filter by severity Filter by rule Filter by node

Name I Severity @ LT Time triggered™ Time resolved 11 Site /Node 11 Triggered values
#::;:::::te:fTnz.‘::ll:;e:::n?nry on anode Is low @ Geteal 2 days ago aday ago 3??_:5”'”1 ! Total RAM size. 837 GB
;::ai:{:j:?:f[i:;?:llle:nn:r?ory on a node is low @ Ctieal 2 days ago a day ago g:tig;"‘e” : IR VR Bl

Low installed node memory Data Center 1/

Critical 2 days ago a day ago Total RAM size: 8.37 GB
The amount of installed memory on a node is low. @ o WE 58 vag DC1-54
Low installed node memory Data Cenfer 1/
iti 2 di d Total RAM size: 8.37 GB
The amount of installed memory on a node is low o el sk AEaras DC1-ADM1 A e
Low installed node memory Data Center 1/
Critical 2d day Total RAM size: 837 GB
The amount of installed memory on a node is low 0 Gotes e afapagn DC1-ADM2 o siee
Low installed node memory Data Center 1/
Critical 2 days ago a day ago Total RAM size: 837 GB
The amount of installed memory on a node is low. @ Gitea sl L DC1-51
2. Reveja as informacgdes na tabela.
Cabecalho da coluna Descrigcao
Nome O nome do alerta e sua descri¢ao.
Gravidade A gravidade do alerta.

« Critico €3: existe uma condigdo anormal que
interrompeu as operacgdes normais de um né ou
servigo StorageGRID. Vocé deve abordar o
problema subjacente imediatamente. A
interrupcéo do servico e a perda de dados
podem resultar se o problema néo for resolvido.

* Major {: existe uma condigédo anormal que
esta afetando as operagdes atuais ou se
aproximando do limite para um alerta critico.
Vocé deve investigar os principais alertas e
resolver quaisquer problemas subjacentes para
garantir que a condigdo anormal ndo pare a
operagao normal de um nd ou servigo
StorageGRID.

* Minor  : o sistema esta operando
normalmente, mas existe uma condicao
anormal que pode afetar a capacidade do
sistema de operar se ele continuar. Vocé deve
monitorar e resolver alertas menores que nao
sejam claros por conta propria para garantir que
eles nao resultem em um problema mais sério.

Tempo acionado Ha quanto tempo o alerta foi acionado.

Tempo resolvido Ha quanto tempo o alerta foi resolvido.



Cabecalho da coluna Descrigao

Local/no O nome do site e do n6 onde o alerta ocorreu.

Valores acionados O valor da métrica que fez com que o alerta fosse
acionado. Para alguns alertas, s&o apresentados
valores adicionais para o ajudar a compreender e
investigar o alerta. Por exemplo, os valores
mostrados para um alerta armazenamento de
dados de objeto baixo incluem a porcentagem de
espaco em disco usado, a quantidade total de
espago em disco e a quantidade de espago em
disco usado.

3. Para classificar toda a lista de alertas resolvidos, clique nas setas para cima/para baixo |fem cada
cabecalho de coluna.

Por exemplo, talvez vocé queira classificar os alertas resolvidos por Site/né para ver os alertas que
afetaram um no6 especifico.
4. Opcionalmente, filtre a lista de alertas resolvidos usando os menus suspensos na parte superior da tabela.
a. Selecione um periodo de tempo no menu suspenso When Triggered para mostrar alertas resolvidos
com base em quanto tempo atras eles foram acionados.

Vocé pode pesquisar alertas que foram acionados nos seguintes periodos de tempo:

= Na ultima hora

« Ultimo dia

= Semana passada (vista predefinida)

= No més passado

= Qualquer periodo de tempo

= Personalizado (permite especificar a data de inicio e a data de fim para o periodo de tempo)

b. Selecione uma ou mais severidades no menu suspenso gravidade para filtrar os alertas resolvidos de
uma gravidade especifica.

c. Selecione uma ou mais regras de alerta padrdo ou personalizadas no menu suspenso regra de alerta
para filtrar os alertas resolvidos relacionados a uma regra de alerta especifica.

d. Selecione um ou mais nés no menu suspenso Node para filtrar os alertas resolvidos relacionados a
um no especifico.

e. Cligue em pesquisar.
5. Para exibir detalhes de um alerta resolvido especifico, selecione o alerta na tabela.

E apresentada uma caixa de dialogo para o alerta. Consulte as instrugdes para visualizar um alerta
especifico.

Informacgdes relacionadas

"Visualizar um alerta especifico"



Visualizar um alerta especifico

Vocé pode exibir informacgdes detalhadas sobre um alerta que esta afetando seu sistema
StorageGRID ou um alerta que foi resolvido. Os detalhes incluem agdes corretivas
recomendadas, a hora em que o alerta foi acionado e o valor atual das métricas
relacionadas a esse alerta. Opcionalmente, vocé pode silenciar um alerta atual ou

atualizar a regra de alerta.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Passos

1. Siga um destes procedimentos, com base se vocé deseja exibir um alerta atual ou resolvido:

Cabecalho da coluna Descrigao

Alerta atual °

Alerta resolvido .

No painel Saude no Painel, clique no link
alertas atuais. Este link aparece somente se
pelo menos um alerta estiver ativo no momento.
Este link fica oculto se ndo houver alertas atuais
ou se todos os alertas atuais tiverem sido
silenciados.

Selecione Alertas atual.

Na pagina nés, selecione a guia Visao geral

para um noé que tenha um icone de alerta. Em
seguida, na secao Alertas, clique no nome do
alerta.

No painel Saude do Painel, clique no link
alertas resolvidos recentemente. (Este link
aparece somente se um ou mais alertas foram
acionados na semana passada e agora estao
resolvidos. Este link fica oculto se nenhum
alerta foi acionado e resolvido na ultima
semana.)

Selecione Alertas resolvido.

2. Conforme necessario, expanda um grupo de alertas e selecione o alerta que deseja exibir.

@ Selecione o alerta e ndo o cabecalho de um grupo de alertas.

+ Low installed node memory 0 8 Critical
ritica

a day ago (newest)

8 Active

The amount of installed memory on a node is low. adayago  (oldest)

Low installed node memory 0 Critical d
ﬁ a day ago
The amdw it of installed memory on a node is low. e be

Data Center 2 / DC2-51-99-56 Active Total RAM size: 838 GB

Uma caixa de dialogo é exibida e fornece detalhes para o alerta selecionado.

10



Low installed node memory

The amount of installed memory on a node is low. Status
Active (silence this alert & )

Recommended actions

Site / Node
Increase the amount of RAM available to the virtual machine or Linux host. Check Data Center 2/ DC2-51-99-56
the threshold value for the major alert to determine the default minimum reqguirement -
for a StorageGRID node. Severity

€ Critical

See the instructions for your platform:

Total RAM size
« VMware installation -

838 GB
* Red Hat Enterprise Linux or CentOS installation
Condition
« Ubuntu or Debian installation View conditions | Edit rule (&
Time triggered
2019-07-15 17:07-41 MDT (2048-07-15 23:07:41 UTC)
3. Reveja os detalhes do alerta.
Informacgoes Descrigao
title O nome do alerta.
primeiro paragrafo A descrigao do alerta.
Acbes recomendadas As acdes recomendadas para este alerta.
Tempo acionado A data e a hora em que o alerta foi acionado na sua

hora local e em UTC.

Tempo resolvido Apenas para alertas resolvidos, a data e a hora em
que o alerta foi resolvido na sua hora local e na
UTC.

Estado O estado do alerta: Ativo, silenciado ou resolvido.

Local/n6 O nome do site e do n6 afetados pelo alerta.

11



Informacgoes Descricédo

Gravidade A gravidade do alerta.

« Critico €): existe uma condigdo anormal que
interrompeu as operagdes normais de um no ou
servigo StorageGRID. Vocé deve abordar o
problema subjacente imediatamente. A
interrupcao do servico e a perda de dados
podem resultar se o problema nao for resolvido.

* Major {: existe uma condi¢cdo anormal que
esta afetando as operagdes atuais ou se
aproximando do limite para um alerta critico.
Vocé deve investigar os principais alertas e
resolver quaisquer problemas subjacentes para
garantir que a condigdo anormal n&o pare a
operagao normal de um né ou servigo
StorageGRID.

* Minor ' : o sistema esta operando
normalmente, mas existe uma condi¢cao
anormal que pode afetar a capacidade do
sistema de operar se ele continuar. Vocé deve
monitorar e resolver alertas menores que nao
sejam claros por conta propria para garantir que
eles n&o resultem em um problema mais sério.

valores de dados O valor atual da métrica para este alerta. Para
alguns alertas, sao apresentados valores adicionais
para o ajudar a compreender e investigar o alerta.
Por exemplo, os valores mostrados para um alerta
armazenamento de metadados baixo incluem a
porcentagem de espaco em disco usado, a
quantidade total de espaco em disco e a
quantidade de espaco em disco usado.

4. Opcionalmente, clique em Silenciar este alerta para silenciar a regra de alerta que fez com que esse
alerta fosse acionado.

Vocé deve ter a permissdo Gerenciar Alertas ou acesso root para silenciar uma regra de alerta.

Tenha cuidado ao decidir silenciar uma regra de alerta. Se uma regra de alerta for
silenciada, talvez vocé néo detete um problema subjacente até que ela impega que uma
operacao critica seja concluida.

5. Para visualizar as condi¢des atuais da regra de alerta:
a. A partir dos detalhes do alerta, clique em Ver condigodes.

Uma janela pop-up € exibida, listando a expressdo Prometheus para cada gravidade definida.
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lotal RAM size
8.38 GB
y Low installed node memory

I View ca@tiﬂns | Edit rule &

Major  node_memory_MemTotal_bytes < 24288002080

Critical node_memory MemTotal bytes < 12008008086

(e osingth

a. Para fechar o pop-up, clique em qualquer lugar fora do pop-up.

6. Opcionalmente, clique em Editar regra para editar a regra de alerta que fez com que esse alerta fosse
acionado:

Vocé deve ter a permissdo Gerenciar Alertas ou acesso root para editar uma regra de alerta.

Tenha cuidado ao decidir editar uma regra de alerta. Se vocé alterar os valores do gatilho,
talvez nao detete um problema subjacente até que ele impega que uma operagao critica
seja concluida.

7. Para fechar os detalhes do alerta, clique em Fechar.

Informacgodes relacionadas

"Silenciar notificacoes de alerta"

"Editar uma regra de alerta"

Visualizacao de alarmes legados

Os alarmes (sistema legado) sao acionados quando os atributos do sistema atingem os
valores de limite de alarme. Pode visualizar os alarmes atualmente ativos a partir do
Painel de instrumentos ou da pagina Alarmes atuais.

O que vocé vai precisar

* Vocé deve estar conetado ao Gerenciador de Grade usando um navegador compativel.

Sobre esta tarefa

Se um ou mais alarmes herdados estiverem ativos no momento, o painel Saude no Painel inclui um link
Alarmes herdados. O numero entre parénteses indica quantos alarmes estéo ativos no momento.

Health ©

Administratively Down Critical

1 5

Grid details  Current alerts (5)  Recently resolved alerts (1) [ Legacy alarms (5) @ | License
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A contagem de Legacy Alarms no Dashboard é incrementada sempre que um alarme legado é acionado.
Esta contagem é incrementada mesmo que tenha desativado as notificagdes por e-mail de alarme.
Normalmente, pode ignorar este nimero (uma vez que os alertas fornecem uma melhor visualizagdo do
sistema) ou pode visualizar os alarmes que estdo atualmente ativos.

(D Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.

Passos
1. Para exibir os alarmes legados que estdo atualmente ativos, execute um dos seguintes procedimentos:

> No painel Saude no Painel, clique em Legacy Alarms. Este link aparece somente se pelo menos um
alarme estiver ativo no momento.

o Selecione suporte Alarmes (legado) Alarmes atuais. A pagina Alarmes atuais € exibida.

The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for monitoring and troubleshooting Storage GRID

Current Alarms
Last Refreshed: 2020-05-27 09:41:39 MDT

[ Show Acknowledgad Alarms {1-10f1)
Show | 50 ¥ | Records Per Page | Refresh |

O icone de alarme indica a gravidade de cada alarme, da seguinte forma:

icone Cor Gravidade do alarme Significado

E Amarelo Aviso O no esta conetado a
grade, mas existe uma
condi¢ao incomum que
nao afeta as operagdes
normais.

i Laranja claro Menor O no esta conetado a
grade, mas existe uma
condi¢ao anormal que
pode afetar a operagao
no futuro. Vocé deve
investigar para evitar o
escalonamento.
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icone Cor Gravidade do alarme Significado

A Laranja escuro Maior O no esta conetado a
grade, mas existe uma
condi¢do anormal que
afeta atualmente a
operagao. Isso requer
atencao imediata para
evitar o escalonamento.

o Vermelho Critico O no esta conetado a
grade, mas existe uma
condicao anormal que
parou as operacgoes
normais. Vocé deve
resolver o problema
imediatamente.

1. Para saber mais sobre o atributo que fez com que o alarme fosse acionado, clique com o botéo direito do
Mouse no nome do atributo na tabela.

2. Para ver detalhes adicionais sobre um alarme, clique no nome do servico na tabela.

A guia Alarmes para o servico selecionado é exibida (suporte Ferramentas topologia de Grade Grid
Node Service Alarmes).

Overview | Alarms \\| Reports ‘ Configuration

Main History

“ ™ Alarms: ARC (DC1-ARC1) - Replication

v Updated: 2019-05-24 10:48:45 MDT

Severity Attribute Description Alarm Time Trigger Value  Current Value Acknowledge Time Acknowledge

D Ripision ey onevae WO omvme onedase
Apply Changes *

3. Se vocé quiser limpar a contagem de alarmes atuais, vocé pode, opcionalmente, fazer o seguinte:

> Confirme o alarme. Um alarme reconhecido n&o é mais incluido na contagem de alarmes herdados, a
menos que seja acionado no préximo nivel de gravidade ou seja resolvido e ocorra novamente.

o Desative um alarme padrao especifico ou um alarme personalizado global para todo o sistema para
evitar que ele seja acionado novamente.

Informagdes relacionadas
"Referéncia de alarmes (sistema legado)"

"Reconhecer alarmes atuais (sistema legado)"

"Desativar alarmes (sistema legado)"
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