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Planejando uma expansao do StorageGRID

Vocé pode expandir o StorageGRID para aumentar a capacidade de storage, adicionar
capacidade de metadados, adicionar redundancia ou novos recursos ou adicionar um
novo site. O numero, o tipo e o local dos nds que vocé precisa adicionar dependem do
motivo da expansao.

* "Adicado de capacidade de storage"
» "Adic&do de capacidade de metadados"
» "Adicao de nés de grade para adicionar recursos ao seu sistema"

« "Adicionar um novo site"

Adicao de capacidade de storage

Quando os nos de storage existentes ficarem cheios, vocé precisara aumentar a
capacidade de storage do sistema StorageGRID.

Para aumentar a capacidade de storage, primeiro vocé precisa entender onde os dados sdo armazenados no
momento e adicionar capacidade em todos os locais necessarios. Por exemplo, se vocé armazenar copias de
dados de objetos no momento em varios locais, talvez seja necessario aumentar a capacidade de storage de
cada local.

+ "Diretrizes para adicionar capacidade de objeto"
* "Adicao de capacidade de storage para objetos replicados"

» "Adicao de capacidade de storage para objetos codificados por apagamento”

» "Consideragdes para rebalanceamento de dados codificados por apagamento”

Diretrizes para adicionar capacidade de objeto

Vocé pode expandir a capacidade de storage de objetos do seu sistema StorageGRID
adicionando volumes de storage a n6s de storage existentes ou adicionando novos nés
de storage a locais existentes. Vocé precisa adicionar capacidade de storage de forma
que atenda aos requisitos da politica de gerenciamento do ciclo de vida das informagdes
(ILM).

Diretrizes para adicionar volumes de armazenamento

Antes de adicionar volumes de storage a nés de storage existentes, consulte as diretrizes e limitagbes a
seguir:

* Vocé deve examinar suas regras atuais de ILM para determinar onde e quando adicionar volumes de
storage para aumentar o storage disponivel para objetos replicados ou codificados por apagamento.
Consulte as instrugdes para gerenciar objetos com gerenciamento do ciclo de vida das informagdes.

* Vocé nao pode aumentar a capacidade de metadados do sistema adicionando volumes de storage porque
os metadados de objetos s&o armazenados apenas no volume 0.

» Cada n6 de storage baseado em software pode dar suporte a um maximo de 16 volumes de storage. Se
vocé precisar adicionar capacidade além disso, precisara adicionar novos nés de storage.



» Vocé pode adicionar uma ou duas gavetas de expanséo a cada dispositivo SG6060. Cada compartimento
de expansao adiciona 16 volumes de storage. Com ambas as gavetas de expansao instaladas, o SG6060
da suporte a um total de 48 volumes de storage.

* Nao é possivel adicionar volumes de armazenamento a qualquer outro dispositivo de armazenamento.

* Nao é possivel aumentar o tamanho de um volume de armazenamento existente.

* Nao é possivel adicionar volumes de armazenamento a um né de armazenamento ao mesmo tempo em
que esta a efetuar uma atualizagéo do sistema, uma operagéo de recuperagao ou outra expansao.

Depois de decidir adicionar volumes de storage e determinar quais nds de storage vocé deve expandir para
atender a politica de ILM, siga as instrugdes para seu tipo de n6 de storage:

» Para adicionar prateleiras de expansao a um dispositivo de armazenamento SG6060, consulte as
instrucdes para a instalagcado e manutencao do dispositivo SG6000.

"SG6000 dispositivos de armazenamento”

« Para um no6 baseado em software, siga as instrugdes para adicionar volumes de storage aos nés de
storage.

"Adi¢ao de volumes de storage aos nds de storage"

Diretrizes para a adi¢dao de nés de storage

Antes de adicionar nds de storage a sites existentes, consulte as diretrizes e limitagdes a seguir:
» Vocé deve examinar suas regras atuais de ILM para determinar onde e quando adicionar nés de storage
para aumentar o storage disponivel para objetos replicados ou codificados por apagamento.
* Vocé nao deve adicionar mais de 10 nds de storage em um unico procedimento de expansao.
* Vocé pode adicionar nés de storage a mais de um local em um Unico procedimento de expanséo.
* Vocé pode adicionar nés de storage e outros tipos de nés em um unico procedimento de expansao.

* Antes de iniciar o procedimento de expansao, deve confirmar se todas as operagdes de reparagao de
dados efetuadas como parte de uma recuperagéao estdo concluidas. Consulte os passos para verificar os
trabalhos de reparacao de dados nas instrugdes de recuperacéo e manutencgao.

« Se vocé precisar remover nés de storage antes ou depois de executar uma expanséo, nao devera
desativar mais de 10 nos de storage em um unico procedimento de né de compactagéo.

Diretrizes para o servigo ADC em nés de storage

Ao configurar a expansao, vocé deve escolher se deseja incluir o servigo controlador de dominio
administrativo (ADC) em cada novo n6 de armazenamento. O servico ADC mantém o controle da localizagao
e disponibilidade dos servigos da grade.

* O sistema StorageGRID requer que um quérum de servigos ADC esteja disponivel em cada local e em
todos os momentos.

@ Saiba mais sobre o quérum ADC nas instrugdes de recuperagdo e manutengao.

* Pelo menos trés nos de storage em cada local devem incluir o servigo ADC.

» Adicionar o servico ADC a cada n6 de armazenamento nao é recomendado. Incluir muitos servicos ADC
pode causar lentiddo devido ao aumento da quantidade de comunicacéo entre nés.
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* Uma unica grade nao deve ter mais de 48 nds de storage com o servigo ADC. Isso equivale a 16 sites
com trés servicos ADC em cada local.

* Em geral, quando vocé seleciona a configuragcdo ADC Service para um novo no, vocé deve selecionar
Automatic. Selecione Sim somente se 0 novo no substituir outro né de armazenamento que inclua o
servico ADC. Como vocé nao pode desativar um né de armazenamento se houver poucos servigcos ADC,
isso garante que um novo servico ADC esteja disponivel antes que o servigo antigo seja removido.

* Vocé nao pode adicionar o servico ADC a um n6 depois que ele é implantado.
Informacgoes relacionadas
"Gerenciar objetos com ILM"
"SG6000 dispositivos de armazenamento”
"Adi¢ao de volumes de storage aos nds de storage"
"Manter recuperar”

"Executando a expansao"

Adicao de capacidade de storage para objetos replicados

Se a politica de gerenciamento do ciclo de vida das informag¢des (ILM) da implantagao
incluir uma regra que crie cépias replicadas de objetos, vocé devera considerar quanto
storage adicionar e onde adicionar os novos volumes de storage ou nés de storage.

Para obter orientagdo sobre onde adicionar armazenamento adicional, examine as regras do ILM que criam
copias replicadas. Se as regras do ILM criarem duas ou mais copias de objetos, Planeje adicionar storage em
cada local em que as copias de objetos forem feitas. Como um exemplo simples, se vocé tiver uma grade de
dois locais e uma regra ILM que crie uma cépia de objeto em cada local, vocé deve adicionar armazenamento
a cada local para aumentar a capacidade geral de objeto da grade.

Por motivos de desempenho, vocé deve tentar manter a capacidade de storage e o poder de computagéo
equilibrados em todos os locais. Portanto, para este exemplo, vocé deve adicionar o mesmo numero de nos
de storage a cada local ou volumes de storage adicionais em cada local.

Se vocé tiver uma politica de ILM mais complexa que inclua regras que coloquem objetos em locais diferentes
com base em critérios como nome do bucket ou regras que alterem os locais do objeto ao longo do tempo,
sua analise de onde o armazenamento € necessario para a expansao sera semelhante, mas mais complexa.

Tracar a rapidez com que a capacidade geral de armazenamento esta sendo consumida pode ajuda-lo a
entender quanto armazenamento adicionar na expansao e quando o espago de armazenamento adicional
sera necessario. Vocé pode usar o Gerenciador de Grade para monitorar e mapear a capacidade de
armazenamento, conforme descrito nas instrugdes para monitoramento e solugéo de problemas do
StorageGRID.

Ao Planejar o momento de uma expanséo, lembre-se de considerar quanto tempo pode levar para adquirir e
instalar armazenamento adicional.

Informacgoes relacionadas

"Gerenciar objetos com ILM"
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"Monitorizar Resolugao de problemas"

Adicao de capacidade de storage para objetos codificados por apagamento

Se a politica de ILM incluir uma regra que faga copias codificadas por apagamento, vocé
deve Planejar onde adicionar um novo storage e quando adicionar um novo storage. A
quantidade de armazenamento que vocé adiciona e o tempo da adigao podem afetar a
capacidade de armazenamento utilizavel da grade.

A primeira etapa no Planejamento de uma expansao de storage € examinar as regras da politica de ILM que
criam objetos codificados por apagamento. Como o StorageGRID cria fragmentos k-m para cada objeto
codificado de apagamento e armazena cada fragmento em um no de storage diferente, vocé deve garantir
que pelo menos os nés de storage k-m tenham espaco para novos dados codificados de apagamento apos a
expansdao. Se o perfil de codificacdo de apagamento fornecer protegcéo contra perda de site, vocé precisara
adicionar storage a cada local.

O numero de nés que vocé precisa adicionar também depende de quéo cheios os nds existentes estao
guando vocé executa a expanséo.

Recomendacao geral para adicionar capacidade de storage para objetos codificados por apagamento

Se vocé quiser evitar calculos detalhados, pode adicionar dois nés de storage por local quando os ndés de
storage existentes atingirem 70% de capacidade.

Esta recomendacao geral fornece resultados razoaveis em uma ampla variedade de esquemas de codificagéo
de apagamento para grades de um unico local e para grades onde a codificagdo de apagamento fornece
protecéo contra perda de site.

Para entender melhor os fatores que levam a esta recomendacgao ou para desenvolver um plano mais preciso
para o seu site, revise a proxima segao. Para obter uma recomendacgao personalizada otimizada para a sua
situacao, entre em Contato com o representante da sua conta NetApp.

Calculando o numero de nés de storage de expansao a serem adicionados para objetos codificados
por apagamento

Para otimizar a forma como vocé expande uma implantagdo que armazena objetos codificados por
apagamento, considere muitos fatores:
» Esquema de codificagdo de apagamento em uso

 Caracteristicas do pool de storage usado para codificagdo de apagamento, incluindo o numero de nés em
cada local e a quantidade de espago livre em cada no

« Se a grade foi expandida anteriormente (porque a quantidade de espaco livre por n6 de storage pode nao
ser aproximadamente a mesma em todos 0s nos)

» Natureza exata da politica ILM, como se as regras ILM fazem objetos replicados e codificados por
apagamento

Os exemplos a seguir podem ajudar vocé a entender o impacto do esquema de codificagdo de apagamento, o
numero de nds no pool de storage e a quantidade de espaco livre em cada né.

Consideracoes semelhantes afetam os calculos de uma politica de ILM que armazena dados replicados e
codificados por apagamento e os calculos de uma grade que foi expandida anteriormente.


https://docs.netapp.com/pt-br/storagegrid-115/monitor/index.html

Os exemplos nesta secéo representam as praticas recomendadas para adicionar capacidade
de storage a um sistema StorageGRID. Se vocé néo conseguir adicionar o nimero

@ recomendado de nds, talvez seja necessario executar o procedimento de rebalanceamento EC
para permitir que objetos codificados de apagamento adicionais sejam armazenados.

"Consideracdes para rebalanceamento de dados codificados por apagamento”

Exemplo 1: Expandindo uma grade de um local que usa codificagcao de apagamento de 2 a 1

Este exemplo mostra como expandir uma grade simples que inclui apenas trés nos de storage.

Este exemplo usa apenas trés nos de storage para simplificar. No entanto, o uso de apenas trés

@ nos de storage nao é recomendado: Uma grade de produgéo real deve usar um minimo de 1
nos de storage para redundancia, o que equivale a quatro nés de storage (2-1-1) para este
exemplo.

Assuma o seguinte:

* Todos os dados sao armazenados usando o esquema de codificagdo de apagamento 2-1. Com o
esquema de codificagdo de apagamento 2-1, cada objeto € armazenado como trés fragmentos e cada
fragmento é salvo em um no de storage diferente.

» Vocé tem um local com trés nos de storage. Cada n6 de storage tem uma capacidade total de 100 TB.
* Vocé deseja expandir adicionando novos nos de storage de 100 TB.
* No momento, vocé deseja equilibrar os dados codificados por apagamento entre os nés antigos e os

Nnovos.

Vocé tem varias op¢des, com base em quao cheios os nds de storage estdo quando vocé executa a
expansao.

» Adicione trés nés de storage de 100 TB quando os néds existentes estiverem 100% cheios

Neste exemplo, os nés existentes estdo 100% cheios. Como nao ha capacidade livre, vocé precisa
adicionar imediatamente trés nds para continuar a codificagdo de apagamento em mais de 1 horas por
dia, 2 dias por semana.

Depois que a expanséo for concluida, quando os objetos forem codificados para apagamento, todos os
fragmentos serao colocados nos novos nos.

- Before expansion - ——— After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC




Essa expanséo adiciona nés k m. A adi¢cao de quatro nés é recomendada para
redundancia. Se vocé adicionar somente nds de armazenamento de expansdo k m quando
@ 0s nos existentes estiverem 100% cheios, todos os novos objetos deverao ser
armazenados nos nos de expansao. Se algum dos novos noés ficar indisponivel, mesmo
temporariamente, o StorageGRID nao podera atender aos requisitos do ILM.

» Adicione dois nos de storage de 100 TB, quando os nés de storage existentes estiverem 67%
completos

Neste exemplo, os nds existentes estdo 67% cheios. Como ha 100 TB de capacidade livre nos nés
existentes (33 TB por nd), vocé so precisa adicionar dois nds se vocé executar a expansao agora.

A adicdo de 200 TB de capacidade adicional permite que vocé continue 2 a codificagdo de apagamento de
mais de 1 TB e, eventualmente, equilibrar os dados codificados por apagamento em todos os nos.

- Before expansion - ——— After adding 2 nodes

3 nodes are 67% full All nodes can be usedfor 2+1 EC

» Adicione um né6 de storage de 100 TB quando os nés de storage existentes estiverem 33% cheios

Neste exemplo, os nds existentes estdo 33% cheios. Como ha 200 TB de capacidade livre nos nés
existentes (67 TB por nd), vocé so precisa adicionar um né se vocé executar a expansao agora.

A adicdo de 100 TB de capacidade adicional permite que vocé continue 2 a codificagdo de apagamento de
mais de 1 TB e, eventualmente, equilibrar os dados codificados por apagamento em todos os nos.

- Before expansion A — After adding 1 node —

3 nodes are 33% full All nodes can be used for 2+1 EC

Exemplo 2: Expansao de uma grade de trés locais que usa codificagao de apagamento 6-3

Este exemplo mostra como desenvolver um plano de expansao para uma grade multi-site que tenha um
esquema de codificagdo de apagamento com um numero maior de fragmentos. Apesar das diferengas entre
esses exemplos, o plano de expansao recomendado € muito semelhante.

Assuma o seguinte:



* Todos os dados sao armazenados usando o esquema de codificacdo de apagamento 6-3. Com o
esquema de codificagdo de apagamento 6-3, cada objeto € armazenado como 9 fragmentos e cada
fragmento é salvo em um no6 de storage diferente.

» Vocé tem trés locais e cada local tem quatro nés de storage (12 nos no total). Cada n6é tem uma
capacidade total de 100 TB.

* Vocé deseja expandir adicionando novos nos de storage de 100 TB.

* No momento, vocé deseja equilibrar os dados codificados por apagamento entre os ndés antigos e os
Nnovos.

Vocé tem varias opgdes, com base em quéao cheios os nds de storage estdo quando vocé executa a
expansao.

» Adicione nove noés de storage de 100 TB (trés por local), quando os nés existentes estiverem 100%
completos

Neste exemplo, os 12 nés existentes estdo 100% cheios. Como ndo ha capacidade livre, vocé precisa
adicionar imediatamente nove nos (900 TB de capacidade adicional) para continuar a codificagéo de
apagamento 6-3.

Depois que a expanséo for concluida, quando os objetos forem codificados para apagamento, todos os
fragmentos ser&o colocados nos novos nos.

Essa expansao adiciona nos k m. A adi¢gao de 12 nés (quatro por local) € recomendada
para redundancia. Se vocé adicionar somente nds de armazenamento de expansédo k m
@ quando os nos existentes estiverem 100% cheios, todos os novos objetos deverdo ser
armazenados nos nés de expansao. Se algum dos novos noés ficar indisponivel, mesmo
temporariamente, o StorageGRID n&o podera atender aos requisitos do ILM.

» Adicione seis nés de storage de 100 TB (dois por local), quando os nés existentes estiverem 75%
completos

Neste exemplo, os 12 nés existentes estao 75% cheios. Como ha 300 TB de capacidade livre (25 TB por
nd), vocé so precisa adicionar seis nés se vocé executar a expansao agora. Vocé adicionaria dois nés a
cada um dos trés locais.

A adi¢do de 600 TB de capacidade de storage permitira que vocé continue 6 a codificagdo de apagamento
de mais de 3 TB e, eventualmente, equilibrar os dados codificados por apagamento em todos os nés.

Adicione trés nés de storage de 100 TB (um por local), quando os nos existentes estiverem 50%
completos

Neste exemplo, 0os 12 nds existentes estao 50% cheios. Como ha 600 TB de capacidade livre (50 TB por
no), vocé so precisa adicionar trés nos se vocé executar a expanséo agora. Vocé adicionaria um no a
cada um dos trés locais.

A adicdo de 300 TB de capacidade de storage permitira que vocé continue 6 a codificagdo de apagamento
de mais de 3 TB e, eventualmente, equilibrar os dados codificados por apagamento em todos os nos.

Informacgoes relacionadas
"Gerenciar objetos com ILM"

"Monitorizar Resolucéo de problemas"
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"Consideracdes para rebalanceamento de dados codificados por apagamento”

Consideragoes para rebalanceamento de dados codificados por apagamento

Se vocé estiver executando uma expansao para adicionar nds de storage e sua politica
de ILM incluir uma ou mais regras de ILM para apagar dados de cddigo, talvez seja
necessario executar o procedimento de rebalanceamento de EC apds a conclusao da
expansao.

Por exemplo, se vocé nao puder adicionar o numero recomendado de nos de storage em uma expansao,
talvez seja necessario executar o procedimento de rebalanceamento EC para permitir que objetos codificados
de apagamento adicionais sejam armazenados.

O que é o reequilibrio CE?

O rebalanceamento EC € um procedimento StorageGRID que pode ser necessario apos uma expanséo do né
de storage. O procedimento é executado como um script de linha de comando a partir do né de administragcao
principal. Ao executar o procedimento de rebalancear, o StorageGRID redistribui fragmentos codificados por
apagamento entre os nés de storage existentes e recém-expandidos em um local.

Quando o procedimento de reequilibrio CE é executado:
 Ele apenas move dados de objetos codificados por apagamento. Ele ndo move dados de objetos
replicados.
* Ele redistribui os dados em um local. Ele ndo move dados entre sites.
* Ele redistribui os dados entre todos os nds de storage em um local. Ele n&o redistribui dados dentro de
volumes de storage.
Quando o procedimento de reequilibrio CE estiver concluido:
* Os dados codificados por apagamento s&do movidos de nés de storage com menos espago disponivel para
nos de storage com mais espaco disponivel.

* Os valores usados (%) podem permanecer diferentes entre nds de storage porque o procedimento de
rebalanceamento de EC ndo move copias de objeto replicadas.

» A protecao de dados de objetos codificados por apagamento nédo sera alterada.
Quando o procedimento de reequilibrio EC esta em execugéo, o desempenho das operacgdes ILM e das

operacgoes dos clientes S3 e Swift provavelmente serdo impactados. Por esse motivo, vocé sé deve executar
esse procedimento em casos limitados.

Quando nao realizar um rebalanceamento EC

Como exemplo de quando vocé né&o precisa realizar um rebalanceamento EC, considere o seguinte:

» O StorageGRID ¢é executado em um unico local, que contém trés nds de storage.

+ A politica ILM usa uma regra de codificagdo de apagamento de mais de 2 1 para todos os objetos com
mais de 0,2 MB e uma regra de replicagdo de 2 copias para objetos menores.

» Todos os noés de storage ficaram completamente cheios e o alerta armazenamento de objetos baixos foi
acionado no nivel de gravidade maior. A agdo recomendada é executar um procedimento de expansao
para adicionar nés de storage.



- Before expansion -

3 nodes are 100% full

Para expandir o site neste exemplo, é recomendavel adicionar trés ou mais nés de storage novos. O
StorageGRID precisa de trés nds de storage para codificagdo de apagamento em mais de 1 horas por dia, 2
dias por semana, para que ele possa colocar os dois fragmentos de dados e um fragmento de paridade em
nos diferentes.

Depois de adicionar os trés nés de storage, os nés de storage originais permanecem cheios, mas os objetos
podem continuar sendo ingeridos no 1 esquema de codificagcdo de apagamento de mais de 2% nos novos
nos. A execugao do procedimento de reequilibrio EC ndo é recomendada para este caso: A execugdo do
procedimento diminuira temporariamente o desempenho, o que pode afetar as operagdes do cliente.

- Before expansion - After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC

Quando realizar um rebalanceamento EC

Como exemplo de quando vocé deve executar o procedimento de rebalanceamento de EC, considere o
mesmo exemplo, mas suponha que vocé sé pode adicionar dois nos de storage. Como a codificagéo de
apagamento de mais de 2 vezes por dia requer pelo menos 1 nds de storage, 0os novos nés ndo podem ser
usados para dados codificados por apagamento.

- Before expansion - —— After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC

Para resolver esse problema e usar os novos nos de storage, € possivel executar o procedimento de
rebalanceamento de EC. Quando esse procedimento é executado, o StorageGRID redistribui dados



codificados de apagamento e fragmentos de paridade entre todos os nos de storage no local. Neste exemplo,
quando o procedimento de rebalanceamento do EC estiver concluido, todos os cinco nés agora estdo apenas
60% cheios e os objetos podem continuar a ser ingeridos no 2 esquema de codificacdo de apagamento de
mais de 1 anos em todos os nds de storage.

— After EC rebalance

- Before expansion - —— After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC 5 nodes are 60% full, EC can continue

Consideragoes para o reequilibrio CE

Em geral, s6 deve executar o procedimento de reequilibrio CE em casos limitados. Especificamente, vocé
deve realizar o rebalanceamento EC somente se todas as seguintes afirmagdes forem verdadeiras:
» Vocé usa codificagdo de apagamento para seus dados de objeto.

* O alerta Low Object Storage foi acionado para um ou mais nés de storage em um local, indicando que os
nés estdo 80% ou mais cheios.

* Nao é possivel adicionar o nimero recomendado de novos nos de storage para o esquema de codificagdo
de apagamento em uso.

"Adi¢do de capacidade de storage para objetos codificados por apagamento”

» Seus clientes S3 e Swift podem tolerar um desempenho inferior para suas operag¢des de gravagao e
leitura enquanto o procedimento EC Rebalanceance esta sendo executado.

Como o procedimento de reequilibrio EC interage com outras tarefas de manutengao

N&ao é possivel executar determinados procedimentos de manutengdo ao mesmo tempo que esta a executar o
procedimento EC Rebalanceance.

Procedimento Permitido durante o procedimento de reequilibrio CE?

Procedimentos adicionais de Nao

reequilibrio da CE
S6 é possivel executar um procedimento de rebalanceamento EC de

cada vez.
Procedimento de desativacao Nao
Trabalho de reparacéo de dados « E impedido de iniciar um procedimento de desativagdo ou uma
EC reparacao de dados EC enquanto o procedimento de reequilibrio

EC esta em execugéo.

« E impedido de iniciar o procedimento de rebalanceamento EC
enquanto um procedimento de desativagdo do né de storage ou um
reparo de dados EC estiver em execucao.
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Procedimento Permitido durante o procedimento de reequilibrio CE?

Procedimento de expansao Nao

Se voceé precisar adicionar novos nos de storage em uma expansao,
aguarde para executar o procedimento de rebalanceamento do EC até
que voceé tenha adicionado todos os novos nés. Se um procedimento de
rebalanceamento do EC estiver em andamento quando vocé adicionar
novos nés de storage, os dados ndo serdo movidos para esses noés.

Procedimento de atualizagéo Nao

Se vocé precisar atualizar o software StorageGRID, execute o
procedimento de atualizagao antes ou depois de executar o
procedimento de rebalanceamento EC. Conforme necessario, vocé
pode encerrar o procedimento EC Rebalanceance para realizar uma
atualizacao de software.

Procedimento de clone de né do N&o

dispositivo
Se voceé precisar clonar um n6 de storage de dispositivo, aguarde para
executar o procedimento de rebalanceamento do EC até que vocé
tenha adicionado o novo n6. Se um procedimento de rebalanceamento
do EC estiver em andamento quando vocé adicionar novos nos de
storage, os dados néo serao movidos para esses nos.

Procedimento de correcao Sim.

Vocé pode aplicar um hotfix do StorageGRID enquanto o procedimento
EC Rebalanceance estiver sendo executado.

Outros procedimentos de Nao

manuteng¢ao
Vocé deve terminar o procedimento EC Rebalanceance antes de
executar outros procedimentos de manutencgéo.

Como o procedimento de reequilibrio EC interage com o ILM

Enquanto o procedimento de rebalanceamento EC estiver em execucao, evite fazer alteragdes no ILM que
possam alterar o local dos objetos codificados por apagamento existentes. Por exemplo, ndo comece a usar
uma regra ILM que tenha um perfil de codificacao de apagamento diferente. Se vocé precisar fazer essas
alteracdes no ILM, vocé deve abortar o procedimento EC Rebalancance.

Informacgodes relacionadas
"Rebalanceamento de dados codificados por apagamento apds a adigao de nos de storage"

Adicao de capacidade de metadados

Para garantir que o espaco adequado esteja disponivel para metadados de objetos,
talvez seja necessario executar um procedimento de expansao para adicionar novos nos
de storage em cada local.
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O StorageGRID reserva espacgo para metadados de objetos no volume 0 de cada n6 de storage. Trés cépias
de todos os metadados de objetos sdo mantidas em cada local, distribuidas uniformemente por todos os nés
de storage.

Vocé pode usar o Grid Manager para monitorar a capacidade dos metadados dos nos de storage e estimar a
rapidez com que a capacidade dos metadados esta sendo consumida. Além disso, o alerta armazenamento
de metadados baixo € acionado para um n6é de armazenamento quando o espaco de metadados usado
atinge determinados limites. Consulte as instru¢gdes para monitoramento e solugdo de problemas do
StorageGRID para obter detalhes.

Observe que a capacidade de metadados de objetos de uma grade pode ser consumida mais rapido do que
sua capacidade de armazenamento de objetos, dependendo de como vocé usa a grade. Por exemplo, se
vocé costuma ingerir grandes quantidades de pequenos objetos ou adicionar grandes quantidades de
metadados ou tags de usuarios a objetos, talvez seja necessario adicionar nés de storage para aumentar a
capacidade dos metadados, mesmo que haja capacidade suficiente de storage de objetos.

Diretrizes para aumentar a capacidade dos metadados

Antes de adicionar nds de storage para aumentar a capacidade dos metadados, leia as diretrizes e limitagdes
a segquir:

* Supondo que haja capacidade suficiente de storage de objetos disponivel, ter mais espaco disponivel para
metadados de objetos aumenta o numero de objetos que vocé pode armazenar no sistema StorageGRID.

* Vocé pode aumentar a capacidade de metadados de uma grade adicionando um ou mais nés de storage a
cada local.

* O espaco real reservado para metadados de objetos em qualquer n6 de armazenamento depende da
opgao de armazenamento de espaco reservado de metadados (configuragédo de todo o sistema), da
quantidade de RAM alocada ao n6 e do tamanho do volume do né 0. Consulte as instrugdes para
administrar o StorageGRID para obter mais informagdes.

* Vocé nao pode aumentar a capacidade dos metadados adicionando volumes de storage aos nés de
storage existentes, porque os metadados sdo armazenados apenas no volume 0.

* Vocé nao pode aumentar a capacidade dos metadados adicionando um novo local.

» O StorageGRID mantém trés copias de todos os metadados de objetos em todos os locais. Por esse
motivo, a capacidade de metadados do sistema é limitada pela capacidade de metadados do seu menor
local.

* Ao adicionar capacidade de metadados, vocé deve adicionar o mesmo numero de nds de storage a cada
local.

Como os metadados sao redistribuidos quando vocé adiciona nés de storage

Quando vocé adiciona nds de storage a uma expanséao, o StorageGRID redistribui os metadados de objetos
existentes aos novos nés em cada local, 0 que aumenta a capacidade geral dos metadados da grade.
Nenhuma agao do usuario é necessaria.

A figura a seguir mostra como o StorageGRID redistribui os metadados de objetos quando vocé adiciona nés
de storage em uma expansao. O lado esquerdo da figura representa o volume 0 de trés nos de storage antes
de uma expansao. Os metadados estdo consumindo uma parte relativamente grande do espacgo de
metadados disponivel de cada no, e o alerta armazenamento de metadados baixo foi acionado.

O lado direito da figura mostra como os metadados existentes sao redistribuidos depois que dois nos de
storage sao adicionados ao local. A quantidade de metadados em cada n6 diminuiu, o alerta armazenamento
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de metadados baixo ndo € mais acionado e o espacgo disponivel para metadados aumentou.

— Metadata use before expansion — — Metadata use after expansion —

Three Storage Nodes Five Storage Nodes

Object metadata

] Resemved metadata space

Informacgoes relacionadas

"Administrar o StorageGRID"

"Monitorizar Resolugéo de problemas"

Adicao de nés de grade para adicionar recursos ao seu
sistema

Vocé pode adicionar redundancia ou recursos adicionais a um sistema StorageGRID
adicionando novos nos de grade a sites existentes.

Por exemplo, vocé pode optar por adicionar nés de Gateway adicionais para suportar a criagdo de grupos de
alta disponibilidade de n6s de Gateway, ou vocé pode adicionar um né de administrador em um site remoto
para permitir o monitoramento usando um no local.

Vocé pode adicionar um ou mais dos seguintes tipos de nés a um ou mais locais existentes em uma unica
operagao de expansao:

* N6s de administracdo ndo primarios

* Nos de storage

* Nos de gateway

* Nos de arquivamento
Ao se preparar para adicionar nds de grade, esteja ciente das seguintes limitagdes:

* O no6 de administragéo principal € implantado durante a instalagao inicial. Nao é possivel adicionar um no
de administragdo principal durante uma expansao.

» Vocé pode adicionar nés de storage e outros tipos de nés na mesma expansao.

* Ao adicionar nds de storage, vocé deve Planejar cuidadosamente o numero e o local dos novos nos.

"Adicao de capacidade de storage"
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» Se vocé estiver adicionando nds de Arquivo, observe que cada né de Arquivo sé suporta fita por meio do
middleware Tivoli Storage Manager (TSM).

* Se a opcao New Node Client Network Default estiver definida como unTrusted na pagina redes de
clientes nao confiaveis, os aplicativos clientes que se conetam a nés de expansao usando a rede de
cliente devem se conetar usando uma porta de endpoint do balanceador de carga (Configuration >
Network Settings > UnTrusted Client Network). Consulte as instru¢cdes de administragao do
StorageGRID para alterar a configuragdo do novo né e para configurar pontos de extremidade do
balanceador de carga.

Informagoes relacionadas

"Administrar o StorageGRID"

Adicionar um novo site

Vocé pode expandir seu sistema StorageGRID adicionando um novo site.

Diretrizes para adicionar um site
Antes de adicionar um site, revise os seguintes requisitos e limitagoes:

» S0 é possivel adicionar um local por operacéo de expansao.
* Nao é possivel adicionar nds de grade a um site existente como parte da mesma expansao.
» Todos os locais devem incluir pelo menos trés nés de storage.

« Adicionar um novo site ndo aumenta automaticamente o nimero de objetos que vocé pode armazenar. A
capacidade total de objeto de uma grade depende da quantidade de storage disponivel, da politica de ILM
e da capacidade de metadados em cada local.

» Ao dimensionar um novo local, vocé deve garantir que ele inclua capacidade suficiente de metadados.

O StorageGRID mantém uma cépia de todos os metadados de objetos em cada local. Ao adicionar um
novo local, vocé deve garantir que ele inclua capacidade de metadados suficiente para os metadados de
objetos existentes e capacidade de metadados suficiente para crescimento.

Para obter informagdes sobre o monitoramento da capacidade de metadados de objetos, consulte as
instrucbes para monitoramento e solugéo de problemas do StorageGRID.

* Vocé deve considerar a largura de banda de rede disponivel entre sites e o nivel de laténcia de rede. As
atualizagbes de metadados sdo continuamente replicadas entre sites, mesmo que todos os objetos sejam
armazenados apenas no local onde sao ingeridos.

« Como o sistema StorageGRID permanece operacional durante a expansao, vocé deve revisar as regras
do ILM antes de iniciar o procedimento de expans&o. Vocé deve garantir que as copias de objeto ndo
sejam armazenadas no novo local até que o procedimento de expanséo seja concluido.

Por exemplo, antes de iniciar a expansao, determine se alguma regra usa o pool de storage padrao (todos
0s nos de storage). Se isso acontecer, vocé devera criar um novo pool de storage que contenha os nés de
storage existentes e atualizar suas regras de ILM para usar o novo pool de storage. Caso contrario, os
objetos serdo copiados para o novo site assim que o primeiro n6 nesse site se tornar ativo.

Para obter mais informagbes sobre como alterar o ILM ao adicionar um novo site, consulte o exemplo para

alterar uma politica ILM nas instrugdes para gerenciar objetos com gerenciamento do ciclo de vida das
informacdes.
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Informacgoes relacionadas

"Gerenciar objetos com ILM"
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