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Colete dados adicionais do StorageGRID

Use gráficos e gráficos

Você pode usar gráficos e relatórios para monitorar o estado do sistema StorageGRID e
solucionar problemas. Os tipos de gráficos e relatórios disponíveis no Gerenciador de
Grade incluem gráficos donut (somente no Painel), gráficos e relatórios de texto.

Tipos de gráficos

Gráficos e gráficos resumem os valores de métricas e atributos específicos do StorageGRID.

O Painel do Gerenciador de Grade inclui gráficos donut para resumir o armazenamento disponível para a
grade e cada local.

O painel uso do armazenamento no Painel do Gerenciador do locatário exibe o seguinte:

• Uma lista dos maiores baldes (S3) ou contentores (Swift) para o inquilino

• Um gráfico de barras que representa os tamanhos relativos dos maiores baldes ou contentores

• A quantidade total de espaço utilizado e, se for definida uma quota, a quantidade e a percentagem de
espaço restante
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Além disso, gráficos que mostram como as métricas e atributos do StorageGRID mudam ao longo do tempo
estão disponíveis na página de nós e na página SUPORTE Ferramentas topologia de grade.

Existem quatro tipos de gráficos:

• Gráficos Grafana: Mostrados na página de nós, gráficos Grafana são usados para plotar os valores das
métricas Prometheus ao longo do tempo. Por exemplo, a guia NÓS rede para um nó de armazenamento
inclui um gráfico Grafana para tráfego de rede.
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Gráficos Grafana também estão incluídos nos painéis pré-construídos disponíveis na
página SUPPORT Tools Metrics.

• Gráficos de linha: Disponíveis na página de nós e na página SUPPORT Tools Grid topology (selecione
o ícone do gráfico após um valor de dados), os gráficos de linha são usados para traçar os valores dos
atributos StorageGRID que têm um valor unitário (como o deslocamento de frequência NTP, em ppm). As
alterações no valor são plotadas em intervalos de dados regulares (bins) ao longo do tempo.
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• Gráficos de área: Disponíveis na página de nós e na página SUPPORT Tools Grid topology (selecione
o ícone do gráfico após um valor de dados), os gráficos de área são usados para plotar quantidades de
atributos volumétricos, como contagens de objetos ou valores de carga de serviço. Os gráficos de área
são semelhantes aos gráficos de linha, mas incluem um sombreamento marrom claro abaixo da linha. As
alterações no valor são plotadas em intervalos de dados regulares (bins) ao longo do tempo.

• Alguns gráficos são denotados com um tipo diferente de ícone de gráfico e têm um formato diferente:
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• State graph: Disponível na página SUPPORT Tools Grid topoly (selecione o ícone do gráfico após um
valor de dados), os gráficos de estado são usados para plotar valores de atributo que representam
estados distintos, como um estado de serviço que pode ser on-line, standby ou offline. Os gráficos de
estado são semelhantes aos gráficos de linha, mas a transição é descontínua, ou seja, o valor salta de um
valor de estado para outro.

Informações relacionadas
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Exibir a página nós

Veja a árvore de topologia de Grade

Analise as métricas de suporte

Legenda da carta

As linhas e cores usadas para desenhar gráficos têm significado específico.

Amostra Significado

Os valores de atributo relatados são plotados usando linhas verdes escuras.

O sombreamento verde claro em torno de linhas verdes escuras indica que os
valores reais nesse intervalo de tempo variam e foram "binned" para plotagem
mais rápida. A linha escura representa a média ponderada. O intervalo em verde
claro indica os valores máximo e mínimo dentro do compartimento. O
sombreamento castanho claro é usado para gráficos de área para indicar dados
volumétricos.

Áreas em branco (sem dados plotados) indicam que os valores do atributo não
estavam disponíveis. O fundo pode ser azul, cinza ou uma mistura de cinza e
azul, dependendo do estado do serviço que relata o atributo.

O sombreamento azul claro indica que alguns ou todos os valores do atributo
naquele momento eram indeterminados; o atributo não estava relatando valores
porque o serviço estava em um estado desconhecido.

O sombreamento cinza indica que alguns ou todos os valores de atributo naquele
momento não eram conhecidos porque o serviço que relata os atributos estava
administrativamente inativo.

Uma mistura de sombreamento cinza e azul indica que alguns dos valores de
atributo na época eram indeterminados (porque o serviço estava em um estado
desconhecido), enquanto outros não eram conhecidos porque o serviço relatando
os atributos estava administrativamente para baixo.

Apresentar gráficos e gráficos

A página nós contém os gráficos e gráficos que você deve acessar regularmente para monitorar atributos
como capacidade de storage e taxa de transferência. Em alguns casos, especialmente ao trabalhar com
suporte técnico, você pode usar a página SUPPORT Tools Grid topology para acessar gráficos adicionais.

O que você vai precisar

Você deve estar conetado ao Gerenciador de Grade usando um navegador da web suportado.

Passos

1. Selecione NODES. Em seguida, selecione um nó, um site ou toda a grade.

2. Selecione o separador para o qual pretende ver as informações.
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Algumas guias incluem um ou mais gráficos Grafana, que são usados para plotar os valores das métricas
de Prometheus ao longo do tempo. Por exemplo, a guia NÓS hardware para um nó inclui dois gráficos
Grafana.

3. Opcionalmente, passe o cursor sobre o gráfico para ver valores mais detalhados para um determinado
ponto no tempo.

4. Conforme necessário, muitas vezes é possível exibir um gráfico para um atributo ou métrica específico. Na
tabela na página nós, selecione o ícone do gráfico à direita do nome do atributo.

Os gráficos não estão disponíveis para todas as métricas e atributos.

Exemplo 1: Na guia objetos de um nó de armazenamento, você pode selecionar o ícone do gráfico para
ver o número total de consultas de armazenamento de metadados bem-sucedidas para o nó de
armazenamento.
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Exemplo 2: Na guia objetos de um nó de armazenamento, você pode selecionar o ícone do gráfico para
ver o gráfico Grafana da contagem de objetos perdidos detetados ao longo do tempo.
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5. Para exibir gráficos para atributos que não são exibidos na página nó, selecione SUPPORT Tools Grid
topoly.

6. Selecione grid node component ou Service Overview Main.
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7. Selecione o ícone do gráfico ao lado do atributo.

O visor muda automaticamente para a página relatórios gráficos. O gráfico exibe os dados do atributo no
último dia.

Gerar gráficos

Os gráficos exibem uma representação gráfica dos valores de dados de atributos. Você pode gerar relatórios
em um local de data center, nó de grade, componente ou serviço.

O que você vai precisar

• Você deve estar conetado ao Gerenciador de Grade usando um navegador da web suportado.

• Você deve ter permissões de acesso específicas.

Passos

1. Selecione SUPPORT > Tools > Grid topology.

2. Selecione grid node component ou Service Reports Charts.

3. Selecione o atributo para relatar na lista suspensa Atributo.

4. Para forçar o eixo Y a iniciar em zero, desmarque a caixa de seleção vertical Scaling.

5. Para mostrar valores com precisão total, marque a caixa de seleção dados brutos ou arredondar valores
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para um máximo de três casas decimais (por exemplo, para atributos relatados como porcentagens),
desmarque a caixa de seleção dados brutos.

6. Selecione o período de tempo para relatar na lista suspensa consulta rápida.

Selecione a opção consulta personalizada para selecionar um intervalo de tempo específico.

O gráfico aparece após alguns momentos. Aguarde vários minutos para a tabulação de longos intervalos
de tempo.

7. Se você selecionou consulta personalizada, personalize o período de tempo para o gráfico inserindo Data
de início e Data de término.

Utilize o formato YYYY/MM/DDHH:MM:SS na hora local. Zeros à esquerda são necessários para
corresponder ao formato. Por exemplo, 2017/4/6 7:30:00 falha na validação. O formato correto é:
2017/04/06 07:30:00.

8. Selecione Atualizar.

Um gráfico é gerado após alguns segundos. Aguarde vários minutos para a tabulação de longos intervalos
de tempo. Dependendo do período de tempo definido para a consulta, um relatório de texto bruto ou um
relatório de texto agregado são exibidos.

Use relatórios de texto

Os relatórios de texto exibem uma representação textual dos valores de dados de
atributos que foram processados pelo serviço NMS. Existem dois tipos de relatórios
gerados dependendo do período de tempo em que você está relatando: Relatórios de
texto bruto para períodos inferiores a uma semana e relatórios de texto agregados para
períodos de tempo superiores a uma semana.

Relatórios de texto bruto

Um relatório de texto bruto exibe detalhes sobre o atributo selecionado:

• Hora recebida: Data e hora local em que um valor de amostra dos dados de um atributo foi processado
pelo serviço NMS.

• Hora da amostra: Data e hora locais em que um valor de atributo foi amostrado ou alterado na origem.

• Valor: Valor do atributo no tempo da amostra.
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Agregar relatórios de texto

Um relatório de texto agregado exibe dados durante um período de tempo mais longo (geralmente uma
semana) do que um relatório de texto bruto. Cada entrada é o resultado de resumir vários valores de atributo
(um agregado de valores de atributo) pelo serviço NMS ao longo do tempo em uma única entrada com valores
médios, máximos e mínimos que são derivados da agregação.

Cada entrada exibe as seguintes informações:

• Hora agregada: Data e hora locais da última vez que o serviço NMS agregou (coletou) um conjunto de
valores de atributo alterados.

• Valor médio: A média do valor do atributo durante o período de tempo agregado.

• Valor mínimo: O valor mínimo durante o período de tempo agregado.

• Valor máximo: O valor máximo durante o período de tempo agregado.
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Gerar relatórios de texto

Os relatórios de texto exibem uma representação textual dos valores de dados de atributos que foram
processados pelo serviço NMS. Você pode gerar relatórios em um local de data center, nó de grade,
componente ou serviço.

O que você vai precisar

• Você deve estar conetado ao Gerenciador de Grade usando um navegador da web suportado.

• Você deve ter permissões de acesso específicas.

Sobre esta tarefa

Para dados de atributos que se espera que estejam mudando continuamente, esses dados de atributo são
amostrados pelo serviço NMS (na origem) em intervalos regulares. Para dados de atributos que mudam com
pouca frequência (por exemplo, dados baseados em eventos como alterações de estado ou status), um valor
de atributo é enviado ao serviço NMS quando o valor muda.

O tipo de relatório apresentado depende do período de tempo configurado. Por padrão, relatórios de texto
agregados são gerados para períodos de tempo superiores a uma semana.

Texto cinza indica que o serviço foi desativado administrativamente durante o período de amostragem. Texto
azul indica que o serviço estava em um estado desconhecido.

Passos

1. Selecione SUPPORT > Tools > Grid topology.

2. Selecione grid node component ou Service Reports Text.

3. Selecione o atributo para relatar na lista suspensa Atributo.

4. Selecione o número de resultados por página na lista suspensa resultados por página.

5. Para arredondar valores para um máximo de três casas decimais (por exemplo, para atributos reportados
como porcentagens), desmarque a caixa de seleção dados brutos.

6. Selecione o período de tempo para relatar na lista suspensa consulta rápida.

Selecione a opção consulta personalizada para selecionar um intervalo de tempo específico.
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O relatório aparece após alguns momentos. Aguarde vários minutos para a tabulação de longos intervalos
de tempo.

7. Se você selecionou consulta personalizada, você precisa personalizar o período de tempo para relatar
inserindo Data de início e Data de término.

Utilize o formato YYYY/MM/DDHH:MM:SS na hora local. Zeros à esquerda são necessários para
corresponder ao formato. Por exemplo, 2017/4/6 7:30:00 falha na validação. O formato correto é:
2017/04/06 07:30:00.

8. Clique em Atualizar.

Um relatório de texto é gerado após alguns momentos. Aguarde vários minutos para a tabulação de
longos intervalos de tempo. Dependendo do período de tempo definido para a consulta, um relatório de
texto bruto ou um relatório de texto agregado são exibidos.

Exportar relatórios de texto

Os relatórios de texto exportados abrem uma nova guia do navegador, que permite selecionar e copiar os
dados.

Sobre esta tarefa

Os dados copiados podem então ser salvos em um novo documento (por exemplo, uma Planilha) e usados
para analisar o desempenho do sistema StorageGRID.

Passos

1. Selecione SUPPORT > Tools > Grid topology.

2. Crie um relatório de texto.

3. Clique em *Exportar* .

A janela Exportar relatório de texto abre-se exibindo o relatório.
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4. Selecione e copie o conteúdo da janela Exportar Relatório de texto.

Esses dados podem agora ser colados em um documento de terceiros, como uma Planilha.

Monitore O PUT e obtenha desempenho

Você pode monitorar o desempenho de certas operações, como armazenamento e
recuperação de objetos, para ajudar a identificar alterações que podem exigir mais
investigação.

Sobre esta tarefa

Para monitorar O desempenho, você pode executar comandos S3 e Swift diretamente de uma estação de
trabalho ou usando o aplicativo S3tester de código aberto. O uso desses métodos permite avaliar o
desempenho independentemente de fatores externos ao StorageGRID, como problemas com um aplicativo
cliente ou problemas com uma rede externa.

Ao executar testes de OPERAÇÕES put and GET, use as seguintes diretrizes:

• Use tamanhos de objeto comparáveis aos objetos que você normalmente ingere em sua grade.

• Realize operações em locais locais e remotos.

As mensagens na log de auditoria indicam o tempo total necessário para executar determinadas operações.
Por exemplo, para determinar o tempo total de processamento de uma solicitação GET S3, você pode revisar
o valor do ATRIBUTO TIME na mensagem de auditoria SGET. Você também pode encontrar o ATRIBUTO
TIME nas mensagens de auditoria para as seguintes operações:

• S3: EXCLUIR, OBTER, CABEÇA, METADADOS ATUALIZADOS, POSTAR, COLOCAR

• SWIFT: EXCLUIR, OBTER, CABEÇA, COLOCAR

Ao analisar os resultados, observe o tempo médio necessário para atender a uma solicitação, bem como o
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throughput geral que você pode alcançar. Repita os mesmos testes regularmente e registe os resultados, para
que possa identificar tendências que possam necessitar de investigação.

• Você pode "Baixe S3tester a partir de github".

Monitorar operações de verificação de objetos

O sistema StorageGRID pode verificar a integridade dos dados de objetos nos nós de
storage, verificando se há objetos corrompidos ou ausentes.

O que você vai precisar

• Você deve estar conetado ao Gerenciador de Grade usando um navegador da web suportado.

• Tem de ter a permissão Manutenção ou Acesso root.

Sobre esta tarefa

Dois processos de verificação trabalham juntos para garantir a integridade dos dados:

• * A verificação em segundo plano* é executada automaticamente, verificando continuamente a correção
dos dados do objeto.

A verificação em segundo plano verifica automaticamente e continuamente todos os nós de storage para
determinar se há cópias corrompidas de dados de objetos replicados e codificados por apagamento. Se
forem encontrados problemas, o sistema StorageGRID tentará substituir automaticamente os dados de
objetos corrompidos de cópias armazenadas em outro lugar do sistema. A verificação em segundo plano
não é executada em nós de arquivamento ou em objetos em um pool de storage de nuvem.

O alerta Objeto corrompido não identificado detetado é acionado se o sistema detetar
um objeto corrompido que não pode ser corrigido automaticamente.

• A verificação de existência de objetos pode ser acionada por um usuário para verificar mais
rapidamente a existência (embora não a correção) de dados de objetos.

A verificação de existência de objeto verifica se todas as cópias replicadas esperadas de objetos e
fragmentos codificados por apagamento existem em um nó de storage. A verificação de existência de
objeto fornece uma maneira de verificar a integridade dos dispositivos de armazenamento, especialmente
se um problema recente de hardware poderia ter afetado a integridade dos dados.

Você deve rever os resultados de verificações de antecedentes e verificações de existência de objetos
regularmente. Investigue quaisquer instâncias de dados de objetos corrompidos ou ausentes imediatamente
para determinar a causa raiz.

Passos

1. Reveja os resultados das verificações de antecedentes:

a. Selecione NÓS Storage Node Objects.

b. Verifique os resultados da verificação:

▪ Para verificar a verificação de dados de objetos replicados, observe os atributos na seção
Verificação.
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▪ Para verificar a verificação de fragmentos codificados por apagamento, selecione Storage Node

ILM e veja os atributos na seção de verificação de codificação de apagamento.

Selecione o ponto de interrogação ao lado do nome de um atributo para exibir o texto da ajuda.

2. Reveja os resultados dos trabalhos de verificação de existência de objeto:

a. Selecione MAINTENANCE Object existence check Job history.

b. Digitalizar a coluna cópias de objeto em falta detetadas. Se algum trabalho resultar em 100 ou mais
cópias de objetos em falta e o Alerta de objetos perdidos tiver sido acionado, contacte o suporte
técnico.
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Monitorar eventos

Você pode monitorar eventos que são detetados por um nó de grade, incluindo eventos
personalizados que você criou para rastrear eventos registrados no servidor syslog. A
mensagem último evento mostrada no Gerenciador de Grade fornece mais informações
sobre o evento mais recente.

As mensagens de evento também são listadas no /var/local/log/bycast-err.log arquivo de log.
Consulte Referência de ficheiros de registo.

O alarme SMTT (Total de eventos) pode ser repetidamente acionado por problemas como problemas de rede,
interrupções de energia ou atualizações. Esta seção tem informações sobre a investigação de eventos para
que você possa entender melhor por que esses alarmes ocorreram. Se um evento ocorreu devido a um
problema conhecido, é seguro redefinir os contadores de eventos.

Passos

1. Revise os eventos do sistema para cada nó de grade:

a. Selecione SUPPORT > Tools > Grid topology.

b. Selecione site grid node SSM Eventos Visão geral Principal.

2. Gere uma lista de mensagens de eventos anteriores para ajudar a isolar problemas que ocorreram no
passado:
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a. Selecione SUPPORT > Tools > Grid topology.

b. Selecione site grid node SSM Eventos relatórios.

c. Selecione texto.

O atributo último evento não é mostrado no vista de gráficos. Para visualizá-lo:

d. Altere Atributo para último evento.

e. Opcionalmente, selecione um período de tempo para consulta rápida.

f. Selecione Atualizar.

Crie eventos syslog personalizados

Eventos personalizados permitem que você acompanhe todos os eventos de usuário do kernel, daemon, erro
e nível crítico registrados no servidor syslog. Um evento personalizado pode ser útil para monitorar a
ocorrência de mensagens de log do sistema (e, portanto, eventos de segurança de rede e falhas de
hardware).

Sobre esta tarefa

Considere criar eventos personalizados para monitorar problemas recorrentes. As considerações a seguir se
aplicam a eventos personalizados.

• Depois que um evento personalizado é criado, cada ocorrência dele é monitorada.

• Para criar um evento personalizado com base em palavras-chave nos /var/local/log/messages
arquivos, os logs nesses arquivos devem ser:

◦ Gerado pelo kernel

◦ Gerado pelo daemon ou programa do usuário no nível de erro ou crítico

Nota: nem todas as entradas nos /var/local/log/messages arquivos serão correspondidas a menos que
satisfaçam os requisitos acima indicados.

Passos

1. Selecione SUPPORT Alarmes (legacy) Custom events.
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2. Clique em Edit (ou Insert  se este não for o primeiro evento).

3. Introduza uma cadeia de eventos personalizada, por exemplo, encerramento

4. Selecione aplicar alterações.

5. Selecione SUPPORT > Tools > Grid topology.

6. Selecione grid node SSM Events.

7. Localize a entrada de Eventos personalizados na tabela Eventos e monitore o valor de Count.

Se a contagem aumentar, um evento personalizado que você está monitorando está sendo acionado
nesse nó de grade.
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Redefina a contagem de eventos personalizados para zero

Se você quiser redefinir o contador apenas para eventos personalizados, use a página topologia de grade no
menu suporte.

Sobre esta tarefa

A reposição de um contador faz com que o alarme seja acionado pelo próximo evento. Em contraste, quando
você reconhece um alarme, esse alarme só é reacionado se o próximo nível de limiar for atingido.

1. Selecione SUPPORT > Tools > Grid topology.

2. Selecione grid node SSM Eventos Configuração Principal.

3. Marque a caixa de seleção Reset para Eventos personalizados.
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4. Selecione aplicar alterações.

Rever mensagens de auditoria

As mensagens de auditoria podem ajudá-lo a entender melhor as operações detalhadas
do seu sistema StorageGRID. Você pode usar logs de auditoria para solucionar
problemas e avaliar o desempenho.

Durante a operação normal do sistema, todos os serviços StorageGRID geram mensagens de auditoria, como
segue:

• As mensagens de auditoria do sistema estão relacionadas ao próprio sistema de auditoria, aos estados
dos nós da grade, à atividade de tarefas em todo o sistema e às operações de backup de serviço.

• As mensagens de auditoria de storage de objetos estão relacionadas ao armazenamento e gerenciamento
de objetos no StorageGRID, incluindo armazenamento de objetos e recuperações, transferências de nó de
grade para nó de grade e verificações.

• As mensagens de auditoria de leitura e gravação do cliente são registradas quando um aplicativo cliente
S3 ou Swift faz uma solicitação para criar, modificar ou recuperar um objeto.

• As mensagens de auditoria de gerenciamento Registram solicitações de usuários para a API de
gerenciamento.

Cada nó Admin armazena mensagens de auditoria em arquivos de texto. O compartilhamento de auditoria
contém o arquivo ativo (audit.log), bem como logs de auditoria compatados de dias anteriores. Cada nó na
grade também armazena uma cópia das informações de auditoria geradas no nó.

Para facilitar o acesso aos logs de auditoria, você pode configurar o acesso do cliente ao compartilhamento de
auditoria para NFS e CIFS (CIFS está obsoleto). Você também pode acessar arquivos de log de auditoria
diretamente da linha de comando do nó Admin.

Opcionalmente, você pode alterar o destino dos logs de auditoria e enviar informações de auditoria para um
servidor syslog externo. Os logs locais dos Registros de auditoria continuam a ser gerados e armazenados
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quando um servidor syslog externo é configurado. Configurar mensagens de auditoria e destinos de
logConsulte .

Para obter detalhes sobre o arquivo de log de auditoria, o formato das mensagens de auditoria, os tipos de
mensagens de auditoria e as ferramentas disponíveis para analisar mensagens de auditoria, consulte as
instruções para mensagens de auditoria. Para saber como configurar o acesso de cliente de auditoria,
consulte as instruções para administrar o StorageGRID.

Informações relacionadas

Rever registos de auditoria

Administrar o StorageGRID

Colete arquivos de log e dados do sistema

Você pode usar o Gerenciador de Grade para recuperar arquivos de log e dados do
sistema (incluindo dados de configuração) para seu sistema StorageGRID.

O que você vai precisar

• Você deve estar conetado ao Gerenciador de Grade usando um navegador da web suportado.

• Você deve ter permissões de acesso específicas.

• Você deve ter a senha de provisionamento.

Sobre esta tarefa

Você pode usar o Gerenciador de Grade para coletar ficheiros de registo, dados do sistema e dados de
configuração de qualquer nó de grade para o período de tempo selecionado. Os dados são coletados e
arquivados em um arquivo .tar.gz que você pode baixar para seu computador local.

Opcionalmente, você pode alterar o destino dos logs de auditoria e enviar informações de auditoria para um
servidor syslog externo. Os logs locais dos Registros de auditoria continuam a ser gerados e armazenados
quando um servidor syslog externo é configurado. Configurar mensagens de auditoria e destinos de
logConsulte .

Passos

1. Selecione SUPPORT Tools Logs.
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2. Selecione os nós de grade para os quais você deseja coletar arquivos de log.

Conforme necessário, você pode coletar arquivos de log para toda a grade ou para todo o site do data
center.

3. Selecione hora de início e hora de término para definir o intervalo de tempo dos dados a serem
incluídos nos arquivos de log.

Se você selecionar um período de tempo muito longo ou coletar logs de todos os nós em uma grade
grande, o arquivo de log pode se tornar muito grande para ser armazenado em um nó ou muito grande
para ser coletado para o nó de administração principal para download. Se isso ocorrer, você deve reiniciar
a coleta de logs com um conjunto menor de dados.

4. Selecione os tipos de registos que pretende recolher.

◦ Logs de aplicativos: Logs específicos de aplicativos que o suporte técnico utiliza com mais
frequência para solução de problemas. Os registos recolhidos são um subconjunto dos registos de
aplicações disponíveis.

◦ Logs de auditoria: Logs contendo as mensagens de auditoria geradas durante a operação normal do
sistema.

◦ Rastreamento de rede: Logs usados para depuração de rede.

◦ Prometheus Database: Métricas de séries temporais dos serviços em todos os nós.

5. Opcionalmente, insira notas sobre os arquivos de log que você está reunindo na caixa de texto * Notas*.

Você pode usar essas notas para fornecer informações de suporte técnico sobre o problema que o levou a
coletar os arquivos de log. Suas anotações são adicionadas a um arquivo info.txt chamado ,
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juntamente com outras informações sobre a coleção de arquivos de log. O info.txt ficheiro é guardado
no pacote de arquivo de registo.

6. Introduza a frase-passe de aprovisionamento do seu sistema StorageGRID na caixa de texto frase-passe
de aprovisionamento.

7. Selecione Collect Logs.

Quando você envia uma nova solicitação, a coleção anterior de arquivos de log é excluída.

Você pode usar a página Logs para monitorar o progresso da coleção de arquivos de log para cada nó de
grade.

Se você receber uma mensagem de erro sobre o tamanho do log, tente coletar logs por um período de
tempo menor ou por menos nós.

8. Selecione Download quando a coleção de arquivos de log estiver concluída.

O arquivo .tar.gz contém todos os arquivos de log de todos os nós de grade onde a coleta de log foi bem-
sucedida. Dentro do arquivo combinado .tar.gz, há um arquivo de log para cada nó de grade.

Depois de terminar

Você pode baixar novamente o pacote de arquivo de log mais tarde, se precisar.

Opcionalmente, você pode selecionar Excluir para remover o pacote de arquivo de log e liberar espaço em
disco. O pacote de arquivo de log atual é removido automaticamente da próxima vez que você coletar
arquivos de log.

Acione manualmente uma mensagem AutoSupport

Para ajudar o suporte técnico na solução de problemas com o sistema StorageGRID,
você pode acionar manualmente uma mensagem AutoSupport a ser enviada.

O que você vai precisar

• Você deve estar conetado ao Gerenciador de Grade usando um navegador da web suportado.

• Você deve ter a permissão de Acesso root ou outra Configuração de Grade.

Passos

1. Selecione SUPPORT > Tools > AutoSupport.

A página AutoSupport é exibida com a guia Configurações selecionada.

2. Selecione Enviar AutoSupport acionado pelo usuário.

O StorageGRID tenta enviar uma mensagem do AutoSupport para o suporte técnico. Se a tentativa for
bem-sucedida, os valores resultado mais recente e último tempo bem-sucedido na guia resultados
serão atualizados. Se houver um problema, o valor resultado mais recente será atualizado para "Falha"
e o StorageGRID não tentará enviar a mensagem AutoSupport novamente.

Depois de enviar uma mensagem AutoSupport acionada pelo usuário, atualize a página
AutoSupport no seu navegador após 1 minuto para acessar os resultados mais recentes.
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Informações relacionadas

Configurar as definições do servidor de correio eletrónico para alarmes (sistema legado)

Veja a árvore de topologia de Grade

A árvore de topologia de grade fornece acesso a informações detalhadas sobre
elementos do sistema StorageGRID, incluindo sites, nós de grade, serviços e
componentes. Na maioria dos casos, você só precisa acessar a árvore de topologia de
grade quando instruído na documentação ou quando estiver trabalhando com suporte
técnico.

Para acessar a árvore de topologia de grade, selecione SUPPORT Tools Grid topology.

Para expandir ou recolher a árvore de topologia de Grade, clique  ou no local, nó ou nível de serviço.
Para expandir ou recolher todos os itens em todo o site ou em cada nó, mantenha pressionada a tecla Ctrl e
clique em.

Analise as métricas de suporte

Ao solucionar um problema, você pode trabalhar com suporte técnico para analisar
métricas e gráficos detalhados do seu sistema StorageGRID.

O que você vai precisar

• Você deve estar conetado ao Gerenciador de Grade usando um navegador da web suportado.

• Você deve ter permissões de acesso específicas.

Sobre esta tarefa

A página Metrics permite que você acesse as interfaces de usuário Prometheus e Grafana. Prometheus é um
software de código aberto para coletar métricas. Grafana é um software de código aberto para visualização de
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métricas.

As ferramentas disponíveis na página Metrics destinam-se a ser utilizadas pelo suporte técnico.
Alguns recursos e itens de menu dentro dessas ferramentas são intencionalmente não
funcionais e estão sujeitos a alterações. Consulte a lista Métricas de Prometheus comumente
usadasde .

Passos

1. Conforme indicado pelo suporte técnico, selecione SUPORTE Ferramentas métricas.

Um exemplo da página Metrics é mostrado aqui:

2. Para consultar os valores atuais das métricas do StorageGRID e visualizar gráficos dos valores ao longo
do tempo, clique no link na seção Prometheus.

A interface Prometheus é exibida. Você pode usar essa interface para executar consultas sobre as
métricas disponíveis do StorageGRID e para traçar métricas do StorageGRID ao longo do tempo.
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As métricas que incluem private em seus nomes são destinadas apenas para uso interno e
estão sujeitas a alterações entre as versões do StorageGRID sem aviso prévio.

3. Para acessar painéis pré-construídos contendo gráficos de métricas do StorageGRID ao longo do tempo,
clique nos links na seção Grafana.

A interface Grafana para o link selecionado é exibida.
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Execute o diagnóstico

Ao solucionar um problema, você pode trabalhar com o suporte técnico para executar
diagnósticos no sistema StorageGRID e analisar os resultados.

• Analise as métricas de suporte

• Métricas de Prometheus comumente usadas

O que você vai precisar

• Você está conetado ao Gerenciador de Grade usando um navegador da web suportado.

• Você tem permissões de acesso específicas.

Sobre esta tarefa

A página Diagnósticos executa um conjunto de verificações de diagnóstico no estado atual da grade. Cada
verificação de diagnóstico pode ter um de três Estados:
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•
 Normal: Todos os valores estão dentro do intervalo normal.

•
 Atenção: Um ou mais valores estão fora do intervalo normal.

•
 Atenção: Um ou mais dos valores estão significativamente fora do intervalo normal.

Os Estados de diagnóstico são independentes dos alertas atuais e podem não indicar problemas operacionais
com a grade. Por exemplo, uma verificação de diagnóstico pode mostrar o estado de precaução mesmo que
nenhum alerta tenha sido acionado.

Passos

1. Selecione SUPPORT Tools Diagnostics.

A página Diagnósticos é exibida e lista os resultados de cada verificação de diagnóstico. Os resultados
são classificados por gravidade (cuidado, atenção e, em seguida, normal). Dentro de cada gravidade, os
resultados são ordenados alfabeticamente.

Neste exemplo, todos os diagnósticos têm um estado normal.

2. Para saber mais sobre um diagnóstico específico, clique em qualquer lugar da linha.

São apresentados detalhes sobre o diagnóstico e os seus resultados atuais. Os seguintes detalhes são
listados:

◦ Status: O estado atual deste diagnóstico: Normal, atenção ou cuidado.

◦ Consulta Prometheus: Se usada para o diagnóstico, a expressão Prometheus que foi usada para
gerar os valores de status. (Uma expressão Prometheus não é usada para todos os diagnósticos.)

◦ Limiares: Se disponíveis para o diagnóstico, os limiares definidos pelo sistema para cada estado de
diagnóstico anormal. (Os valores limite não são usados para todos os diagnósticos.)

Não é possível alterar esses limites.
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◦ Valores de estado: Uma tabela que mostra o estado e o valor do diagnóstico em todo o sistema
StorageGRID. Neste exemplo, a utilização atual da CPU para cada nó em um sistema StorageGRID é
mostrada. Todos os valores de nós estão abaixo dos limites de atenção e cuidado, portanto, o status
geral do diagnóstico é normal.

3. Opcional: Para ver gráficos do Grafana relacionados a este diagnóstico, clique no link painel do Grafana.

Este link não é exibido para todos os diagnósticos.

O painel do Grafana relacionado é exibido. Neste exemplo, o painel Node aparece mostrando a utilização
da CPU ao longo do tempo para este nó, bem como outros gráficos Grafana para o nó.

Você também pode acessar os painéis Grafana pré-construídos na seção Grafana da
página SUPORTE Ferramentas métricas.
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4. Opcional: Para ver um gráfico da expressão Prometheus ao longo do tempo, clique em Exibir em
Prometheus.

Aparece um gráfico Prometheus da expressão usada no diagnóstico.
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Crie aplicativos de monitoramento personalizados

Você pode criar aplicativos e painéis de monitoramento personalizados usando as
métricas do StorageGRID disponíveis na API de gerenciamento de grade.

Se você quiser monitorar métricas que não são exibidas em uma página existente do Gerenciador de Grade
ou se quiser criar painéis personalizados para o StorageGRID, use a API de Gerenciamento de Grade para
consultar métricas do StorageGRID.

Você também pode acessar métricas do Prometheus diretamente com uma ferramenta de monitoramento
externa, como Grafana. O uso de uma ferramenta externa requer que você carregue ou gere um certificado de
cliente administrativo para permitir que o StorageGRID autentique a ferramenta para segurança. Consulte
Instruções para administrar o StorageGRID.

Para exibir as operações da API de métricas, incluindo a lista completa das métricas disponíveis, acesse o
Gerenciador de Grade. Na parte superior da página, selecione o ícone de ajuda e selecione Documentação
da API métricas.
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Os detalhes de como implementar um aplicativo de monitoramento personalizado estão além do escopo desta
documentação.
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