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Gerenciamento de objetos

Como o StorageGRID gerencia dados

A medida que vocé comeca a trabalhar com o sistema StorageGRID, é util entender
como o sistema StorageGRID gerencia os dados.

O que é um objeto

Com o armazenamento de objetos, a unidade de armazenamento € um objeto, em vez de um arquivo ou um
bloco. Ao contrario da hierarquia semelhante a uma arvore de um sistema de arquivos ou armazenamento em
bloco, o armazenamento de objetos organiza os dados em um layout plano e néo estruturado. O
armazenamento de objetos separa a localizagao fisica dos dados do método usado para armazenar e
recuperar esses dados.

Cada objeto em um sistema de storage baseado em objeto tem duas partes: Dados de objeto e metadados de
objeto.

Object1  Object2  Object 3

Data Data Data

Dados de objeto

Os dados do objeto podem ser qualquer coisa; por exemplo, uma fotografia, um filme ou um Registro médico.

Metadados de objetos

Metadados de objetos sdo qualquer informacao que descreva um objeto. O StorageGRID usa metadados de
objetos para rastrear os locais de todos os objetos na grade e gerenciar o ciclo de vida de cada objeto ao
longo do tempo.

Os metadados de objeto incluem informagdes como as seguintes:

* Metadados do sistema, incluindo um ID exclusivo para cada objeto (UUID), o nome do objeto, o nome do
bucket do S3 ou do contentor Swift, o nome ou ID da conta do locatario, o tamanho légico do objeto, a
data e hora em que o objeto foi criado pela primeira vez e a data e hora em que o objeto foi modificado
pela ultima vez.

* O local de storage atual de cada copia de objeto ou fragmento codificado de apagamento.

* Quaisquer metadados de usuario associados ao objeto.
Os metadados de objetos sédo personalizaveis e expansiveis, tornando-os flexiveis para uso dos aplicativos.

Para obter informagdes detalhadas sobre como e onde o StorageGRID armazena metadados de objetos, va
para Gerenciar o storage de metadados de objetos.


https://docs.netapp.com/pt-br/storagegrid-116/admin/managing-object-metadata-storage.html

Como os dados do objeto sao protegidos

O sistema StorageGRID fornece dois mecanismos para proteger os dados de objetos contra perda:
Replicacao e codificacdo de apagamento.

Replicagao

Quando o StorageGRID faz a correspondéncia de objetos a uma regra de gerenciamento do ciclo de vida das
informacdes (ILM) configurada para criar copias replicadas, o sistema cria copias exatas de dados de objetos
e 0s armazena em nos de storage, nds de arquivamento ou pools de storage de nuvem. As regras do ILM
determinam o numero de coépias feitas, onde essas copias sdo armazenadas e por quanto tempo elas sao
mantidas pelo sistema. Se uma coépia for perdida, por exemplo, como resultado da perda de um n6 de
armazenamento, o objeto ainda estara disponivel se uma copia dele existir em outro lugar do sistema
StorageGRID.

No exemplo a seguir, a regra fazer 2 copias especifica que duas copias replicadas de cada objeto serdo
colocadas em um pool de storage que contém trés nés de storage.

- Make 2 Copies

Storage Pool

Codificagdo de apagamento

Quando o StorageGRID faz a correspondéncia de objetos a uma regra ILM configurada para criar copias
codificadas por apagamento, ele corta dados de objetos em fragmentos de dados, calcula fragmentos de
paridade adicionais e armazena cada fragmento em um né de storage diferente. Quando um objeto é
acessado, ele é remontado usando os fragmentos armazenados. Se um dado ou um fragmento de paridade
ficar corrompido ou perdido, o algoritmo de codificagdo de apagamento pode recriar esse fragmento usando
um subconjunto dos dados restantes e fragmentos de paridade. As regras do ILM e os perfis de codificagao
de apagamento determinam o esquema de codificagdo de apagamento usado.

O exemplo a seguir ilustra o uso da codificagdo de apagamento nos dados de um objeto. Neste exemplo, a
regra ILM usa um esquema de codificagdo de apagamento 4-2. Cada objeto é dividido em quatro fragmentos
de dados iguais, e dois fragmentos de paridade sdo computados a partir dos dados do objeto. Cada um dos



seis fragmentos € armazenado em um no de storage diferente em trés data centers para fornecer protegéo de
dados para falhas de nds ou perda do local.

| Parity |8| Parity |

Informacgdes relacionadas

» Gerenciar objetos com ILM

* Use o gerenciamento do ciclo de vida das informacgdes

Ciclo de vida do objeto

A vida de um objeto

A vida de um objeto consiste em varios estagios. Cada etapa representa as operagdes
que ocorrem com o objeto.

A vida util de um objeto inclui as operagdes de ingestédo, gerenciamento de copias, recuperacéo e excluséo.

* Ingest: O processo de um aplicativo cliente S3 ou Swift salvando um objeto em HTTP para o sistema
StorageGRID. Nesta fase, o sistema StorageGRID comega a gerenciar o objeto.

» Gerenciamento de cépias: O processo de gerenciamento de copias replicadas e codificadas de
apagamento no StorageGRID, conforme descrito pelas regras do ILM na politica ativa do ILM. Durante a
etapa de gerenciamento de coépias, o StorageGRID protege os dados de objetos contra perda, criando e
mantendo o numero e o tipo especificados de copias de objetos em nds de storage, em um pool de
storage de nuvem ou no né de arquivamento.

* Retrieve: O processo de um aplicativo cliente acessando um objeto armazenado pelo sistema
StorageGRID. O cliente 1€ o objeto, que é recuperado de um né de storage, pool de armazenamento em
nuvem ou no de arquivamento.

» Delete: O processo de remogao de todas as copias de objetos da grade. Os objetos podem ser excluidos
como resultado do aplicativo cliente enviando uma solicitacdo de excluséo para o sistema StorageGRID


https://docs.netapp.com/pt-br/storagegrid-116/ilm/index.html
https://docs.netapp.com/pt-br/storagegrid-116/primer/using-information-lifecycle-management.html

ou como resultado de um processo automatico que o StorageGRID executa quando a vida util do objeto
expira.
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» Gerenciar objetos com ILM

+ Use o gerenciamento do ciclo de vida das informagbes

Ingira o fluxo de dados

Uma operagao de ingestdo ou salvamento consiste em um fluxo de dados definido entre
o cliente e o sistema StorageGRID.
Fluxo de dados

Quando um cliente ingere um objeto ao sistema StorageGRID, o servico LDR em nés de armazenamento
processa a solicitacdo e armazena os metadados e dados no disco.


https://docs.netapp.com/pt-br/storagegrid-116/ilm/index.html
https://docs.netapp.com/pt-br/storagegrid-116/primer/using-information-lifecycle-management.html
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1. O aplicativo cliente cria o objeto e o envia para o sistema StorageGRID por meio de uma solicitagdo HTTP
PUT.

2. O objeto é avaliado em relagao a politica ILM do sistema.

3. O servigo LDR salva os dados do objeto como uma cépia replicada ou como uma cépia codificada de
apagamento. (O diagrama mostra uma versao simplificada de armazenar uma copia replicada no disco.)

4. O servigo LDR envia os metadados do objeto para o armazenamento de metadados.
5. O armazenamento de metadados salva os metadados do objeto no disco.

6. O armazenamento de metadados propaga copias de metadados de objetos para outros nés de storage.
Essas copias também s&o salvas no disco.

7. O servigo LDR retorna uma resposta HTTP 200 OK ao cliente para reconhecer que o objeto foi ingerido.

Gerenciamento de cépias

Os dados de objeto sao gerenciados pela politica ILM ativa e suas regras ILM. As regras
de ILM fazem copias replicadas ou codificadas por apagamento para proteger os dados
de objetos contra perda.

Diferentes tipos ou locais de copias de objetos podem ser necessarios em momentos diferentes na vida do
objeto. As regras do ILM séo periodicamente avaliadas para garantir que os objetos sejam colocados
conforme necessario.

Os dados do objeto sédo geridos pelo servigo LDR.

Protecao de conteudo: Replicagao

Se as instru¢des de posicionamento de conteudo de uma regra ILM exigirem cépias replicadas de dados de
objetos, as copias serao feitas e armazenadas no disco pelos nés de storage que compdem o pool de storage
configurado.



Fluxo de dados

O mecanismo ILM no servigco LDR controla a replicagao e garante que o numero correto de copias seja
armazenado nos locais corretos e durante o periodo de tempo correto.

Pull Data Request

Data

onfimation

Data

Metadata

Disk

1. O mecanismo ILM consulta o servico ADC para determinar o melhor servigo LDR de destino dentro do
pool de armazenamento especificado pela regra ILM. Em seguida, envia um comando para iniciar a
replicacdo ao servico LDR.

2. O servigo LDR de destino consulta o servico ADC para obter a melhor localizagao de origem. Em seguida,
envia uma solicitagdo de replicacéo para o servigo LDR de origem.

3. O servigo LDR de origem envia uma coépia para o servigo LDR de destino.
4. O servigo LDR de destino notifica 0 mecanismo ILM de que os dados do objeto foram armazenados.

5. O mecanismo ILM atualiza o armazenamento de metadados com metadados de localizagéo de objetos.

Protecao de contetuido: Codificacdo de apagamento

Se uma regra de ILM incluir instrugdes para fazer copias codificadas de apagamento de dados de objeto, o
esquema de codificagdo de apagamento aplicavel quebra os dados de objeto em dados e fragmentos de
paridade e distribui esses fragmentos entre os nés de storage configurados no perfil de codificagéo de
apagamento.

Fluxo de dados

O mecanismo ILM, que é um componente do servigo LDR, controla a codificacdo de apagamento e garante
que o perfil de codificagdo de apagamento seja aplicado aos dados do objeto.
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1. O mecanismo ILM consulta o servigo ADC para determinar qual servico DDS pode executar melhor a
operagao de codificagdo de apagamento. Uma vez determinado, o motor ILM envia um pedido de "iniciar"
para esse servico.

2. O servigo DDS instrui um LDR a apagar os dados do objeto.

3. O servigo LDR de origem envia uma copia para o servigo LDR selecionado para codificagéo de
apagamento.

4. Uma vez quebrado no numero apropriado de paridade e fragmentos de dados, o servigo LDR distribui
esses fragmentos pelos ndés de armazenamento (servigos Chunk) que compdem o pool de
armazenamento do perfil de codificagdo de apagamento.

5. O servigo LDR notifica o0 mecanismo ILM, confirmando que os dados do objeto sao distribuidos com
sucesso.

6. O mecanismo ILM atualiza o0 armazenamento de metadados com metadados de localizagdo de objetos.

Protecao de conteudo: Cloud Storage Pool

Se as instrugdes de posicionamento de conteldo de uma regra ILM exigirem que uma copia replicada dos
dados de objetos seja armazenada em um Cloud Storage Pool, os dados de objetos serao duplicados para o
bucket externo do S3 ou para o contéiner de storage Azure Blob especificado para o Cloud Storage Pool.

Fluxo de dados

O mecanismo ILM, que é um componente do servigo LDR, e o servico Data Mover controlam o movimento de
objetos para o Cloud Storage Pool.
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1. O mecanismo ILM seleciona um servigo Data Mover para replicagdo no Cloud Storage Pool.
2. O servigo Data Mover envia os dados do objeto para o Cloud Storage Pool.
3. O servigo Data Mover notifica 0 mecanismo ILM de que os dados do objeto foram armazenados.

4. O mecanismo ILM atualiza o armazenamento de metadados com metadados de localizagdo de objetos.
Protecao de conteudo: Arquivo
Uma operagao de arquivo consiste em um fluxo de dados definido entre o sistema StorageGRID e o cliente.
Se a politica ILM exigir que uma copia dos dados do objeto seja arquivada, o0 mecanismo ILM, que é um

componente do servigo LDR, envia uma solicitagdo para o n6 de arquivo, que por sua vez envia uma coépia
dos dados do objeto para o sistema de armazenamento de arquivos visado.
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Archive Storage

1. O mecanismo ILM envia um pedido ao servico ARC para armazenar uma cépia em suportes de arquivo.

2. O servigo ARC consulta o servigo ADC para obter a melhor localizagdo de origem e envia uma solicitagdo
para o servigo LDR de origem.

O servigo ARC recupera dados de objeto do servigo LDR.
O servigo ARC envia os dados do objeto para o destino do suporte de arquivo.

O suporte de dados de arquivo notifica o servico ARC de que os dados do objeto foram armazenados.

o ok~ w

O servico ARC notifica o motor ILM de que os dados do objeto foram armazenados.

Recuperar fluxo de dados

Uma operagao de recuperagao consiste em um fluxo de dados definido entre o sistema
StorageGRID e o cliente. O sistema usa atributos para rastrear a recuperacéo do objeto
de um né de armazenamento ou, se necessario, um pool de armazenamento em nuvem
ou no de arquivo.

O servico LDR do né de armazenamento consulta o armazenamento de metadados para a localizagao dos
dados do objeto e recupera-os do servigo LDR de origem. Preferencialmente, a recuperagéo € de um no de
armazenamento. Se o objeto n&o estiver disponivel em um n6 de armazenamento, a solicitagdo de
recuperagao sera direcionada para um pool de armazenamento em nuvem ou para um né de arquivamento.

Se a unica copia de objeto estiver no storage do AWS Glacier ou no nivel do Azure Archive, o
aplicativo cliente devera emitir uma solicitagdo de restauragdo POS-Objeto S3 para restaurar
uma copia recuperavel para o Cloud Storage Pool.
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1. O servico LDR recebe um pedido de recuperacao da aplicagao cliente.

2. O servigo LDR consulta o armazenamento de metadados para a localizagdo de dados do objeto e
metadados.

3. O servigo LDR encaminha o pedido de recuperagao para o servigo LDR de origem.

4. O servigo LDR de origem retorna os dados do objeto do servigo LDR consultado e o sistema retorna o
objeto para o aplicativo cliente.

Eliminar fluxo de dados

Todas as copias de objetos sdo removidas do sistema StorageGRID quando um cliente
executa uma operacao de exclusdo ou quando a vida util do objeto expira, acionando
sua remogao automatica. H4 um fluxo de dados definido para exclusao de objeto.

Hierarquia de exclusao

O StorageGRID fornece varios métodos para controlar quando objetos s&o retidos ou excluidos. Os objetos
podem ser excluidos por solicitagdo do cliente ou automaticamente. O StorageGRID sempre prioriza
quaisquer configuragdes de bloqueio de objetos S3 sobre solicitagbes de exclusao do cliente, que sao
priorizadas sobre o ciclo de vida do bucket S3 e instrugdes de posicionamento do ILM.

» 83 Object Lock: Se a configuracao global S3 Object Lock estiver ativada para a grade, os clientes S3
podem criar buckets com o S3 Object Lock ativado e, em seguida, usar a API REST S3 para especificar
as configuragdes de retengao legal e de retengéo para cada versao de objeto adicionada a esse bucket.

> Uma versao de objeto que esta sob uma retencao legal ndo pode ser excluida por nenhum método.

o Antes que a data de retencédo de uma versao de objeto seja alcancada, essa versao nao pode ser
excluida por nenhum método.

> Objetos em buckets com o S3 Object Lock ativado sao retidos pelo ILM "Forever™. No entanto, apds a
data de retengao ser alcangada, uma versao de objeto pode ser excluida por uma solicitagao de
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cliente ou pela expiragéo do ciclo de vida do bucket.

o Se os clientes do S3 aplicarem uma data retida-até-data padrao ao intervalo, eles ndo precisarao
especificar uma data retida-até para cada objeto.

 Solicitacao de exclusao do cliente: Um cliente S3 ou Swift pode emitir uma solicitagdo de exclusdo de
objeto. Quando um cliente exclui um objeto, todas as cépias do objeto sdo removidas do sistema
StorageGRID.

« Ciclo de vida do bucket do S3: Os clientes do S3 podem adicionar uma configuragéo do ciclo de vida
aos buckets que especifica uma agao de expiragdo. Se existir um ciclo de vida de bucket, o StorageGRID
excluira automaticamente todas as copias de um objeto quando a data ou o niumero de dias especificados
na acgao de expiracao forem atendidos, a menos que o cliente exclua o objeto primeiro.

* Instrucoes de colocagao de ILM: Supondo que o bucket ndo tenha o bloqueio de objeto S3 ativado e
que nao haja ciclo de vida de bucket, o StorageGRID exclui automaticamente um objeto quando o ultimo
periodo de tempo na regra ILM termina e ndo ha mais colocagdes especificadas para o objeto.

A acao de expiracao em um ciclo de vida do bucket do S3 sempre substitui as
configuragdes do ILM. Como resultado, um objeto pode ser retido na grade mesmo depois
que quaisquer instrugdes ILM para colocar o objeto tenham expirado.

Fluxo de dados para exclusdes do cliente
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Disk Archive Storage

Cloud Storage
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1. O servigo LDR recebe uma solicitagdo de exclusao do aplicativo cliente.

2. O servigo LDR atualiza o armazenamento de metadados para que o objeto pareca excluido as solicitagbes
do cliente e instrui o mecanismo ILM a remover todas as cépias dos dados do objeto.

3. O objeto é removido do sistema. O armazenamento de metadados € atualizado para remover metadados
de objetos.

Fluxo de dados para exclusdes de ILM

11
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1. O mecanismo ILM determina que o objeto precisa ser excluido.

2. O mecanismo ILM notifica o armazenamento de metadados. O armazenamento de metadados atualiza os
metadados de objetos para que o objeto parega excluido para solicitagdes de cliente.

3. O mecanismo ILM remove todas as copias do objeto. O armazenamento de metadados ¢ atualizado para
remover metadados de objetos.
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