Gerenciar alertas

StorageGRID

NetApp
October 03, 2025

This PDF was generated from https://docs.netapp.com/pt-br/storagegrid-116/monitor/managing-
alerts.html on October 03, 2025. Always check docs.netapp.com for the latest.



Indice

Gerenciar alertas

Gerenciar alertas: Visao geral
Sobre os alertas do StorageGRID
Saiba mais

Ver regras de alerta

Crie regras de alerta personalizadas

Editar regras de alerta

Desativar regras de alerta

Remover regras de alerta personalizadas

Gerenciar notificacdes de alerta
Configurar notificagdes SNMP para alertas
Configurar notificagdes por e-mail para alertas
Silenciar notificacdes de alerta

A NN 2 o

11
11
11
12
19



Gerenciar alertas

Gerenciar alertas: Visao geral

Os alertas permitem-lhe monitorizar varios eventos e condi¢cdes no seu sistema
StorageGRID. Vocé pode gerenciar alertas criando alertas personalizados, editando ou
desativando os alertas padrao, configurando notificagdes de e-mail para alertas e
silenciando notificacdes de alerta.

Sobre os alertas do StorageGRID

O sistema de alerta fornece uma interface facil de usar para detetar, avaliar e resolver os problemas que
podem ocorrer durante a operagéo do StorageGRID.

* O sistema de alerta se concentra em problemas acionaveis no sistema. Os alertas sdo acionados para
eventos que exigem sua atencéo imediata, ndo para eventos que podem ser ignorados com seguranca.

A pagina Alertas atuais fornece uma interface amigavel para visualizar problemas atuais. Vocé pode
classificar a lista por alertas individuais e grupos de alertas. Por exemplo, talvez vocé queira classificar
todos os alertas por nd/site para ver quais alertas estao afetando um né especifico. Ou, talvez vocé queira
classificar os alertas em um grupo por tempo acionado para encontrar a instancia mais recente de um
alerta especifico.

A pagina Alertas resolvidos fornece informagdes semelhantes as da pagina Alertas atuais, mas permite
pesquisar e visualizar um histérico dos alertas que foram resolvidos, incluindo quando o alerta foi
acionado e quando foi resolvido.

Varios alertas do mesmo tipo s&o agrupados em um e-mail para reduzir o numero de notificagdes. Além
disso, varios alertas do mesmo tipo sdo exibidos como um grupo na pagina Alertas. Vocé pode expandir e
recolher grupos de alerta para mostrar ou ocultar os alertas individuais. Por exemplo, se varios nds
relatarem o alerta ndo é possivel se comunicar com o né aproximadamente ao mesmo tempo, somente
um email € enviado e o alerta € mostrado como um grupo na pagina Alertas.

» Os alertas usam nomes e descrigdes intuitivas para ajuda-lo a entender rapidamente o problema. As
notificagcdes de alerta incluem detalhes sobre o no e o site afetado, a gravidade do alerta, o tempo em que
a regra de alerta foi acionada e o valor atual das métricas relacionadas ao alerta.

As notificacbes de e-mails de alerta e as listagens de alerta nas paginas Alertas atuais e alertas resolvidos
fornecem acgdes recomendadas para resolver um alerta. Essas a¢des recomendadas geralmente incluem
links diretos para o centro de documentagéo do StorageGRID para facilitar a localizagdo e o acesso a
procedimentos de solucéo de problemas mais detalhados.

» Se vocé precisar suprimir temporariamente as notificagdes de um alerta em um ou mais niveis de
gravidade, podera silenciar facilmente uma regra de alerta especifica por uma duracao especificada e
para toda a grade, um unico local ou um Unico noé. Vocé também pode silenciar todas as regras de alerta,
por exemplo, durante um procedimento de manutengéo planejado, como uma atualizagéo de software.

* Vocé pode editar as regras de alerta padrdo conforme necessario. Vocé pode desativar completamente
uma regra de alerta ou alterar suas condi¢des de ativagao e duragao.

» Vocé pode criar regras de alerta personalizadas para direcionar as condigdes especificas que sdo
relevantes para a sua situagado e para fornecer suas proprias agdes recomendadas. Para definir as
condi¢des para um alerta personalizado, vocé cria expressdes usando as métricas Prometheus
disponiveis na secdo métricas da API de Gerenciamento de Grade.



Saiba mais
Para saber mais, reveja estes videos:

* "Video: Viséo geral dos alertas"

* "Video: Usando métricas para criar alertas personalizados”

Ver regras de alerta

As regras de alerta definem as condi¢cdes que acionam alertas especificoso . O
StorageGRID inclui um conjunto de regras de alerta padréo, que vocé pode usar como
esta ou modificar, ou vocé pode criar regras de alerta personalizadas.

Vocé pode ver a lista de todas as regras de alerta padrédo e personalizado para saber quais condigdes
acionarao cada alerta e para ver se algum alerta esta desativado.

O que voceé vai precisar
» Vocé esta conetado ao Gerenciador de Grade usando um navegador da web suportado.
* Vocé tem a permissao Gerenciar Alertas ou acesso root.

* Opcionalmente, vocé assistiu ao video: "Video: Visao geral dos alertas"


https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=2680a74f-070c-41c2-bcd3-acc5013c9cdd
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=2680a74f-070c-41c2-bcd3-acc5013c9cdd
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=b35ac3f2-957b-4e79-b82b-acc5013c98d0
https://docs.netapp.com/pt-br/storagegrid-116/monitor/alerts-reference.html
https://docs.netapp.com/pt-br/storagegrid-116/admin/web-browser-requirements.html
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=2680a74f-070c-41c2-bcd3-acc5013c9cdd

Passos
1. Selecione ALERTAS regras.

A pagina regras de alerta é exibida.

Alert Rules B¢ Leam more
Alert rules define which cenditions trigger specific alerts.

You can edit the conditions for default alert rules to better suit your environment, or create custom alert rules that use your own conditions for triggering alerts.

=+ Create custom rule | #

Name Conditions Type  Status *

Appliance battery expired storagegrid_appliance_component_failureftype="REC_EXPIRED_BATTERY"} Borasit | Eniesd
etaul nabled

The battery in the appliance’s storage controller has expired. Major > 0

Appliance battery failed storagegrid_appliance_component_failure{type="REC_FAILED BATTERY"} Default | Enabled
efaul nabied

The battery in the appliance’s storage controller has failed. Major >0

Appliance tiattery hasinsuficlont lsamed capacily storagegrid_appliance_component failureftype="REC_BATTERY_WARN'}
The battery in the appliance’s storage controller has insufficient Default | Enabled

learned capacity. Mejiral

ZPpiance taltey nearexpiiation storagegrid_appliance_component. failure{type="REC_BATTERY NEAR _EXPIRATION"}

The battery in the appliance’s storage controller is nearing Default | Enabled

i Major =0

expiration.

Appliance battery removed storagegrid_appliance_component_failure{type="REC_REMOVED_BATTERY"} Biotacit ] Eniic
efault | Enable

The battery in the appliance’s storage controller is missing Major > 0

Appliance battery too hot storagegrid_appliance_component_failureftype="REC_BATTERY_OVERTEMP"} Default | Enabled
efault | Enables

The battery in the appliance’s storage controller is overheated. Major =0

Appliance cache backup device failed storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_FAILED"} Default | Enabled
elaul nabilet

A persistent cache backup device has failed. Major > 0

Appliance cache backup device insufficient capacity storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_INSUFFICIENT_CAPACITY"} Default | Enabled
efault | Enables

There is insufficient cache backup device capacity. Major > 0

Appliance cache backup device write-protected storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_WRITE_PROTECTED"} Default | Enabled
etaul nabled

A cache backup device is write-protected. Major > 0

Appliance cache memory size mismatch storagegnid_appliance_component_failure{type="REC_CACHE_MEM_SIZE MISMATCH'} Default | Enabled
efaul nabied

The two controllers in the appliance have different cache sizes. Major >0

Displaying 62 alert rules

2. Reveja as informagdes na tabela de regras de alerta:

Cabecgalho da coluna Descricao

Nome O nome exclusivo e a descrigcao da regra de alerta. As regras de alerta
personalizadas séo listadas primeiro, seguidas pelas regras de alerta padréo.
O nome da regra de alerta € o assunto das notificagbes por e-mail.


https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=2680a74f-070c-41c2-bcd3-acc5013c9cdd

Cabecalho da coluna Descrigédo

Condicoes As expressdes Prometheus que determinam quando esse alerta é acionado.
Um alerta pode ser acionado em um ou mais dos seguintes niveis de
gravidade, mas nao & necessaria uma condi¢ao para cada gravidade.

Critico 6: existe uma condi¢ao anormal que interrompeu as operagoes
normais de um né ou servigo StorageGRID. Vocé deve abordar o
problema subjacente imediatamente. A interrup¢ao do servigo e a perda
de dados podem resultar se o problema nao for resolvido.

Major G: existe uma condigao anormal que esta afetando as operagdes
atuais ou se aproximando do limite para um alerta critico. Vocé deve
investigar os principais alertas e resolver quaisquer problemas
subjacentes para garantir que a condi¢gdo anormal n&o pare a operagao
normal de um né ou servigo StorageGRID.

Minor . 0 sistema esta operando normalmente, mas existe uma
condicao anormal que pode afetar a capacidade do sistema de operar se
ele continuar. Vocé deve monitorar e resolver alertas menores que nao
sejam claros por conta prépria para garantir que eles n&do resultem em um
problema mais sério.

Tipo O tipo de regra de alerta:

» Default: Uma regra de alerta fornecida com o sistema. Vocé pode
desativar uma regra de alerta padréo ou editar as condigbes e a duragao
de uma regra de alerta padrao. Ndo é possivel remover uma regra de
alerta padrao.

» Padrao*: Uma regra de alerta padrao que inclui uma condigéo ou duragao
editada. Conforme necessario, vocé pode reverter facilmente uma
condigao modificada de volta ao padrao original.

» Custom: Uma regra de alerta que vocé criou. Vocé pode desativar, editar
e remover regras de alerta personalizadas.

Estado Se esta regra de alerta esta atualmente ativada ou desativada. As condi¢des
para regras de alerta desativadas néo séo avaliadas, portanto, nenhum alerta
€ acionado.

Crie regras de alerta personalizadas

Vocé pode criar regras de alerta personalizadas para definir suas proprias condigoes
para acionar alertas.

O que vocé vai precisar
* Vocé esta conetado ao Gerenciador de Grade usando um navegador da web suportado

» Vocé tem a permissédo Gerenciar Alertas ou acesso root

* Vocé esta familiarizado com o. Métricas de Prometheus comumente usadas


https://docs.netapp.com/pt-br/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/pt-br/storagegrid-116/monitor/commonly-used-prometheus-metrics.html

* Vocé entende "Sintaxe das consultas Prometheus"

» Opcionalmente, vocé assistiu ao video: "Video: Usando métricas para criar alertas personalizados”

Sobre esta tarefa

O StorageGRID néo valida alertas personalizados. Se vocé decidir criar regras de alerta personalizadas, siga
estas diretrizes gerais:

* Observe as condigbes para as regras de alerta padrdo e use-as como exemplos para suas regras de
alerta personalizadas.

» Se vocé definir mais de uma condigdo para uma regra de alerta, use a mesma expressao para todas as
condigdes. Em seguida, altere o valor limite para cada condig¢&o.

« Verifique cuidadosamente cada condi¢ao para erros de digitagéo e logica.
* Use apenas as métricas listadas na API de Gerenciamento de Grade.

» Ao testar uma expressao usando a API Grid Management, esteja ciente de que uma resposta "de
sucesso" pode simplesmente ser um corpo de resposta vazio (nenhum alerta acionado). Para ver se o
alerta é realmente acionado, vocé pode definir temporariamente um limite para um valor que vocé espera
ser verdadeiro atualmente.

Por exemplo, para testar a expressdo node memory MemTotal bytes < 24000000000, execute
primeiro node memory MemTotal bytes >= 0 e certifique-se de obter os resultados esperados (todos
0s nos retornam um valor). Em seguida, altere o operador e o limite de volta para os valores pretendidos e
execute novamente. Nenhum resultado indica que nao ha alertas atuais para essa expressao.

* Nao assuma que um alerta personalizado esta funcionando, a menos que vocé tenha validado que o
alerta é acionado quando esperado.

Passos
1. Selecione ALERTAS regras.

A pagina regras de alerta é exibida.
2. Selecione criar regra personalizada.

A caixa de dialogo criar regra personalizada é exibida.


https://prometheus.io/docs/querying/basics/
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=b35ac3f2-957b-4e79-b82b-acc5013c98d0

Create Custom Rule

Enabled |«

Unigue Name

Description

Recommendad Aclions
(optional)

Conditions ©

Minar
Major

Crfical

Enter the amount of ime a condition must continuously remain in effect before an alert is triggered.

Duration 3] minutes v

3. Marque ou desmarque a caixa de sele¢cao Enabled para determinar se essa regra de alerta esta ativada
no momento.

Se uma regra de alerta estiver desativada, suas expressbes néo serado avaliadas e nenhum alerta sera
acionado.

4. Introduza as seguintes informagoes:

Campo Descrigao

Nome unico Um nome exclusivo para esta regra. O nome da regra de alerta é
mostrado na pagina Alertas e também € o assunto das notificagdes
por e-mail. Os nomes das regras de alerta podem ter entre 1 e 64
carateres.



Campo Descrigcao

Descricéo Uma descricédo do problema que esta ocorrendo. A descricéo é a
mensagem de alerta mostrada na pagina Alertas e nas notificagbes
por e-mail. As descrigbes das regras de alerta podem ter entre 1 e
128 carateres.

Acbes recomendadas Opcionalmente, as agdes recomendadas a serem tomadas quando
esse alerta for acionado. Insira as acées recomendadas como texto
simples (sem codigos de formatagéo). As agcdes recomendadas para
regras de alerta podem ter entre 0 e 1.024 carateres.

5. Na segdo condigdes, insira uma expressdo Prometheus para um ou mais niveis de gravidade de alerta.
Uma expressao basica é geralmente da forma:
[metric] [operator] [value]

As expressdes podem ter qualquer comprimento, mas aparecem em uma Unica linha na interface do
usuario. Pelo menos uma expressao € necessaria.

Esta expressao faz com que um alerta seja acionado se a quantidade de RAM instalada para um n¢ for
inferior a 24.000.000.000 bytes (24 GB).

node memory MemTotal bytes < 24000000000

Para ver as métricas disponiveis e testar expressdes Prometheus, selecione o icone de ajuda e siga o
link para a secdo métricas da API de Gerenciamento de Grade.

6. No campo duracgao, insira o periodo de tempo em que uma condi¢cdo deve permanecer em vigor
continuamente antes que o alerta seja acionado e selecione uma unidade de tempo.

Para acionar um alerta imediatamente quando uma condig¢ao se tornar verdadeira, digite 0. Aumente esse
valor para evitar que condigbes temporarias acionem alertas.

O padréao é 5 minutos.
7. Selecione Guardar.

A caixa de dialogo fecha-se e a nova regra de alerta personalizada aparece na tabela regras de alerta.

Editar regras de alerta

Vocé pode editar uma regra de alerta para alterar as condi¢gdes do gatilho. Para uma
regra de alerta personalizada, vocé também pode atualizar o nome da regra, a descricao
e as acdes recomendadas.

O que vocé vai precisar
» Vocé esta conetado ao Gerenciador de Grade usando um navegador da web suportado.

* Vocé tem a permissao Gerenciar Alertas ou acesso root.


https://docs.netapp.com/pt-br/storagegrid-116/admin/web-browser-requirements.html

Sobre esta tarefa

Ao editar uma regra de alerta padrao, vocé pode alterar as condi¢des para alertas menores, maiores e criticos
e a duragao. Ao editar uma regra de alerta personalizada, vocé também pode editar o nome, a descrigao e as
acbes recomendadas da regra.

Tenha cuidado ao decidir editar uma regra de alerta. Se vocé alterar os valores do gatilho,
talvez nao detete um problema subjacente até que ele impega que uma operagao critica seja
concluida.

Passos
1. Selecione ALERTAS regras.

A pagina regras de alerta é exibida.

2. Selecione o botéo de opgéo para a regra de alerta que deseja editar.

3. Selecione Editar regra.

A caixa de dialogo Editar regra é exibida. Este exemplo mostra uma regra de alerta padrédo - os campos
Nome exclusivo, Descrigdo e agdes recomendadas estdo desativados e ndo podem ser editados.

Edit Rule - Low installed node memory

Enabled ¥
Unigue Name Low installed node memory
Description The amount of installed memory on a node is low.
b
Recommended Actions {optional) Increase the amount of RAM available to the virtual machine or Linux host. Check the threshold value

for the major alert to determine the default minimum reguirement for a StorageGRID node.
See the instructions for your platform:

« VMware instaliation
» Red Hat Enterprize Linux or CentOS instaliation
= Ubuntu or Debian installation

Conditions ©
Minor
Iajor node_memory_MemTotal bytes < 242823080820
Critical node_memory_MemTotal bytes <= 12808080804

Enter the amount of time a condition must continuously remain in effect before an alert is friggered.

Duration 2 minutes Y

4. Marque ou desmarque a caixa de selecdo Enabled para determinar se essa regra de alerta esta ativada




no momento.

Se uma regra de alerta estiver desativada, suas expressdes nao serao avaliadas e nenhum alerta sera

acionado.

®
®

Se desativar a regra de alerta para um alerta atual, tem de aguardar alguns minutos para
que o alerta deixe de aparecer como um alerta ativo.

Em geral, desativar uma regra de alerta padrdo ndo é recomendado. Se uma regra de
alerta estiver desativada, talvez vocé nao detete um problema subjacente até que ela
impeca que uma operagao critica seja concluida.

5. Para regras de alerta personalizadas, atualize as seguintes informag¢des conforme necessario.

®

Campo

Nao € possivel editar essas informacdes para regras de alerta padréo.

Nome unico

Descricéo

Acbes recomendadas

Descrigao

Um nome exclusivo para esta regra. O nome da regra de alerta é
mostrado na pagina Alertas e também € o assunto das notificagdes
por e-mail. Os nomes das regras de alerta podem ter entre 1 e 64
carateres.

Uma descrigado do problema que esta ocorrendo. A descrigdo € a
mensagem de alerta mostrada na pagina Alertas e nas notificagbes
por e-mail. As descrigbes das regras de alerta podem ter entre 1 e
128 carateres.

Opcionalmente, as agbes recomendadas a serem tomadas quando
esse alerta for acionado. Insira as agbes recomendadas como texto
simples (sem codigos de formatagéo). As agdes recomendadas para
regras de alerta podem ter entre 0 e 1.024 carateres.

6. Na secgao condigdes, insira ou atualize a expressdo Prometheus para um ou mais niveis de gravidade de

alerta.

®

Conditions

Se vocé quiser restaurar uma condigdo para uma regra de alerta padrao editada de volta ao
seu valor original, selecione os trés pontos a direita da condigdo modificada.

2

Minor

Major

Critical

node_memory_MemTotal_bytes <= 14000800208 @

node_memory_MemTotal_bytes < 24082020820



Se vocé atualizar as condigbes para um alerta atual, suas alteragdes podem nao ser
implementadas até que a condigao anterior seja resolvida. Da proxima vez que uma das
condi¢Oes para a regra for atendida, o alerta refletira os valores atualizados.

Uma expressao basica é geralmente da forma:
[metric] [operator] [value]

As expressdes podem ter qualquer comprimento, mas aparecem em uma Unica linha na interface do
usuario. Pelo menos uma expressao € necessaria.

Esta expressao faz com que um alerta seja acionado se a quantidade de RAM instalada para um né for
inferior a 24.000.000.000 bytes (24 GB).

node memory MemTotal bytes < 24000000000

7. No campo duragéo, insira o periodo de tempo em que uma condigdo deve permanecer em vigor
continuamente antes que o alerta seja acionado e selecione a unidade de tempo.

Para acionar um alerta imediatamente quando uma condig¢ao se tornar verdadeira, digite 0. Aumente esse
valor para evitar que condi¢des temporarias acionem alertas.

O padrao é 5 minutos.
8. Selecione Guardar.

Se vocé editou uma regra de alerta padrao, padrao* aparecera na coluna tipo. Se vocé desativou uma
regra de alerta padrao ou personalizada, Disabled sera exibido na coluna Status.

Desativar regras de alerta

Vocé pode alterar o estado ativado/desativado para uma regra de alerta padrao ou
personalizada.

O que vocé vai precisar
* Vocé esta conetado ao Gerenciador de Grade usando um navegador da web suportado.

* Vocé tem a permissao Gerenciar Alertas ou acesso root.

Sobre esta tarefa
Quando uma regra de alerta é desativada, suas expressdes nido sdo avaliadas e nenhum alerta é acionado.

Em geral, desativar uma regra de alerta padrdao ndo é recomendado. Se uma regra de alerta
estiver desativada, talvez vocé ndo detete um problema subjacente até que ela impega que
uma operagcao critica seja concluida.

Passos
1. Selecione ALERTAS regras.

A pagina regras de alerta é exibida.

2. Selecione o botdo de opgéao para a regra de alerta que deseja desativar ou ativar.

10
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3. Selecione Editar regra.
A caixa de dialogo Editar regra é exibida.

4. Marque ou desmarque a caixa de selecdo Enabled para determinar se essa regra de alerta esta ativada
no momento.

Se uma regra de alerta estiver desativada, suas expressdes nao serao avaliadas e nenhum alerta sera
acionado.

@ Se desativar a regra de alerta para um alerta atual, tem de aguardar alguns minutos para
que o alerta deixe de ser apresentado como um alerta ativo.

5. Selecione Guardar.

Disabled aparece na coluna Status.

Remover regras de alerta personalizadas

Vocé pode remover uma regra de alerta personalizada se ndo quiser mais usa-la.

O que vocé vai precisar
* Vocé esta conetado ao Gerenciador de Grade usando um navegador da web suportado.

* Vocé tem a permissao Gerenciar Alertas ou acesso root.

Passos
1. Selecione ALERTAS regras.

A pagina regras de alerta é exibida.

2. Selecione o botdo de opgéo para a regra de alerta personalizada que deseja remover.
N&o é possivel remover uma regra de alerta padrao.

3. Selecione Remover regra personalizada.
E apresentada uma caixa de dialogo de confirmaco.

4. Selecione OK para remover a regra de alerta.

Todas as instancias ativas do alerta serdo resolvidas dentro de 10 minutos.

Gerenciar notificacoes de alerta

Configurar notificagbes SNMP para alertas

Se vocé quiser que o StorageGRID envie notificacdes SNMP quando ocorrerem alertas,
vocé devera ativar o agente SNMP do StorageGRID e configurar um ou mais destinos de
intercetacao.

11
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Vocé pode usar a opgao CONFIGURATION Monitoring SNMP Agent no Gerenciador de Grade ou os
endpoints SNMP da API de Gerenciamento de Grade para habilitar e configurar o agente SNMP do
StorageGRID. O agente SNMP suporta todas as trés versdes do protocolo SNMP.

Para saber como configurar o agente SNMP, Utilize a monitorizagdo SNMPconsulte .

Depois de configurar o agente SNMP do StorageGRID, dois tipos de notificagbes orientadas a eventos podem
ser enviados:

» Traps sao notificagdes enviadas pelo agente SNMP que néo requerem confirmagao pelo sistema de
gerenciamento. Traps servem para notificar o sistema de gerenciamento de que algo aconteceu dentro do
StorageGRID, como um alerta sendo acionado. Traps sdo suportados em todas as trés versées do SNMP.

* Os informes sdo semelhantes aos traps, mas requerem reconhecimento pelo sistema de gestédo. Se o
agente SNMP nao receber uma confirmagao dentro de um determinado periodo de tempo, ele reenvia a
informacgao até que uma confirmagéo seja recebida ou o valor maximo de tentativa tenha sido atingido. As
informacgdes sdo suportadas em SNMPv2c e SNMPvV3.

Notificagdes de intercetacéo e informacao sdo enviadas quando um alerta padrao ou personalizado é
acionado em qualquer nivel de gravidade. Para suprimir notificacdes SNMP para um alerta, tem de configurar
um siléncio para o alerta. Silenciar notificacoes de alertaConsulte .

As notificagbes de alerta sdo enviadas por qualquer né Admin configurado para ser o remetente preferido. Por
padréo, o n6 de administragéo principal € selecionado. Consulte Instru¢des para administrar o StorageGRID.

Notificacdes de intercetacdo e informagéo também sao enviadas quando certos alarmes

@ (sistema legado) s&o acionados em niveis de gravidade especificados ou superiores; no
entanto, as notificagbes SNMP n&o séo enviadas para cada alarme ou para cada gravidade de
alarme. Alarmes que geram notificacbes SNMP (sistema legado)Consulte .

Configurar notificacdes por e-mail para alertas

Se vocé quiser que as notificacdes por e-mail sejam enviadas quando os alertas
ocorrerem, vocé deve fornecer informacdes sobre o servidor SMTP. Vocé também deve
inserir enderecos de e-mail para os destinatarios das notificacdes de alerta.

O que vocé vai precisar
* Vocé esta conetado ao Gerenciador de Grade usando um navegador da web suportado.

* Vocé tem a permissado Gerenciar Alertas ou acesso root.

Sobre esta tarefa

Como os alarmes e alertas sao sistemas independentes, a configuragao de e-mail usada para notificagdes de
alerta ndo é usada para notificagdes de alarme e mensagens AutoSupport. No entanto, vocé pode usar o
mesmo servidor de e-mail para todas as notificacoes.

Se sua implantacao do StorageGRID incluir varios nés de administragéo, vocé podera selecionar qual né de
administragdo deve ser o remetente preferido das notificagdes de alerta. O mesmo ""remetente preferido
também é usado para notificagdes de alarme e mensagens AutoSupport. Por padréo, o né de administragao
principal é selecionado. Para obter detalhes, consulte Instrucdes para administrar o StorageGRID.

Passos
1. Selecione ALERTAS Configuragao do e-mail.
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A pagina Configuragao de e-mail é exibida.

Email Setup

You can configure the email server for alert notifications, define filters to limit the number of notifications, and enter email addresses for alert recipisnts.

Use these settings to define the email server used for alert notifications. These seftings are not used for alarm nofifications and AutoSupport See
Managing alerts and alarms in the instructions for monitoring and troubleshooting StorageGRID.

Enable Email Notifications @

2. Marque a caixa de selegdo Ativar notificagoées por e-mail para indicar que deseja que os e-mails de
notificagdo sejam enviados quando os alertas atingirem limites configurados.

As segdes servidor de e-mail (SMTP), TLS (Transport Layer Security), enderegos de e-mail e filiros sao
exibidas.

3. Na segéo servidor de e-mail (SMTP), insira as informagdes que o StorageGRID precisa para acessar seu
servidor SMTP.

Se o servidor SMTP exigir autenticagao, vocé deve fornecer um nome de usuario e uma senha.

Campo Introduza

Servidor de correio O nome de dominio totalmente qualificado (FQDN) ou o endereco IP
do servidor SMTP.

Porta A porta usada para acessar o servidor SMTP. Deve estar entre 1 e
65535.

Nome de utilizador (opcional) Se o servidor SMTP exigir autenticagao, insira 0 nome de usuario

com o qual se autenticar.

Senha (opcional) Se o servidor SMTP exigir autenticagao, introduza a palavra-passe
com a qual pretende autenticar.

Email (SMTP) Server

Mail Server @ 10224 1.250
Port @ 25
Username (optional) @ smtpuser

Password (optional) @& | esseens

4. Na secao enderec¢os de e-mail, insira enderecos de e-mail para o remetente e para cada destinatario.
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a. Para Endereco de e-mail do remetente, especifique um endereco de e-mail valido para usar como

endereco de para notificacoes de alerta.

Por exemplo: storagegrid-alerts@example.com

b. Na secéao destinatarios, insira um endereco de e-mail para cada lista de e-mail ou pessoa que deve

receber um e-mail quando ocorrer um alerta.

Selecione o icone de mais 4=para adicionar destinatarios.

Email Addresses

Sender Email Address & storagegrid-aleris@example.cam
Reciplent 1 @ recipient1@example.com x
Recipient2 & recipient2 @example.com + X

5. Se a TLS (Transport Layer Security) for necessaria para comunicagées com o servidor SMTP, selecione

14

Require TLS na secgao TLS (Transport Layer Security).

a. No campo certificado CA, fornega o certificado CA que sera usado para verificar a identificagdo do

servidor SMTP.
Vocé pode copiar e colar o conteudo neste campo ou selecionar Procurar e selecionar o arquivo.

Vocé deve fornecer um Unico arquivo que contenha os certificados de cada autoridade de certificacédo
de emissao intermediaria (CA). O arquivo deve conter cada um dos arquivos de certificado CA
codificados em PEM, concatenados em ordem de cadeia de certificados.

. Marque a caixa de selegcédo Enviar certificado de cliente se o servidor de e-mail SMTP exigir que os
remetentes de e-mail fornegcam certificados de cliente para autenticacao.

. No campo Client Certificate, forneca o certificado de cliente codificado em PEM para enviar para o
servidor SMTP.

Vocé pode copiar e colar o conteudo neste campo ou selecionar Procurar e selecionar o arquivo.

. No campo chave privada, insira a chave privada do certificado do cliente na codificacdo PEM nao

criptografada.

Vocé pode copiar e colar o conteudo neste campo ou selecionar Procurar e selecionar o arquivo.

@ Se for necessario editar a configuragdo do e-mail, selecione o icone de lapis para
atualizar este campo.



Transport Layer Security (TLS)

Require TLS @& 7]

CA Certificate @ -----BEGIN CERTIFICATE-----
1234567898abcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMHOPQRSTUNIWKYZ1234567898
-----END CERTIFICATE-----

Erowse

%

Send Client Cedificate @ i

Client Cedificate @ ----=BEGIN CERTIFICATE-----=
1234567898abcdefghijklmnopgrstuvixyz
ABCDEFGHIJKLMNOPQRSTUVIWXYZ1234567898

-----END CERTIFICATE-----

Browse

Private Key @ -----BEGIN PRIVATE KEY-----
1234567898sbcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMNOPQRSTUVIKYZ1234567290
-----BEGIN PRIVATE KEY-----

Browse

6. Na secao filtros, selecione quais niveis de gravidade de alerta devem resultar em notificagdes por e-mail,
a menos que a regra de um alerta especifico tenha sido silenciada.

Gravidade Descricao
Menor, maior, critico Uma notificagédo por e-mail € enviada quando a condigdo menor,
maior ou critica de uma regra de alerta é atendida.

Uma notificagcdo por e-mail é enviada quando a condic&o principal ou
critica de uma regra de alerta é atendida. As notificagdes ndo séo

enviadas para alertas menores.

Importante, critico

15



Gravidade Descrigao

Apenas critica Uma notificagédo por e-mail é enviada somente quando a condicao
critica de uma regra de alerta é atendida. As notificagdes ndo séo
enviadas para alertas menores ou maiores.

Filters

Severity @ ® Minor, major, critical Major, critical Critical only

7. Quando estiver pronto para testar suas configuragdes de e-mail, execute estas etapas:

a. Selecione Enviar e-mail de teste.
Uma mensagem de confirmagao é exibida, indicando que um e-mail de teste foi enviado.

b. Marque as caixas de entrada de todos os destinatarios de e-mail e confirme se um e-mail de teste foi
recebido.

@ Se o e-mail n&o for recebido em poucos minutos ou se o alerta Falha na notificagao
por e-mail for acionado, verifique as configura¢des e tente novamente.

c. Faca login em qualquer outro n6 Admin e envie um e-mail de teste para verificar a conetividade de
todos os sites.

Ao testar notificagbes de alerta, vocé deve entrar em cada né de administragdo para
verificar a conetividade. Isso € em contraste com o teste de notificagdes de alarme e
mensagens AutoSupport, onde todos os nés de administragdo enviam o e-mail de teste.

8. Selecione Guardar.
Enviar um e-mail de teste ndo salva suas configuragdes. Vocé deve selecionar Salvar.

As configuragdes de e-mail séo salvas.

Informacgoes incluidas nas notificagdes por e-mail de alerta

Depois de configurar o servidor de e-mail SMTP, as notificagdes de e-mail sdo enviadas aos destinatarios
designados quando um alerta é acionado, a menos que a regra de alerta seja suprimida por um siléncio.
Silenciar notificacoes de alertaConsulte .

As notificagdes por e-mail incluem as seguintes informacgbes:
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NetApp StorageGRID

Low object data storage (6 alerts) @

The space available for storing object data is low. @

Recommended actions @

Perform an expansion procedure. You can add storage volumes (LUNs) to existing Storage Modes, or you can add new Storage Modes. See the instructions
for expanding a StorageGRID system.

DC1-51-226
Node DC1-51-226 @
Site DC1 225-230
Severity Minor
Time triggered FriJun 28 14:43:27 UTC 2019
Jobh storagegrid
Service ldr
DC1-52-227
Node DC1-52-227
Site DC1 225-230
Severity Minor
Time triggered FriJun 28 14:43:27 UTC 2019
Joh storagegrid
Service ldr
()
Sent from: DC1-ADM1-225 \-—/

Legenda Descricéao

1 O nome do alerta, seguido pelo nimero de instancias ativas deste alerta.

2 A descri¢ao do alerta.

3 Quaisquer agdes recomendadas para o alerta.

4 Detalhes sobre cada instancia ativa do alerta, incluindo o né e o site afetados, a gravidade do
alerta, a hora UTC em que a regra de alerta foi acionada e o nome da tarefa e servigo
afetados.

5 O nome do host do n6 Admin que enviou a notificacao.

Como os alertas sdo agrupados

Para evitar que um numero excessivo de notificagdes por e-mail seja enviado quando os alertas sao
acionados, o StorageGRID tenta agrupar varios alertas na mesma notificagéo.

Consulte a tabela a seguir para obter exemplos de como o StorageGRID agrupa varios alertas em notificagbes

por e-mail.
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Comportamento

Cada notificagdo de alerta aplica-se apenas a alertas
com o mesmo nome. Se dois alertas com nomes
diferentes forem acionados ao mesmo tempo, duas
notificacdes por e-mail serdo enviadas.

Para um alerta especifico em um né especifico, se os
limites forem atingidos por mais de uma gravidade,
uma notificagao sera enviada apenas para o alerta
mais grave.

Na primeira vez que um alerta é acionado, o
StorageGRID aguarda 2 minutos antes de enviar uma
notificacdo. Se outros alertas com o mesmo nome
forem acionados durante esse periodo, o
StorageGRID agrupa todos os alertas na notificagéo
inicial.

Se um outro alerta com o mesmo nome for acionado,
o StorageGRID aguarda 10 minutos antes de enviar
uma nova notificagéo. A nova notificagéo relata todos
os alertas ativos (alertas atuais que ndo foram
silenciados), mesmo que tenham sido reportados
anteriormente.

Se houver varios alertas atuais com o mesmo nome e
um desses alertas for resolvido, uma nova notificagéo
ndo sera enviada se o alerta ocorrer novamente no
noé para o qual o alerta foi resolvido.

O StorageGRID continua a enviar notificagbes por e-
mail uma vez a cada 7 dias até que todas as
instancias do alerta sejam resolvidas ou a regra de
alerta seja silenciada.

Exemplo

* O alerta A é acionado em dois n6és ao mesmo
tempo. Apenas uma notificagcao é enviada.

* O alertaAé acionadononé 1eoalertaB é
acionado no n6 2 ao mesmo tempo. Duas
notificacdes sdo enviadas - uma para cada alerta.

» O alerta A é acionado e os limites de alerta
menor, maior e critico sdo atingidos. Uma
notificacéo € enviada para o alerta critico.

1. O alerta A é acionado no n6 1 as 08:00.
Nenhuma notificacéo é enviada.

2. O alerta A é acionado no n6 2 as 08:01.
Nenhuma notificagéo & enviada.

3. As 08:02, uma notificacdo é enviada para relatar
ambas as instancias do alerta.

1. O alerta A é acionado no n6 1 as 08:00. Uma
notificacdo é enviada as 08:02.

2. O alerta A é acionado no n6 2 as 08:05. Uma
segunda notificagéo € enviada as 08:15 (10
minutos depois). Ambos os nds sao relatados.

1. O alerta A é acionado paraondé 1. Uma
notificagéo é enviada.

2. O alerta A é acionado para o n6 2. Uma segunda
notificacao é enviada.

3. O alerta A foi resolvido para o n6 2, mas
permanece ativo para o no 1.

4. O alerta A é acionado novamente para o no 2.
Nenhuma nova notificagédo é enviada porque o
alerta ainda esta ativo paraoné 1.

1. O alerta A é acionado para o n6 1 em 8 de margo.
Uma notificagéo é enviada.

2. O alerta A nao foi resolvido ou silenciado.
Notificagdes adicionais sao enviadas em 15 de
marco, 22 de marco, 29 de marco, e assim por
diante.

Solucionar problemas de notificagées por e-mail de alerta

Se o alerta Falha na notificagao por e-mail for acionado ou vocé nao conseguir receber a notificagao por e-
mail de alerta de teste, siga estas etapas para resolver o problema.
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O que vocé vai precisar

* Vocé esta conetado ao Gerenciador de Grade usando um navegador da web suportado.

* Vocé tem a permissao Gerenciar Alertas ou acesso root.

Passos
1. Verifique as suas definigdes.

a. Selecione ALERTAS Configuragao do e-mail.
b. Verifique se as configuragdes do servidor de e-mail (SMTP) estéo corretas.
c. Verifique se vocé especificou enderecos de e-mail validos para os destinatarios.
2. Verifique o filtro de spam e certifique-se de que o e-mail nao foi enviado para uma pasta de lixo eletrénico.

3. Peca ao administrador de e-mail para confirmar que os e-mails do endereco do remetente nao estao
sendo bloqueados.

4. Colete um arquivo de log para o Admin Node e entre em Contato com o suporte técnico.

O suporte técnico pode usar as informagdes nos logs para ajudar a determinar o que deu errado. Por
exemplo, o arquivo prometheus.log pode mostrar um erro ao se conetar ao servidor especificado.

Colete arquivos de log e dados do sistemaConsulte .

Silenciar notificagdes de alerta

Opcionalmente, vocé pode configurar siléncios para suprimir temporariamente as
notificagbes de alerta.

O que vocé vai precisar

* Vocé esta conetado ao Gerenciador de Grade usando um navegador da web suportado.

* Vocé tem a permissado Gerenciar Alertas ou acesso root.

Sobre esta tarefa

Vocé pode silenciar as regras de alerta em toda a grade, em um unico local ou em um Unico n6 e para uma ou
mais severidades. Cada siléncio suprime todas as notificagbes de uma unica regra de alerta ou de todas as
regras de alerta.

Se tiver ativado 0 agente SNMP, os siléncios também suprimem traps SNMP e informam.

@ Tenha cuidado ao decidir silenciar uma regra de alerta. Se vocé silenciar um alerta, talvez néao
detete um problema subjacente até que ele impega que uma operagao critica seja concluida.

@ Como os alarmes e alertas sédo sistemas independentes, vocé nao pode usar essa
funcionalidade para suprimir as notificacdes de alarme.

Passos
1. Selecione ALERTAS siléncios.

E apresentada a pagina siléncios.
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Silences

You can configure silences to temporarily suppress alert notifications. Each silence suppresses the notifications for an alert rule at one or more severities. You can
suppress an alert rule on the entire grid, a single site, or a single node.

# Edit || % Remove
Alert Rule Description Severity Time Remaining Nodes

No results found.

2. Selecione criar.

A caixa de dialogo criar Siléncio é exibida.
Create Silence
Alert Rule ¥
Description (optional)
Duration Minutes r

Severity Minor only Minor, major Minor, major, critical

Modes StorageGRID Deployment
Data Center 1
DC1-ADMA
DC1-GA1
DC1-31
DC1-52
DC1-53

3. Selecione ou introduza as seguintes informagoes:

Campo Descrigao

Regra de alerta O nome da regra de alerta que vocé deseja silenciar. Vocé pode selecionar
qualquer regra de alerta padrdo ou personalizada, mesmo que a regra de
alerta esteja desativada.

Observacao: Selecione todas as regras se quiser silenciar todas as regras
de alerta usando os critérios especificados nesta caixa de dialogo.
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Campo

Descricéo

Duracéo

Gravidade

4. Selecione Guardar.

Descrigédo

Opcionalmente, uma descrigdo do siléncio. Por exemplo, descreva o proposito
deste siléncio.

Quanto tempo vocé quer que esse siléncio permanega em vigor, em minutos,
horas ou dias. Um siléncio pode estar em vigor de 5 minutos a 1.825 dias (5
anos).

Nota: vocé ndo deve silenciar uma regra de alerta por um periodo prolongado
de tempo. Se uma regra de alerta for silenciada, talvez vocé nao detete um
problema subjacente até que ela impega que uma operagao critica seja
concluida. No entanto, talvez seja necessario usar um siléncio prolongado se
um alerta for acionado por uma configuragao especifica e intencional, como
pode ser o caso dos alertas de link do Services Appliance para baixo e dos
alertas de link do Storage Appliance para baixo*.

Que gravidade de alerta ou severidades devem ser silenciadas. Se o alerta for
acionado em uma das severidades selecionadas, nenhuma notificacédo sera
enviada.

A que nd ou nds vocé deseja que esse siléncio se aplique. Vocé pode suprimir
uma regra de alerta ou todas as regras em toda a grade, em um unico local ou
em um unico noé. Se selecionar toda a grelha, o siléncio aplica-se a todos os
locais e a todos os nés. Se selecionar um local, o siléncio aplica-se apenas
aos nos nesse local.

Observacgao: vocé nao pode selecionar mais de um né ou mais de um site
para cada siléncio. Vocé deve criar siléncios adicionais se quiser suprimir a
mesma regra de alerta em mais de um n6 ou mais de um local de cada vez.

5. Se vocé quiser modificar ou terminar um siléncio antes que ele expire, vocé pode edita-lo ou remové-lo.

Opcgao

Edite um siléncio

Descrigdo
. Selecione ALERTAS siléncios.

a
b. Na tabela, selecione o botado de opgao para o siléncio que deseja editar.

Selecione Editar.

3]

d. Altere a descricao, a quantidade de tempo restante, as severidades
selecionadas ou o n6 afetado.

e. Selecione Guardar.
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Opcao Descricao
Remova um siléncio a. Selecione ALERTAS siléncios.
b. Na tabela, selecione o botdo de op¢ao para o siléncio que deseja remover.
c. Selecione Remover.
d. Selecione OK para confirmar que deseja remover esse siléncio.
Nota: As notificagdes serdo agora enviadas quando este alerta for
acionado (a menos que seja suprimido por outro siléncio). Se este alerta
for acionado no momento, pode demorar alguns minutos para que as

notificagdes por e-mail ou SNMP sejam enviadas e para que a pagina
Alertas seja atualizada.

Informacgdes relacionadas

+ Configure o agente SNMP
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