
Monitorar as operações
StorageGRID
NetApp
October 03, 2025

This PDF was generated from https://docs.netapp.com/pt-br/storagegrid-116/primer/viewing-nodes-
page.html on October 03, 2025. Always check docs.netapp.com for the latest.



Índice
Monitorar as operações . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

Exibir a página nós. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

Ícones de estado da ligação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

Ícones de alerta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2

Detalhes de um sistema, local ou nó . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2

Guias para a página nós . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2

Métricas Prometheus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4

Atributos do StorageGRID . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4

Monitorar e gerenciar alertas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5

Gerenciar alertas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6

Utilize a monitorização SNMP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7

Rever mensagens de auditoria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8



Monitorar as operações

Exibir a página nós

Quando você precisar de informações mais detalhadas sobre seu sistema StorageGRID
do que o Painel fornece, você pode usar a página nós para exibir as métricas de toda a
grade, cada local na grade e cada nó em um local.

A tabela nós lista todos os sites e nós no seu sistema StorageGRID. As informações de resumo são exibidas
para cada nó. Se um nó tiver um alerta ativo, um ícone será exibido ao lado do nome do nó. Se o nó estiver
conetado e não tiver alertas ativos, nenhum ícone será exibido.

Ícones de estado da ligação

•
Não conetado - desconhecido : o nó não está conetado à grade por um motivo desconhecido. Por
exemplo, a conexão de rede entre nós foi perdida ou a energia está inativa. O alerta não é possível se
comunicar com o nó também pode ser acionado. Outros alertas também podem estar ativos. Esta
situação requer atenção imediata.

Um nó pode aparecer como desconhecido durante operações de desligamento gerenciado.
Nesses casos, você pode ignorar o estado desconhecido.

•
Não conetado - administrativamente para baixo : o nó não está conetado à grade por um motivo
esperado. Por exemplo, o nó, ou serviços no nó, foi desligado graciosamente, o nó está reiniciando ou o
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software está sendo atualizado. Um ou mais alertas também podem estar ativos.

Se um nó for desconetado da grade, ele pode ter um alerta subjacente, mas somente o ícone "não conetado"
será exibido. Para ver os alertas ativos de um nó, selecione o nó.

Ícones de alerta

Se houver um alerta ativo para um nó, um dos seguintes ícones será exibido ao lado do nome do nó:

•
Crítico : existe uma condição anormal que interrompeu as operações normais de um nó ou serviço
StorageGRID. Você deve abordar o problema subjacente imediatamente. A interrupção do serviço e a
perda de dados podem resultar se o problema não for resolvido.

•
Major : existe uma condição anormal que está afetando as operações atuais ou se aproximando do
limite para um alerta crítico. Você deve investigar os principais alertas e resolver quaisquer problemas
subjacentes para garantir que a condição anormal não pare a operação normal de um nó ou serviço
StorageGRID.

•
Minor : o sistema está operando normalmente, mas existe uma condição anormal que pode afetar a
capacidade do sistema de operar se ele continuar. Você deve monitorar e resolver alertas menores que
não sejam claros por conta própria para garantir que eles não resultem em um problema mais sério.

Detalhes de um sistema, local ou nó

Para exibir as informações disponíveis, selecione o nome da grade, do site ou do nó da seguinte forma:

• Selecione o nome da grade para ver um resumo agregado das estatísticas de todo o seu sistema
StorageGRID. (A captura de tela mostra um sistema chamado implantação do StorageGRID.)

• Selecione um local específico do data center para ver um resumo agregado das estatísticas de todos os
nós nesse local.

• Selecione um nó específico para exibir informações detalhadas para esse nó.

Guias para a página nós

As guias na parte superior da página nós são baseadas no que você seleciona na árvore à esquerda.

Nome do separador Descrição Incluído para

Visão geral • Fornece informações básicas sobre cada nó.

• Mostra todos os alertas ativos que afetam o nó.

Todos os nós

Hardware • Exibe a utilização da CPU e o uso da memória
para cada nó

• Para nós do dispositivo, fornece informações
adicionais de hardware.

Todos os nós

Rede Exibe um gráfico mostrando o tráfego de rede
recebido e enviado através das interfaces de rede. A
exibição de um único nó mostra informações
adicionais para o nó.

Todos os nós, cada local
e toda a grade
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Nome do separador Descrição Incluído para

Armazenamento • Fornece detalhes para os dispositivos de disco e
volumes em cada nó.

• Para nós de storage, cada local e toda a grade
incluem gráficos que mostram o storage de dados
de objetos e o storage de metadados usados ao
longo do tempo.

Todos os nós, cada local
e toda a grade

Objetos • Fornece informações sobre as taxas de ingestão
e recuperação S3 e Swift.

• Para nós de storage, fornece contagens de
objetos e informações sobre consultas de
armazenamento de metadados e verificação em
segundo plano.

Nós de storage, cada
local e toda a grade

ILM Fornece informações sobre as operações do
Information Lifecycle Management (ILM).

• Para nós de storage, fornece detalhes sobre a
avaliação do ILM e a verificação em segundo
plano para objetos codificados de apagamento.

• Para cada local e toda a grade, mostra um gráfico
da fila ILM ao longo do tempo.

• Para toda a grade, fornece o tempo estimado
para concluir uma varredura ILM completa de
todos os objetos.

Nós de storage, cada
local e toda a grade

Balanceador de carga Inclui gráficos de desempenho e diagnóstico
relacionados com o serviço Load Balancer.

• Para cada site, fornece um resumo agregado das
estatísticas de todos os nós nesse site.

• Para toda a grade, fornece um resumo agregado
das estatísticas para todos os sites.

Nós de administração e
nós de gateway, cada
local e toda a grade

Serviços de plataforma Fornece informações sobre qualquer operação de
serviço da plataforma S3 em um site.

Cada local

Gerente do sistema da
SANtricity

Fornece acesso ao Gerenciador do sistema do
SANtricity. No SANtricity System Manager, você pode
revisar as informações ambientais e de diagnóstico
de hardware para o controlador de armazenamento,
bem como os problemas relacionados às unidades.

Nós de dispositivos de
storage

Nota: A guia Gerenciador
de sistema do SANtricity
não aparecerá se o
firmware do controlador
no dispositivo de
armazenamento for
anterior a 8,70 (11,70).
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Métricas Prometheus

O serviço Prometheus nos Admin Nodes coleta métricas de séries temporais dos serviços em todos os nós.

As métricas coletadas por Prometheus são usadas em vários locais no Gerenciador de Grade:

• Página de nós: Os gráficos e gráficos nas guias disponíveis na página de nós usam a ferramenta de
visualização Grafana para exibir as métricas de séries temporais coletadas por Prometheus. Grafana
exibe dados de séries temporais em formatos gráficos e gráficos, enquanto Prometheus serve como fonte
de dados de back-end.

• Alertas: Os alertas são acionados em níveis específicos de gravidade quando as condições de regra de
alerta que usam métricas Prometheus avaliam como verdadeiras.

• * API de gerenciamento de grade*: Você pode usar métricas Prometheus em regras de alerta
personalizadas ou com ferramentas de automação externas para monitorar seu sistema StorageGRID.
Uma lista completa de métricas do Prometheus está disponível na API Grid Management. (Na parte
superior do Gerenciador de Grade, selecione o ícone de ajuda e selecione Documentação da API
métricas.) Embora mais de mil métricas estejam disponíveis, apenas um número relativamente pequeno
é necessário para monitorar as operações mais críticas do StorageGRID.

As métricas que incluem private em seus nomes são destinadas apenas para uso interno e
estão sujeitas a alterações entre as versões do StorageGRID sem aviso prévio.

• A página SUPPORT Tools Diagnostics e a página SUPPORT Tools Metrics: Essas páginas, que são
destinadas principalmente ao uso pelo suporte técnico, fornecem uma série de ferramentas e gráficos que
usam os valores das métricas Prometheus.

Alguns recursos e itens de menu dentro da página Metrics são intencionalmente não
funcionais e estão sujeitos a alterações.

Atributos do StorageGRID

Atributos reportam valores e status para muitas das funções do sistema StorageGRID. Os valores de atributo
estão disponíveis para cada nó de grade, cada local e toda a grade.

Os atributos do StorageGRID são usados em vários locais no Gerenciador de Grade:

4



• Página de nós: Muitos dos valores mostrados na página de nós são atributos StorageGRID. (As métricas
Prometheus também são mostradas nas páginas de nós.)

• Alarmes: Quando os atributos atingem valores de limite definidos, os alarmes StorageGRID (sistema
legado) são acionados em níveis de gravidade específicos.

• Grid Topology tree: Os valores de atributo são mostrados na árvore Grid Topology (SUPPORT Tools
Grid topology).

• Eventos: Os eventos do sistema ocorrem quando certos atributos Registram uma condição de erro ou
falha para um nó, incluindo erros como erros de rede.

Valores de atributo

Os atributos são reportados com o melhor esforço e estão aproximadamente corretos. As atualizações de
atributos podem ser perdidas em algumas circunstâncias, como a falha de um serviço ou a falha e
reconstrução de um nó de grade.

Além disso, os atrasos de propagação podem retardar o relatório de atributos. Os valores atualizados para a
maioria dos atributos são enviados para o sistema StorageGRID em intervalos fixos. Pode demorar vários
minutos até que uma atualização seja visível no sistema, e dois atributos que mudam mais ou menos
simultaneamente podem ser reportados em momentos ligeiramente diferentes.

Informações relacionadas

• Monitorar e solucionar problemas

• Monitorar e gerenciar alertas

• Use as opções de suporte do StorageGRID

Monitorar e gerenciar alertas

O sistema de alerta fornece uma interface fácil de usar para detetar, avaliar e resolver os
problemas que podem ocorrer durante a operação do StorageGRID.

O sistema de alerta foi concebido para ser a sua principal ferramenta para monitorizar quaisquer problemas
que possam ocorrer no seu sistema StorageGRID.

• O sistema de alerta se concentra em problemas acionáveis no sistema. Os alertas são acionados para
eventos que exigem sua atenção imediata, não para eventos que podem ser ignorados com segurança.

• As páginas Alertas atuais e Alertas resolvidos fornecem uma interface amigável para a visualização de
problemas atuais e históricos. Você pode classificar a lista por alertas individuais e grupos de alertas. Por
exemplo, talvez você queira classificar todos os alertas por nó/site para ver quais alertas estão afetando
um nó específico. Ou, talvez você queira classificar os alertas em um grupo por tempo acionado para
encontrar a instância mais recente de um alerta específico.

• Vários alertas do mesmo tipo são agrupados em um e-mail para reduzir o número de notificações. Além
disso, vários alertas do mesmo tipo são exibidos como um grupo nas páginas Alertas atuais e Alertas
resolvidos. Você pode expandir e recolher grupos de alerta para mostrar ou ocultar os alertas individuais.
Por exemplo, se vários nós estiverem relatando o alerta não é possível se comunicar com nó, apenas
um email é enviado e o alerta é mostrado como um grupo na página Alertas atuais.
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• Os alertas usam nomes e descrições intuitivas para ajudá-lo a entender mais rapidamente qual é o
problema. As notificações de alerta incluem detalhes sobre o nó e o site afetado, a gravidade do alerta, o
tempo em que a regra de alerta foi acionada e o valor atual das métricas relacionadas ao alerta.

• As notificações de alerta por e-mail e as listagens de alerta nas páginas Alertas atuais e alertas resolvidos
fornecem ações recomendadas para resolver um alerta. Essas ações recomendadas geralmente incluem
links diretos para a documentação do StorageGRID para facilitar a localização e o acesso a
procedimentos de solução de problemas mais detalhados.

O sistema de alarme legado está obsoleto. A interface do usuário e as APIs para o sistema de
alarme legado serão removidas em uma versão futura. O sistema de alerta oferece benefícios
significativos e é mais fácil de usar.

Gerenciar alertas

Todos os usuários do StorageGRID podem visualizar alertas. Se você tiver a permissão Acesso root ou
Gerenciar Alertas, também poderá gerenciar alertas, como segue:
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• Se você precisar suprimir temporariamente as notificações de um alerta em um ou mais níveis de
gravidade, poderá silenciar facilmente uma regra de alerta específica por uma duração especificada. Você
pode silenciar uma regra de alerta para toda a grade, um único local ou um único nó.

• Você pode editar as regras de alerta padrão conforme necessário. Você pode desativar completamente
uma regra de alerta ou alterar suas condições de ativação e duração.

• Você pode criar regras de alerta personalizadas para direcionar as condições específicas que são
relevantes para a sua situação e para fornecer suas próprias ações recomendadas. Para definir as
condições para um alerta personalizado, você cria expressões usando as métricas Prometheus
disponíveis na seção métricas da API de Gerenciamento de Grade.

Por exemplo, essa expressão faz com que um alerta seja acionado se a quantidade de RAM instalada
para um nó for inferior a 24.000.000.000 bytes (24 GB).

node_memory_MemTotal < 24000000000

Informações relacionadas

Monitorar e solucionar problemas

Utilize a monitorização SNMP

Se você quiser monitorar o StorageGRID usando o Protocolo de Gerenciamento de rede
simples (SNMP), você pode usar o Gerenciador de Grade para configurar o agente
SNMP.

Cada nó do StorageGRID executa um agente SNMP, ou daemon, que fornece uma base de informações de
gerenciamento (MIB). O MIB do StorageGRID contém definições de tabela e notificação para alertas e
alarmes. Cada nó StorageGRID também suporta um subconjunto de objetos MIB-II.

Inicialmente, o SNMP está desativado em todos os nós. Quando você configura o agente SNMP, todos os nós
do StorageGRID recebem a mesma configuração.

O agente SNMP do StorageGRID suporta todas as três versões do protocolo SNMP. O agente fornece acesso
MIB somente leitura para consultas e pode enviar dois tipos de notificações orientadas a eventos para um
sistema de gerenciamento:

• Traps são notificações enviadas pelo agente SNMP que não requerem confirmação pelo sistema de
gerenciamento. Traps servem para notificar o sistema de gerenciamento de que algo aconteceu dentro do
StorageGRID, como um alerta sendo acionado. Traps são suportados em todas as três versões do SNMP.

• Informa são semelhantes às armadilhas, mas requerem reconhecimento pelo sistema de gestão. Se o
agente SNMP não receber uma confirmação dentro de um determinado período de tempo, ele reenvia a
informação até que uma confirmação seja recebida ou o valor máximo de tentativa tenha sido atingido. As
informações são suportadas em SNMPv2c e SNMPv3.

Notificações de intercetação e informação são enviadas nos seguintes casos:

• Um alerta padrão ou personalizado é acionado em qualquer nível de gravidade. Para suprimir notificações
SNMP para um alerta, tem de configurar um silêncio para o alerta. As notificações de alerta são enviadas
por qualquer nó Admin configurado para ser o remetente preferido.

• Certos alarmes (sistema legado) são acionados em níveis de gravidade especificados ou superiores.
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As notificações SNMP não são enviadas para cada alarme ou para cada gravidade do
alarme.

Informações relacionadas

• Monitorar e solucionar problemas

Rever mensagens de auditoria

As mensagens de auditoria podem ajudá-lo a entender melhor as operações detalhadas
do seu sistema StorageGRID. Você pode usar logs de auditoria para solucionar
problemas e avaliar o desempenho.

Durante a operação normal do sistema, todos os serviços StorageGRID geram mensagens de auditoria, como
segue:

• As mensagens de auditoria do sistema estão relacionadas ao próprio sistema de auditoria, aos estados
dos nós da grade, à atividade de tarefas em todo o sistema e às operações de backup de serviço.

• As mensagens de auditoria de storage de objetos estão relacionadas ao armazenamento e gerenciamento
de objetos no StorageGRID, incluindo armazenamento de objetos e recuperações, transferências de nó de
grade para nó de grade e verificações.

• As mensagens de auditoria de leitura e gravação do cliente são registradas quando um aplicativo cliente
S3 ou Swift faz uma solicitação para criar, modificar ou recuperar um objeto.

• As mensagens de auditoria de gerenciamento Registram solicitações de usuários para a API de
gerenciamento.

Cada nó Admin armazena mensagens de auditoria em arquivos de texto. O compartilhamento de auditoria
contém o arquivo ativo (audit.log), bem como logs de auditoria compatados de dias anteriores. Além disso,
cada nó em sua grade armazena uma quantidade limitada de mensagens de auditoria em um arquivo de log
local (localaudit.log).

Para facilitar o acesso aos logs de auditoria, você pode configurar o acesso do cliente ao compartilhamento de
auditoria para NFS e CIFS (CIFS está obsoleto). Você também pode acessar arquivos de log de auditoria
diretamente da linha de comando do nó Admin.

Opcionalmente, você pode enviar informações de auditoria armazenadas em nós de administração e nós
locais para um servidor syslog externo. O uso de um servidor syslog externo pode facilitar o gerenciamento de
suas informações de auditoria e reduzir o tráfego de rede. Consulte Configurar mensagens de auditoria e
destinos de log para obter mais informações.

Para obter detalhes sobre o arquivo de log de auditoria, o formato das mensagens de auditoria, os tipos de
mensagens de auditoria e as ferramentas disponíveis para analisar mensagens de auditoria, consulte o
instruções para mensagens de auditoria. Para saber como configurar o acesso de cliente de auditoria,
Configurar acesso de cliente de auditoriaconsulte .

Informações relacionadas

• Rever registos de auditoria

• Administrar o StorageGRID
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Informações sobre marcas comerciais

NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM são marcas comerciais da
NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietários.
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