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Recuperar de falhas no Admin Node

Recuperar de falhas do Admin Node: Fluxo de trabalho

O processo de recuperacao para um né Admin depende se € o nd Admin primario ou um
nd Admin nao primario.

As etapas de alto nivel para recuperar um n6 de administragéo primario ou nao primario sdo as mesmas,
embora os detalhes das etapas sejam diferentes.



Prepare for node recovery.
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Restore Prometheus metrics.

Siga sempre o procedimento de recuperagéo correto para o né Admin que esta a recuperar. Os
procedimentos parecem os mesmos em um nivel alto, mas diferem nos detalhes.

Opcodes



* "Recuperacao de falhas do né de administragao principal”

» "Recuperacéo de falhas ndo primarias no n6 de administracao"

Recuperacao de falhas do n6é de administracao principal

Recuperar de falhas do né de administragao principal: Visdo geral

Vocé deve concluir um conjunto especifico de tarefas para recuperar de uma falha de né
de administrador principal. O né de administracao principal hospeda o servigo do n6 de
gerenciamento de configuragdo (CMN) para a grade.

Um né de administragao principal com falha deve ser substituido imediatamente. O servico CMN
(Configuration Management Node) no né Admin primario é responsavel pela emissao de blocos de
identificadores de objetos para a grade. Esses identificadores s&o atribuidos a objetos a medida que sao
ingeridos. Novos objetos ndo podem ser ingeridos a menos que existam identificadores disponiveis. A
ingestao de objetos pode continuar enquanto o CMN néo estiver disponivel porque o fornecimento de
identificadores de aproximadamente um més é armazenado em cache na grade. No entanto, depois que 0s
identificadores armazenados em cache séo esgotados, nenhum novo objeto pode ser adicionado.

Vocé deve reparar ou substituir um né de administracao principal com falha em
aproximadamente um més ou a grade pode perder sua capacidade de ingerir novos objetos. O

@ periodo de tempo exato depende da sua taxa de ingestao de objetos: Se vocé precisar de uma
avaliagdo mais precisa do periodo de tempo para sua grade, entre em Contato com o suporte
técnico.

Copiar registos de auditoria do né de administragao principal avariado

Se vocé for capaz de copiar logs de auditoria do n6é de administragéo principal com falha,
vocé deve preserva-los para manter o Registro da grade de atividade e uso do sistema.
Vocé pode restaurar os logs de auditoria preservados para o n6 de administragao
principal recuperado depois que ele estiver ativo e em execugao.

Sobre esta tarefa

Este procedimento copia os arquivos de log de auditoria do né de administragdo com falha para um local
temporario em um no de grade separado. Esses logs de auditoria preservados podem entao ser copiados
para o n6 de administragdo de substituicdo. Os logs de auditoria ndo sdo copiados automaticamente para o
novo no de administragao.

Dependendo do tipo de falha, talvez vocé nao consiga copiar logs de auditoria de um n6 de administrador com
falha. Se a implantagdo tiver apenas um Admin Node, o Admin Node recuperado inicia a gravacao de eventos
para o log de auditoria em um novo arquivo vazio e os dados gravados anteriormente sdo perdidos. Se a
implantagao incluir mais de um né Admin, vocé podera recuperar os logs de auditoria de outro né Admin.

@ Se os logs de auditoria ndo estiverem acessiveis no nd6 Admin com falha agora, vocé podera
acessa-los mais tarde, por exemplo, apds a recuperacao do host.

Passos

1. Inicie sessdo no n6 de administragdo com falha, se possivel. Caso contrario, faga login no no6 de
administracao principal ou em outro né de administracao, se disponivel.



a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Pare o servigo AMS para impedir que ele crie um novo arquivo de log:service ams stop

3. Renomeie o arquivo audit.log para que ele ndo substitua o arquivo existente quando vocé copia-lo para o
n6é Admin recuperado.

Renomeie audit.log para um nome de arquivo numerado exclusivo. Por exemplo, renomeie o arquivo
audit.log para 2023-10-25.txt.1.

cd /var/local/audit/export
ls -1
mv audit.log 2023-10-25.txt.1

4. Reinicie o servico AMS: service ams start

5. Crie o diretdrio para copiar todos os arquivos de log de auditoria para um local temporario em um no de
grade separado: ssh admin@grid node IP mkdir -p /var/local/tmp/saved-audit-logs

Quando solicitado, insira a senha para admin.

6. Copiar todos os ficheiros de registo de auditoria: scp -p * admin@
grid node IP:/var/local/tmp/saved-audit-logs

Quando solicitado, insira a senha para admin.

7. Faga logout como root: exit

Substitua o n6é de administragao principal

Para recuperar um né de administrador principal, primeiro vocé deve substituir o
hardware fisico ou virtual.

Vocé pode substituir um né de administrador principal com falha por um né de administrador principal
executado na mesma plataforma ou pode substituir um né de administrador principal em execugéo em
VMware ou em um host Linux por um né de administrador principal hospedado em um dispositivo de servigos.

Use o procedimento que corresponde a plataforma de substituicdo selecionada para o né. Depois de concluir
o procedimento de substituigdo do né (que é adequado para todos os tipos de nd), esse procedimento ira
direciona-lo para a proxima etapa para a recuperacao do né de administragcao principal.

Plataforma de substitui¢ao Procedimento

VMware "Substitua um né VMware"


https://docs.netapp.com/pt-br/storagegrid-117/maintain/all-node-types-replacing-vmware-node.html

Plataforma de substituigao

Linux

Aparelhos de servigos SG100 e
SG1000

OpenStack

Procedimento

"Substitua um né Linux"

"Substitua um dispositivo de servigos"

Os arquivos e scripts de disco de maquina virtual fornecidos pela
NetApp para OpenStack ndo sdo mais compativeis com operacdes de
recuperagao. Se Vocé precisar recuperar um ndé em execugdo em uma
implantacdo OpenStack, baixe os arquivos para seu sistema
operacional Linux. Em seguida, siga o procedimento para "Substituindo
um no Linux".

Configure o n6 de administracao principal de substituigao

O né de substituicao deve ser configurado como né de administracao principal para o

seu sistema StorageGRID.

Antes de comecgar

» Para n6s de administragao primarios hospedados em maquinas virtuais, a maquina virtual foi implantada,

ativada e inicializada.

* Para nds de administragao primarios hospedados em um dispositivo de servigos, vocé substituiu o
dispositivo e instalou o software. Consulte "instrugoes de instalagao para o seu aparelho".

* Tem a copia de seguranga mais recente do ficheiro do pacote de recuperacao (sgws-recovery-

package-id-revision.zip).

* Vocé tem a senha de provisionamento.

Passos

1. Abra o navegador da Web e navegue até https://primary admin node ip.
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Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Noede for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
recovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

. Clique em Recover a failed Primary Admin Node (recuperar um n6 de administrador principal principal)
. Carregue o backup mais recente do pacote de recuperacao:
a. Clique em Procurar.

b. Localize o arquivo mais recente do Pacote de recuperacéo para o seu sistema StorageGRID e clique
em Open.

. Introduza a frase-passe de aprovisionamento.

5. Clique em Iniciar recuperacgao.

O processo de recuperagao comega. O Gerenciador de Grade pode ficar indisponivel por alguns minutos
a medida que os servigos necessarios forem iniciados. Quando a recuperagéao estiver concluida, a pagina
de inicio de sessao é apresentada.

. Se o logon unico (SSO) estiver ativado para o seu sistema StorageGRID e a confianga da parte confiavel
para o n6 Admin que vocé recuperou foi configurada para usar o certificado de interface de gerenciamento
padrao, atualizar (ou excluir e recriar) a confianga da parte confiavel do n6 nos Servigos de Federagédo do
ative Directory (AD FS). Use o novo certificado de servidor padrdo que foi gerado durante o processo de
recuperacado do Admin Node.

Para configurar uma confianga de parte confiavel, "Configurar o logon unico"consulte . Para
acessar o certificado padrao do servidor, faga login no shell de comando do né Admin. Va
para /var/local/mgmt-api O diretorio e selecione 0 server.crt arquivo.

. Determine se vocé precisa aplicar um hotfix.
a. Faca login no Gerenciador de Grade usando um "navegador da web suportado”.
b. Selecione NODES.


https://docs.netapp.com/pt-br/storagegrid-117/admin/configuring-sso.html
https://docs.netapp.com/pt-br/storagegrid-117/admin/web-browser-requirements.html

c. Na lista a esquerda, selecione o n6 de administracao principal.

d. Na guia Visao geral, observe a versao exibida no campo versao do software.
e. Selecione qualquer outro né de grade.

f. Na guia Visao geral, observe a versao exibida no campo versao do software.

= Se as versodes exibidas nos campos versao do software forem as mesmas, nao sera necessario
aplicar um hotfix.

= Se as versoOes exibidas nos campos versao do software forem diferentes, vocé devera "aplique
um hotfix"atualizar o né de administragao principal recuperado para a mesma versao.

Restaure o log de auditoria no n6é de administragao primario recuperado

Se vocé conseguiu preservar o log de auditoria do né de administragc&o principal com
falha, vocé pode copia-lo para o n6 de administracéo principal que esta recuperando.

Antes de comecar
* O Admin Node recuperado esta instalado e em execugao.

* Vocé copiou os logs de auditoria para outro local depois que o né Admin original falhou.

Sobre esta tarefa

Se um no6 Admin falhar, os logs de auditoria salvos nesse né Admin sédo potencialmente perdidos. Pode ser
possivel preservar dados de perda copiando logs de auditoria do n6 de administragdo com falha e restaurando
esses logs de auditoria para o n6 de administragédo recuperado. Dependendo da falha, talvez nao seja
possivel copiar logs de auditoria do n6 de administragdo com falha. Nesse caso, se a implantagao tiver mais
de um n6 Admin, vocé podera recuperar logs de auditoria de outro n6 Admin a medida que os logs de
auditoria sdo replicados para todos os n6s Admin.

Se houver apenas um n6 Admin e o log de auditoria ndo puder ser copiado do n6é com falha, o né6 Admin
recuperado inicia a gravagao de eventos para o log de auditoria como se a instalagao fosse nova.

Vocé deve recuperar um n6 Admin o mais rapido possivel para restaurar a funcionalidade de log.

Por padrao, as informagdes de auditoria sdo enviadas para o log de auditoria nos nés de
administragdo. Vocé pode ignorar estas etapas se qualquer uma das seguintes situagdes se
aplicar:

* Vocé configurou um servidor syslog externo e os logs de auditoria agora estdo sendo
@ enviados para o servidor syslog em vez de para nés de administrador.

* Vocé especificou explicitamente que as mensagens de auditoria devem ser salvas somente
nos nos locais que as geraram.

"Configurar mensagens de auditoria e destinos de log"Consulte para obter detalhes.

Passos
1. Faca login no né de administragao recuperado:
a. Introduza o seguinte comando: ssh admin@recovery Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.

C. Digite o seguinte comando para mudar para root: su -


https://docs.netapp.com/pt-br/storagegrid-117/maintain/storagegrid-hotfix-procedure.html
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d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Depois de iniciar sessdo como root, o aviso muda de $ para #.

2. Verifique quais arquivos de auditoria foram preservados: cd /var/local/audit/export

3. Copie os arquivos de log de auditoria preservados para o Admin Node recuperado: scp
admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*

Quando solicitado, insira a senha para admin.
4. Para segurancga, exclua os logs de auditoria do n6 de grade com falha depois de verificar se eles foram

copiados com sucesso para o nd de administragao recuperado.

5. Atualize as configuragdes de usuario e grupo dos arquivos de log de auditoria no Admin Node recuperado:
chown ams-user: bycast *

6. Faga logout como root: exit

Vocé também deve restaurar qualquer acesso de cliente pré-existente ao compartilhamento de auditoria. Para
obter mais informacbes, "Configurar acesso de cliente de auditoria“consulte .

Restaure o banco de dados do n6 de administragao ao recuperar o né de
administragao primario

Se vocé quiser manter as informacdes histéricas sobre atributos, alarmes e alertas em
um no de administrador principal que falhou, vocé pode restaurar o banco de dados do
nd de administrador. Vocé s6 pode restaurar esse banco de dados se o sistema
StorageGRID incluir outro né de administrador.

Antes de comecar
* O Admin Node recuperado esta instalado e em execucao.

* O sistema StorageGRID inclui pelo menos dois nés de administracao.
* Vocé tem o0 Passwords. txt arquivo.

* Vocé tem a senha de provisionamento.

Sobre esta tarefa

Se um no Admin falhar, as informagdes histéricas armazenadas em seu banco de dados Admin Node seréo
perdidas. Esta base de dados inclui as seguintes informacgdes:

* Historico de alertas
* Historico de alarmes
» Dados de atributos historicos, que s&o usados nos graficos e relatérios de texto disponiveis na pagina

SUPPORT > Tools > Grid topology.

Quando vocé recupera um Admin Node, o processo de instalagdo do software cria um banco de dados Admin
Node vazio no n6 recuperado. No entanto, o novo banco de dados inclui apenas informacdes para servidores
e servigcos que atualmente fazem parte do sistema ou adicionados posteriormente.

Se vocé restaurou um no6 de administrador principal e seu sistema StorageGRID tiver outro né de
administrador, vocé podera restaurar as informagodes histéricas copiando o banco de dados do n6 de
administrador de um né de administrador nao primario (o n6 de administrador de origem) para o n6 de


https://docs.netapp.com/pt-br/storagegrid-117/admin/configuring-audit-client-access.html

administrador principal recuperado. Se o sistema tiver apenas um n6 de administragéo principal, ndo podera
restaurar a base de dados Admin Node.

Copiar o banco de dados Admin Node pode levar varias horas. Alguns recursos do Gerenciador
de Grade ficardo indisponiveis enquanto os servigos forem interrompidos no Admin Node de
origem.

Passos
1. Faga login no n6 de administragéo de origem:

a. Introduza o seguinte comando: ssh admin@grid node IP

b. Introduza a palavra-passe listada no Passwords. txt ficheiro.

C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
2. No Admin Node de origem, pare o servico Ml: service mi stop

3. No Admin Node de origem, pare o servico Management Application Program Interface (mgmt-api):
service mgmt-api stop

4. Execute as seguintes etapas no né de administragao recuperado:
a. Faca login no n6 de administragéo recuperado:
i. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
iii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Parar o servigco MI: service mi stop
C. Pare o servico mgmt-api: service mgmt-api stop
d. Adicione a chave privada SSH ao agente SSH. Introduza:ssh-add
€. Insira a senha de acesso SSH listada no Passwords. txt arquivo.

f. Copie o banco de dados do Admin Node de origem para o Admin Node recuperado:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Quando solicitado, confirme se vocé deseja substituir o banco de dados Ml no Admin Node
recuperado.

O banco de dados e seus dados historicos sdo copiados para o Admin Node recuperado. Quando a
operacgao de copia é concluida, o script inicia o nd Admin recuperado.

h. Quando vocé ndo precisar mais de acesso sem senha a outros servidores, remova a chave privada do
agente SSH. Introduza:ssh-add -D

5. Reinicie os servigos no Admin Node de origem: service servermanager start
Restaure as métricas do Prometheus ao recuperar o né de administragao principal

Opcionalmente, vocé pode manter as métricas historicas mantidas pelo Prometheus em
um noé de administracao principal que falhou. As métricas Prometheus s6 podem ser



restauradas se o seu sistema StorageGRID incluir outro né6 Admin.

Antes de comecgar
* O Admin Node recuperado esta instalado e em execugao.

* O sistema StorageGRID inclui pelo menos dois nés de administragéo.
* Vocé tem o0 Passwords. txt arquivo.
» Vocé tem a senha de provisionamento.

Sobre esta tarefa

Se um n6 Admin falhar, as métricas mantidas no banco de dados Prometheus no né Admin seréo perdidas.
Quando vocé recupera o Admin Node, o processo de instalagdo do software cria um novo banco de dados
Prometheus. Depois que o né de administragdo recuperado € iniciado, ele Registra as métricas como se vocé
tivesse executado uma nova instalagéo do sistema StorageGRID.

Se vocé restaurou um no6 de administrador principal e seu sistema StorageGRID tiver outro n6 de
administrador, vocé podera restaurar as métricas histéricas copiando o banco de dados Prometheus de um né
de administrador n&o primario (o né de administrador de origem) para o n6 de administrador principal
recuperado. Se o seu sistema tiver apenas um né de administragao principal, ndo sera possivel restaurar o
banco de dados Prometheus.

Copiar o banco de dados Prometheus pode levar uma hora ou mais. Alguns recursos do
@ Gerenciador de Grade ficarao indisponiveis enquanto os servigos forem interrompidos no
Admin Node de origem.

Passos
1. Faca login no né de administragao de origem:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

2. No Admin Node de origem, pare o servigo Prometheus: service prometheus stop

3. Execute as seguintes etapas no n6 de administragéo recuperado:

a. Faca login no n6 de administragcéo recuperado:
. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Pare o servigo Prometheus: service prometheus stop
C. Adicione a chave privada SSH ao agente SSH. Introduza:ssh-add
d. Insira a senha de acesso SSH listada no Passwords. txt arquivo.

e. Copie o banco de dados Prometheus do né Admin de origem para o né Admin recuperado:
/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

10



f. Quando solicitado, pressione Enter para confirmar que deseja destruir o novo banco de dados
Prometheus no né Admin recuperado.

O banco de dados Prometheus original e seus dados histéricos sao copiados para o Admin Node
recuperado. Quando a operagdo de copia é concluida, o script inicia 0 né Admin recuperado. E
apresentado o seguinte estado:

Banco de dados clonado, iniciando servigos

a. Quando vocé nao precisar mais de acesso sem senha a outros servidores, remova a chave privada do
agente SSH. Introduza:ssh-add -D

4. Reinicie o servigo Prometheus no Admin Node de origem.service prometheus start

Recuperacao de falhas nao primarias no né de
administracao

Recuperar de falhas nao primarias no Admin Node: Visao geral

Vocé deve concluir as tarefas a seguir para se recuperar de uma falha nao primaria do
Admin Node. Um né de administragdo hospeda o servico CMN (Configuration
Management Node) e € conhecido como n6 de administragéo principal. Embora vocé
possa ter varios nés de administragao, cada sistema StorageGRID inclui apenas um no
de administragao principal. Todos os outros nés de administracdo sdo nés de
administragdo nao primarios.

Copiar registos de auditoria do né de administragao nao primario com falha

Se vocé conseguir copiar logs de auditoria do n6 de administragdo com falha, vocé deve
preserva-los para manter o Registro da grade de atividade e uso do sistema. Vocé pode
restaurar os logs de auditoria preservados para o né de administragao nao primario
recuperado depois que ele estiver ativo e em execucao.

Este procedimento copia os arquivos de log de auditoria do né de administragdo com falha para um local
temporario em um no de grade separado. Esses logs de auditoria preservados podem entao ser copiados
para o no de administragéo de substituicdo. Os logs de auditoria ndo s&o copiados automaticamente para o
novo no de administracao.

Dependendo do tipo de falha, talvez vocé nao consiga copiar logs de auditoria de um né de administrador com
falha. Se a implantagao tiver apenas um Admin Node, o Admin Node recuperado inicia a gravagéo de eventos

para o log de auditoria em um novo arquivo vazio e os dados gravados anteriormente sao perdidos. Se a
implantagao incluir mais de um n6 Admin, vocé podera recuperar os logs de auditoria de outro né Admin.

@ Se os logs de auditoria ndo estiverem acessiveis no né6 Admin com falha agora, vocé podera
acessa-los mais tarde, por exemplo, apds a recuperagao do host.

1. Inicie sessdo no n6 de administragcado com falha, se possivel. Caso contrario, faga login no n6 de
administracao principal ou em outro né de administragao, se disponivel.

a. Introduza o seguinte comando: ssh admin@grid node IP
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b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Pare o servigo AMS para impedir que ele crie um novo arquivo de log:service ams stop

3. Renomeie o arquivo audit.log para que ele nao substitua o arquivo existente quando vocé copia-lo para o
no Admin recuperado.

Renomeie audit.log para um nome de arquivo numerado exclusivo. Por exemplo, renomeie o arquivo

audit.log para 2023-10-25.txt.1.

cd /var/local/audit/export
1ls -1
mv audit.log 2023-10-25.txt.1

4. Reinicie o servico AMS: service ams start

5. Crie o diretério para copiar todos os arquivos de log de auditoria para um local temporario em um né de
grade separado: ssh admin@grid node IP mkdir -p /var/local/tmp/saved-audit-logs

Quando solicitado, insira a senha para admin.

6. Copiar todos os ficheiros de registo de auditoria: scp -p *
admin@grid node IP:/var/local/tmp/saved-audit-logs

Quando solicitado, insira a senha para admin.

7. Faga logout como root: exit

Substitua o n6é de administraciao nao primario

Para recuperar um n6 de administragcao nao primario, primeiro vocé deve substituir o
hardware fisico ou virtual.

Vocé pode substituir um n6é de administrador ndo primario com falha por um né de administrador ndo primario
executado na mesma plataforma ou substituir um né de administrador ndo primario em execugédo em VMware
ou em um host Linux por um né de administrador ndo primario hospedado em um dispositivo de servigos.

Use o procedimento que corresponde a plataforma de substituicdo selecionada para o nd. Depois de concluir
o procedimento de substituigdo do né (que é adequado para todos os tipos de nd), esse procedimento ira
direciona-lo para a préoxima etapa para a recuperag¢ao do né de administragdo nao primario.

Plataforma de substituigcao Procedimento
VMware "Substitua um n6 VMware"
Linux "Substitua um n6 Linux"
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Plataforma de substituigao Procedimento

Aparelhos de servigos SG100 e "Substitua um dispositivo de servigos"
SG1000
OpenStack Os arquivos e scripts de disco de maquina virtual fornecidos pela

NetApp para OpenStack ndo sdo mais compativeis com operacdes de
recuperacao. Se vocé precisar recuperar um nd em execugao em uma
implantacdo OpenStack, baixe os arquivos para seu sistema
operacional Linux. Em seguida, siga o procedimento para "Substituindo
um no Linux".

Selecione Iniciar recuperagao para configurar o né de administragao nao primario

Depois de substituir um né Admin nao primario, vocé deve selecionar Iniciar recuperacao
no Gerenciador de Grade para configurar o novo né como um substituto para o né com
falha.

Antes de comecgar

* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".
* Vocé tem a permissao Manutencao ou Acesso root.
* Vocé tem a senha de provisionamento.

* Vocé implantou e configurou o né de substituigcao.

Passos
1. No Gerenciador de Grade, selecione MAINTENANCE > Tasks > Recovery.

2. Selecione o n6 de grade que vocé deseja recuperar na lista de nds pendentes.

Os n6s aparecem na lista depois que eles falham, mas vocé n&o pode selecionar um né até que ele seja
reinstalado e esteja pronto para recuperacéo.

3. Introduza a frase-passe de aprovisionamento.

4. Clique em Iniciar recuperacgao.
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

5. Monitore o progresso da recuperagao na tabela Recovering Grid Node (Recovering Grid Node).

Enquanto o procedimento de recuperagao estiver em execugao, vocé pode clicar em Reset
para iniciar uma nova recuperagao. Uma caixa de dialogo é exibida, indicando que o n6
sera deixado em um estado indeterminado se vocé redefinir o procedimento.

Heset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Se pretender tentar novamente a recuperagao apos reiniciar o procedimento, tem de restaurar o n6 para
um estado pré-instalado, da seguinte forma:

Do you want to reset recovery?

o VMware: Exclua o n6 de grade virtual implantado. Em seguida, quando estiver pronto para reiniciar a
recuperacao, reimplante o no.

° * Linux*: Reinicie o nd executando este comando no host Linux: storagegrid node force-
recovery node-name

o Appliance: Se vocé quiser repetir a recuperagao apos redefinir o procedimento, vocé deve restaurar o
no do dispositivo para um estado pré-instalado executando sgareinstall no nd. "Prepare o
aparelho para reinstalagao (apenas substituicdo da plataforma)"Consulte .
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6. Se o logon unico (SSO) estiver ativado para o seu sistema StorageGRID e a confianga da parte confiavel
para o n6é Admin que vocé recuperou foi configurada para usar o certificado de interface de gerenciamento
padrao, atualizar (ou excluir e recriar) a confianga da parte confiavel do n6 nos Servigos de Federagao do
ative Directory (AD FS). Use o novo certificado de servidor padréo que foi gerado durante o processo de
recuperacado do Admin Node.

Para configurar uma confianga de parte confiavel, "Configurar o logon unico"consulte . Para
acessar o certificado padrao do servidor, faga login no shell de comando do né Admin. Va
para /var/local/mgmt-api o diretdrio e selecione o server.crt arquivo.

Restaure o log de auditoria no n6é de administragao nao primario recuperado

Se vocé conseguiu preservar o log de auditoria do né de administracdo nao primario com
falha, de modo que as informacgdes de log de auditoria histérica sejam mantidas, vocé
pode copia-lo para o n6 de administracdo nao primario que vocé esta recuperando.

Antes de comecgar
* O Admin Node recuperado esta instalado e em execucao.

* Vocé copiou os logs de auditoria para outro local depois que o né Admin original falhou.

Sobre esta tarefa

Se um no6 Admin falhar, os logs de auditoria salvos nesse né Admin sédo potencialmente perdidos. Pode ser
possivel preservar dados de perda copiando logs de auditoria do n6 de administragdo com falha e restaurando
esses logs de auditoria para o n6 de administragéo recuperado. Dependendo da falha, talvez ndo seja
possivel copiar logs de auditoria do né de administracdo com falha. Nesse caso, se a implantagao tiver mais
de um n6 Admin, vocé podera recuperar logs de auditoria de outro n6 Admin & medida que os logs de
auditoria sdo replicados para todos os n6s Admin.

Se houver apenas um né Admin e o log de auditoria ndo puder ser copiado do né com falha, 0 n6 Admin
recuperado inicia a gravagao de eventos para o log de auditoria como se a instalagao fosse nova.

Vocé deve recuperar um né Admin o mais rapido possivel para restaurar a funcionalidade de log.

Por padrao, as informagdes de auditoria sdo enviadas para o log de auditoria nos nés de
administragdo. Vocé pode ignorar estas etapas se qualquer uma das seguintes situagdes se
aplicar:

* Vocé configurou um servidor syslog externo e os logs de auditoria agora estdo sendo
@ enviados para o servidor syslog em vez de para nés de administrador.

 Vocé especificou explicitamente que as mensagens de auditoria devem ser salvas somente
nos nos locais que as geraram.

"Configurar mensagens de auditoria e destinos de log"Consulte para obter detalhes.

Passos
1. Faga login no n6 de administragéo recuperado:

a. Digite o seguinte comando ssh admin@recovery Admin Node IP

b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
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C. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

Depois de iniciar sessdo como root, o aviso muda de $ para #.

2. Verifique quais arquivos de auditoria foram preservados:
cd /var/local/audit/export

3. Copie os arquivos de log de auditoria preservados para o Admin Node recuperado:
scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
Quando solicitado, insira a senha para admin.

4. Para seguranga, exclua os logs de auditoria do n6 de grade com falha depois de verificar se eles foram
copiados com sucesso para o nd de administragao recuperado.

5. Atualize as configuragdes de usuario e grupo dos arquivos de log de auditoria no Admin Node recuperado:

chown ams-user:bycast *
6. Faga logout como root: exit

Vocé também deve restaurar qualquer acesso de cliente pré-existente ao compartilhamento de auditoria. Para
obter mais informagoes, "Configurar acesso de cliente de auditoria“consulte .

Restaure o banco de dados Admin Node ao recuperar o né Admin nao primario

Se vocé quiser manter as informacgdes historicas sobre atributos, alarmes e alertas em
um no de administragcao nao primario que falhou, vocé pode restaurar o banco de dados
do né de administragéo do no principal.

Antes de comecgar

* O Admin Node recuperado esta instalado e em execucao.
» O sistema StorageGRID inclui pelo menos dois nés de administragao.
* Vocé tem o0 Passwords. txt arquivo.

* Vocé tem a senha de provisionamento.

Sobre esta tarefa
Se um no6 Admin falhar, as informagdes historicas armazenadas em seu banco de dados Admin Node serao
perdidas. Esta base de dados inclui as seguintes informacgdes:
* Histérico de alertas
* Historico de alarmes
» Dados de atributos historicos, que s&o usados nos graficos e relatérios de texto disponiveis na pagina
SUPPORT > Tools > Grid topology.

Quando vocé recupera um Admin Node, o processo de instalagdo do software cria um banco de dados Admin
Node vazio no n6 recuperado. No entanto, o novo banco de dados inclui apenas informacdes para servidores
e servigos que atualmente fazem parte do sistema ou adicionados posteriormente.
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Se vocé restaurou um né de administracdo ndo primario, vocé podera restaurar as informacgdes histéricas
copiando o banco de dados do né de administragéo do né principal (o né de administragao de origem) para o
no recuperado.

@ Copiar o banco de dados Admin Node pode levar varias horas. Alguns recursos do Gerenciador
de Grade ficarao indisponiveis enquanto os servigos forem interrompidos no né de origem.

Passos
1. Faga login no n6 de administragéo de origem:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.

2. Execute o seguinte comando a partir do Admin Node de origem. Em seguida, insira a senha de
provisionamento, se solicitado. recover—-access-points

3. No Admin Node de origem, pare o servigo Ml: service mi stop

4. No Admin Node de origem, pare o servigo Management Application Program Interface (mgmt-api):
service mgmt-api stop

5. Execute as seguintes etapas no né de administracéo recuperado:
a. Faga login no n6 de administragéo recuperado:
i. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
ii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Parar o servico MI: service mi stop
C. Pare o servico mgmt-api: service mgmt-api stop
d. Adicione a chave privada SSH ao agente SSH. Introduza:ssh-add
€. Insira a senha de acesso SSH listada no Passwords. txt arquivo.

f. Copie o banco de dados do Admin Node de origem para o Admin Node recuperado:
/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g. Quando solicitado, confirme se vocé deseja substituir o banco de dados Ml no Admin Node
recuperado.

O banco de dados e seus dados historicos sdo copiados para o Admin Node recuperado. Quando a
operagao de copia é concluida, o script inicia o n6 Admin recuperado.

h. Quando vocé nao precisar mais de acesso sem senha a outros servidores, remova a chave privada do
agente SSH. Introduza:ssh-add -D

6. Reinicie os servigos no Admin Node de origem: service servermanager start

17



Restaure as métricas do Prometheus ao recuperar o né de administragao nao
primario

Opcionalmente, vocé pode manter as métricas historicas mantidas pelo Prometheus em
um né Admin n&o primario que falhou.

Antes de comecar
* O Admin Node recuperado esta instalado e em execucao.

* O sistema StorageGRID inclui pelo menos dois nés de administracao.
* Vocé tem 0 Passwords. txt arquivo.
* Vocé tem a senha de provisionamento.

Sobre esta tarefa

Se um no6 Admin falhar, as métricas mantidas no banco de dados Prometheus no né Admin serdo perdidas.
Quando vocé recupera o Admin Node, o processo de instalagdo do software cria um novo banco de dados
Prometheus. Depois que o né de administragao recuperado ¢é iniciado, ele Registra as métricas como se vocé
tivesse executado uma nova instalagdo do sistema StorageGRID.

Se vocé restaurou um n6 Admin n&o primario, vocé podera restaurar as métricas historicas copiando o banco
de dados Prometheus do n6 Admin primario (o source Admin Node) para o né Admin recuperado.

Copiar o banco de dados Prometheus pode levar uma hora ou mais. Alguns recursos do
@ Gerenciador de Grade ficarao indisponiveis enquanto os servigos forem interrompidos no
Admin Node de origem.

Passos
1. Faca login no né de administragao de origem:

a. Introduza o seguinte comando: ssh admin@grid node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
. Digite o seguinte comando para mudar para root: su -
d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
2. No Admin Node de origem, pare o servigo Prometheus: service prometheus stop

3. Execute as seguintes etapas no n6 de administragédo recuperado:

a. Faca login no n6 de administragcéo recuperado:
. Introduza o seguinte comando: ssh admin@grid node IP
ii. Introduza a palavra-passe listada no Passwords. txt ficheiro.
iii. Digite o seguinte comando para mudar para root: su -
Iv. Introduza a palavra-passe listada no Passwords. txt ficheiro.
b. Pare o servico Prometheus: service prometheus stop
C. Adicione a chave privada SSH ao agente SSH. Introduza:ssh-add
d. Insira a senha de acesso SSH listada no Passwords. txt arquivo.

e. Copie o banco de dados Prometheus do né Admin de origem para o n6 Admin recuperado:
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/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

f. Quando solicitado, pressione Enter para confirmar que deseja destruir o novo banco de dados
Prometheus no né Admin recuperado.

O banco de dados Prometheus original e seus dados histdricos sao copiados para o Admin Node
recuperado. Quando a operagao de copia € concluida, o script inicia 0 né Admin recuperado. E
apresentado o seguinte estado:

Banco de dados clonado, iniciando servigos

a. Quando vocé nao precisar mais de acesso sem senha a outros servidores, remova a chave privada do
agente SSH. Introduza:ssh-add -D

4. Reinicie o servico Prometheus no Admin Node de origem.service prometheus start
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