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Alertas e alarmes

Gerenciar alertas e alarmes: Visao geral

O sistema de alerta StorageGRID foi concebido para o informar sobre problemas
operacionais que requerem a sua ateng¢ao. O sistema de alarme legado esta obsoleto.

Sistema de alerta

O sistema de alerta foi concebido para ser a sua principal ferramenta para monitorizar quaisquer problemas
que possam ocorrer no seu sistema StorageGRID. O sistema de alerta fornece uma interface facil de usar
para detetar, avaliar e resolver problemas.

Os alertas sao acionados em niveis de gravidade especificos quando as condi¢des das regras de alerta sdo
consideradas verdadeiras. Quando um alerta € acionado, ocorrem as seguintes agdes:

* Um icone de gravidade de alerta € mostrado no painel do Gerenciador de Grade e a contagem de Alertas
atuais é incrementada.
« O alerta é mostrado na pagina de resumo NOS e na guia NOS > node > Visio geral.

* Uma notificagédo por e-mail é enviada, supondo que vocé tenha configurado um servidor SMTP e fornecido
enderecos de e-mail para os destinatarios.

* Uma notificagdo SNMP (Simple Network Management Protocol) € enviada, supondo que vocé tenha
configurado o agente SNMP do StorageGRID.

Sistema de alarme legado

Como alertas, os alarmes sdo acionados em niveis especificos de gravidade quando os atributos atingem
valores de limite definidos. No entanto, ao contrario dos alertas, muitos alarmes séo acionados para eventos
que vocé pode ignorar com segurancga, o que pode resultar em um numero excessivo de notificacdes de e-
mail ou SNMP.

O sistema de alarme esta obsoleto e sera removido em uma versao futura. Se vocé ainda
@ estiver usando alarmes herdados, vocé deve fazer a transigcdo completa para o sistema de
alerta o mais rapido possivel.

Quando um alarme ¢é acionado, ocorrem as seguintes acoes:

* O alarme aparece na pagina SUPPORT > Alarmes (legacy) > current Alarms (alarmes atuais).

» Uma notificagédo por e-mail é enviada, supondo que vocé tenha configurado um servidor SMTP e
configurado uma ou mais listas de e-mail.

* Uma notificagdo SNMP pode ser enviada, supondo que vocé tenha configurado o agente SNMP do
StorageGRID. (As notificagdes SNMP nao sdo enviadas para todos os alarmes ou gravidades de alarme.)

Compare alertas e alarmes

Existem varias semelhancas entre o sistema de alerta e o sistema de alarme antigo, mas
o sistema de alerta oferece beneficios significativos e € mais facil de usar.



Consulte a tabela a seguir para saber como executar operagdes semelhantes.

Como posso ver quais alertas ou
alarmes estao ativos?

O que faz com que um alerta ou
um alarme seja acionado?

Se um alerta ou alarme for
acionado, como resolvo o
problema subjacente?

Onde posso ver uma lista de
alertas ou alarmes que foram
resolvidos?

Onde posso gerir as definicbes?

Alertas

» Selecione o link Current alerts
no painel.

* Selecione o alerta na pagina
NODES > Overview.

» Selecione ALERTAS > atual.

"Ver alertas atuais"

Os alertas sao acionados quando
uma expressao Prometheus em
uma regra de alerta é avaliada
como verdadeira para a condicéo e
duragao especificas do gatilho.

"Ver regras de alerta"

As acgdes recomendadas para um
alerta estao incluidas nas
notificagbes por e-mail e estéo
disponiveis nas paginas Alertas no
Gerenciador de Grade.

Conforme necessario, informacgdes
adicionais sao fornecidas na
documentagéo do StorageGRID.

"Referéncia de alertas"

Selecione ALERTAS > resolvido.

"Ver alertas atuais e resolvidos"

Selecione ALERTAS > regras.

"Gerenciar alertas"

Alarmes (sistema legado)

Selecione SUPPORT > Alarmes
(legacy) > Current Alarmes.

"Gerenciar alarmes (sistema
legado)"

Os alarmes sao acionados quando
um atributo StorageGRID atinge
um valor limite.

"Gerenciar alarmes (sistema
legado)"

Vocé pode aprender sobre um
alarme selecionando o nome do
atributo ou pode procurar um
codigo de alarme na
documentagao do StorageGRID.

"Referéncia de alarmes (sistema
legado)"

Selecione SUPPORT > Alarmes
(legacy) > Alarmes histoéricos.

"Gerenciar alarmes (sistema
legado)"

Selecione SUPPORT. Em seguida,
use as opc¢des na segao Alarmes
(legacy) do menu.

"Gerenciar alarmes (sistema
legado)"


https://docs.netapp.com/pt-br/storagegrid-118/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
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Quais permissdes do grupo de
usuarios eu preciso?

Como fago para gerenciar
notificacées por e-mail?

Como fago para gerenciar
notificagbes SNMP?

Como posso controlar quem
recebe notificagbes?

Alertas

* Qualquer pessoa que possa
entrar no Gerenciador de
Grade pode exibir alertas
atuais e resolvidos.

* Vocé deve ter a permissao
Gerenciar alertas para
gerenciar siléncios,
notificagbes de alerta e regras
de alerta.

"Administrar o StorageGRID"

Selecione ALERTAS >
Configuragao do e-mail.

Nota: como os alarmes e alertas
sao sistemas independentes, a
configuragéo de e-mail usada para
notificacdes de alarme e
AutoSupport ndo é usada para
notificagdes de alerta. No entanto,
vocé pode usar 0 mesmo servidor
de e-mail para todas as
notificacoes.

"Configurar notificacdes por e-mail
para alertas"

Selecione CONFIGURATION >
Monitoring > SNMP Agent.

"Utilize a monitorizagdo SNMP"

1. Selecione ALERTAS >
Configuragao do e-mail.

2. Na secao destinatarios, insira
um enderec¢o de e-mail para
cada lista de e-mail ou pessoa
que deve receber um e-mail
quando ocorrer um alerta.

"Configurar notificacdes por e-mail
para alertas"

Alarmes (sistema legado)

* Qualquer pessoa que possa
entrar no Gerenciador de
Grade pode exibir alarmes
legados.

* Vocé deve ter a permissao de
reconhecer alarmes para
reconhecer alarmes.

» Vocé deve ter a configuragao
da pagina de topologia de
Grade e outras permissoes de
configuragédo de grade para
gerenciar alarmes globais e
notificacbes de e-mail.

"Administrar o StorageGRID"

Selecione SUPPORT > Alarmes
(legacy) > Configuragao de e-
mail legado.

"Gerenciar alarmes (sistema
legado)"

Né&o suportado

1. Selecione SUPPORT >
Alarmes (legacy) >
Configuragao de e-mail
legado.

2. Criando uma lista de
discusséo.

3. Selecione notificagoes.
4. Selecione a lista de discusséo.

"Gerenciar alarmes (sistema
legado)"
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Quais nos de administrador enviam
notificacoes?

Como fago para suprimir algumas
notificacoes?

Como fago para suprimir todas as
notificacoes?

Como posso personalizar as
condigdes e os gatilhos?

Alertas

Um unico n6 de administragéo (o
remetente preferido).

Alarmes (sistema legado)

Um unico n6 de administragéo (o
remetente preferido).

"O que € um no6 de administracdo?" "O que € um n6 de administracdo?"

1. Selecione ALERTAS >
siléncios.

2. Selecione a regra de alerta que

deseja silenciar.

3. Especifique uma duragao para
o siléncio.

4. Selecione a gravidade do alerta

que deseja silenciar.

5. Selecione para aplicar o
siléncio a toda a grade, a um
unico local ou a um unico noé.

Nota: Se vocé ativou o agente
SNMP, os siléncios também
suprimem traps SNMP e informam.

"Silenciar notificagdes de alerta"

Selecione ALERTAS >
siléncios.em seguida, selecione
todas as regras.

Nota: Se vocé ativou o agente
SNMP, os siléncios também
suprimem traps SNMP e informam.

"Silenciar notificacdes de alerta"

1. Selecione ALERTAS > regras.

2. Selecione uma regra padrao
para editar ou selecione criar
regra personalizada.

"Editar regras de alerta"

"Crie regras de alerta
personalizadas"

1. Selecione SUPPORT >
Alarmes (legacy) >
Configuragao de e-mail
legado.

2. Selecione notificagoes.

3. Selecione uma lista de
discussédo e selecione
suprimir.

"Gerenciar alarmes (sistema
legado)"

Né&o suportado

1. Selecione SUPPORT >
Alarmes (legacy) > Alarmes
globais.

2. Crie um alarme personalizado
global para substituir um
alarme padrao ou para
monitorar um atributo que néo
tenha um alarme padréo.

"Gerenciar alarmes (sistema
legado)"


https://docs.netapp.com/pt-br/storagegrid-118/primer/what-admin-node-is.html
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Alertas Alarmes (sistema legado)

Como posso desativar um alerta 1. Selecione ALERTAS > regras. 1. Selecione SUPPORT >

individual ou um alarme? . . Alarmes (legacy) > Alarmes
2. Selecione a regra e selecione globais

Editar regra.

. ~ 2. Selecione a regra e selecione o
3. Desmarque a caixa de selecao

Enabled. icone Editar.
3. Desmarque a caixa de selec¢ao
"Desativar regras de alerta" Enabled.

"Gerenciar alarmes (sistema
legado)"

Gerenciar alertas

Gerenciar alertas: Visao geral

O sistema de alerta fornece uma interface facil de usar para detetar, avaliar e resolver os
problemas que podem ocorrer durante a operacao do StorageGRID.

Vocé pode criar alertas personalizados, editar ou desativar alertas e gerenciar notificagdes de alerta.
Para saber mais:

* Reveja o video: "Video: Viséo geral dos alertas para o StorageGRID 11,8"
* Reveja o video: "Video: Usando métricas para criar alertas personalizados no StorageGRID 11,8"

* Consulte "Referéncia de alertas".

Ver regras de alerta

As regras de alerta definem as condi¢gdes que acionam "alertas especificos"o . O
StorageGRID inclui um conjunto de regras de alerta padréo, que vocé pode usar como
esta ou modificar, ou vocé pode criar regras de alerta personalizadas.

Vocé pode ver a lista de todas as regras de alerta padréao e personalizado para saber quais condigdes
acionarao cada alerta e para ver se algum alerta esta desativado.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".
* Vocé tem o "Gerencie alertas ou permissao de acesso root".

* Opcionalmente, vocé assistiu ao video: "Video: Visao geral dos alertas para o StorageGRID 11,8"

Passos
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1. Selecione ALERTAS > regras.

A pagina regras de alerta é exibida.

Alert Rules W Leam more
Alert rules define which cenditions trigger specific alerts.

You can edit the conditions for default alert rules to better suit your environment, or create custom alert rules that use your own conditions for triggering alerts.

Create custom rule | # Editrule || % Re g C e

Name Conditions Type  Status *

Appliance battery expired storagegrid_appliance_component failure{type="REC_EXPIRED_BATTERY"} botait | Eniied
efault  Enable

The battery in the appliance’s storage controller has expired. Major > 0

Appliance battery failed storagegrid_appliance_component_failure{type="REC_FAILED BATTERY"} S e
efault | Enables

The battery in the appliance’s storage controller has failed Major >0

Appliance tiattery hasinsuficlont lsamed capacily storagegrid_appliance_component_failure{type="REC_BATTERY_WARN"}
The battery in the appliance’s storage controller has insufficient Default | Enabled

learned capacity. Major > 0

ZPpiance taltey nearexpiiation storagegrid_appliance. component_failure{type="REC. BATTERY NEAR_EXPIRATION"

The battery in the appliance’s storage controller is nearing Default | Enabled
i Major =0

expiration

Appliance battery removed storagegrid_appliance_component_failureftype="REC_REMOVED_BATTERY"} Default | Enabled
efault | Enable

The battery in the appliance’s storage controller is missing Major > 0

Appliance battery too hot storagegrid_appliance_component_failure{lype="REC_BATTERY_OVERTEMP"} Bl reRey
efault | Enable:

The battery in the appliance’s storage controller is overheated. Major >0

Appliance cache backup device failed storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_FAILED"} Default | Enabled
efault Enable

A persistent cache backup device has failed Major = 0

Appliance cache backup device insufficient capacity storagegrid_appliance_component_failureftype="REC_CACHE_BACKUP_DEVICE_INSUFFICIENT_CAPACITY"} Defauk | Enabled
efault | Enable

There is insufficient cache backup device capacity Major > 0

Appliance cache backup device write-protected storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_WRITE_PROTECTED'} Default | Enabled
efault Enabls

A cache backup device is write-protected. Major > 0

Appliance cache memory size mismatch storagegnd_appliance_component_failureftype="REC_CACHE_MEM_SIZE_MISMATCH'} Default | Enabled
efault | Enable:

The two controllers in the appliance have different cache sizes Major > 0

Displaying 62 alert rules

2. Reveja as informacgdes na tabela de regras de alerta:

Cabecalho da coluna Descricao

Nome O nome exclusivo e a descri¢cdo da regra de alerta. As regras de alerta
personalizadas sao listadas primeiro, seguidas pelas regras de alerta padréo.
O nome da regra de alerta é o assunto das notificagdes por e-mail.



Cabecalho da coluna Descrigédo

Condicoes As expressdes Prometheus que determinam quando esse alerta é acionado.
Um alerta pode ser acionado em um ou mais dos seguintes niveis de
gravidade, mas nao & necessaria uma condi¢ao para cada gravidade.

Critico 6: existe uma condi¢ao anormal que interrompeu as operagoes
normais de um né ou servigo StorageGRID. Vocé deve abordar o
problema subjacente imediatamente. A interrup¢ao do servigo e a perda
de dados podem resultar se o problema nao for resolvido.

Major G: existe uma condigao anormal que esta afetando as operagdes
atuais ou se aproximando do limite para um alerta critico. Vocé deve
investigar os principais alertas e resolver quaisquer problemas
subjacentes para garantir que a condi¢gdo anormal n&o pare a operagao
normal de um né ou servigo StorageGRID.

Minor . 0 sistema esta operando normalmente, mas existe uma
condicao anormal que pode afetar a capacidade do sistema de operar se
ele continuar. Vocé deve monitorar e resolver alertas menores que nao
sejam claros por conta prépria para garantir que eles n&do resultem em um
problema mais sério.

Tipo O tipo de regra de alerta:

» Default: Uma regra de alerta fornecida com o sistema. Vocé pode
desativar uma regra de alerta padréo ou editar as condigbes e a duragao
de uma regra de alerta padrao. Ndo é possivel remover uma regra de
alerta padrao.

» Padrao*: Uma regra de alerta padrao que inclui uma condigéo ou duragao
editada. Conforme necessario, vocé pode reverter facilmente uma
condigao modificada de volta ao padrao original.

» Custom: Uma regra de alerta que vocé criou. Vocé pode desativar, editar
e remover regras de alerta personalizadas.

Estado Se esta regra de alerta esta atualmente ativada ou desativada. As condi¢des
para regras de alerta desativadas néo séo avaliadas, portanto, nenhum alerta
€ acionado.

Crie regras de alerta personalizadas

Vocé pode criar regras de alerta personalizadas para definir suas préprias condicdes
para acionar alertas.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Gerencie alertas ou permissao de acesso root".

¢ Vocé esta familiarizado com o "Métricas de Prometheus comumente usadas".


https://docs.netapp.com/pt-br/storagegrid-118/admin/web-browser-requirements.html
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* Vocé entende o "Sintaxe das consultas Prometheus".

* Opcionalmente, vocé assistiu o video: "Video: Usando métricas para criar alertas personalizados no
StorageGRID 11,8".

Sobre esta tarefa

O StorageGRID néo valida alertas personalizados. Se vocé decidir criar regras de alerta personalizadas, siga
estas diretrizes gerais:

» Observe as condigbes para as regras de alerta padréo e use-as como exemplos para suas regras de
alerta personalizadas.

» Se vocé definir mais de uma condigdo para uma regra de alerta, use a mesma expressao para todas as
condigdes. Em seguida, altere o valor limite para cada condigao.

« Verifique cuidadosamente cada condi¢ao para erros de digitacao e logica.
* Use apenas as métricas listadas na API de Gerenciamento de Grade.

* Ao testar uma expressao usando a API Grid Management, esteja ciente de que uma resposta "bem-
sucedida" pode ser um corpo de resposta vazio (nenhum alerta acionado). Para ver se o alerta é
realmente acionado, vocé pode definir temporariamente um limite para um valor que vocé espera ser
verdadeiro atualmente.

Por exemplo, para testar a expressdo node memory MemTotal bytes < 24000000000, execute
primeiro node memory MemTotal bytes >= 0 e certifique-se de obter os resultados esperados (todos
0s noés retornam um valor). Em seguida, altere o operador e o limite de volta para os valores pretendidos e
execute novamente. Nenhum resultado indica que ndo ha alertas atuais para essa expressao.

* Nao assuma que um alerta personalizado esta funcionando, a menos que vocé tenha validado que o
alerta é acionado quando esperado.

Passos
1. Selecione ALERTAS > regras.

A pagina regras de alerta é exibida.
2. Selecione criar regra personalizada.

A caixa de dialogo criar regra personalizada é exibida.


https://prometheus.io/docs/prometheus/latest/querying/basics/
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Create Custom Rule

Enabled |«

Unigue Name

Description

Recommendad Aclions
(optional)

Conditions ©

Minar
Major

Crfical

Enter the amount of ime a condition must continuously remain in effect before an alert is triggered.

Duration 3] minutes v

3. Marque ou desmarque a caixa de sele¢cao Enabled para determinar se essa regra de alerta esta ativada
no momento.

Se uma regra de alerta estiver desativada, suas expressbes néo serado avaliadas e nenhum alerta sera
acionado.

4. Introduza as seguintes informagoes:

Campo Descrigao

Nome unico Um nome exclusivo para esta regra. O nome da regra de alerta é
mostrado na pagina Alertas e também € o assunto das notificagdes
por e-mail. Os nomes das regras de alerta podem ter entre 1 e 64
carateres.



Campo Descrigcao

Descricéo Uma descricédo do problema que esta ocorrendo. A descricéo é a
mensagem de alerta mostrada na pagina Alertas e nas notificagbes
por e-mail. As descrigbes das regras de alerta podem ter entre 1 e
128 carateres.

Acbes recomendadas Opcionalmente, as agdes recomendadas a serem tomadas quando
esse alerta for acionado. Insira as acées recomendadas como texto
simples (sem codigos de formatagéo). As agcdes recomendadas para
regras de alerta podem ter entre 0 e 1.024 carateres.

5. Na segdo condigdes, insira uma expressdo Prometheus para um ou mais niveis de gravidade de alerta.
Uma expressao basica é geralmente da forma:
[metric] [operator] [value]

As expressdes podem ter qualquer comprimento, mas aparecem em uma Unica linha na interface do
usuario. Pelo menos uma expressao € necessaria.

Esta expressao faz com que um alerta seja acionado se a quantidade de RAM instalada para um n¢ for
inferior a 24.000.000.000 bytes (24 GB).

node memory MemTotal bytes < 24000000000

Para ver as métricas disponiveis e testar expressdes Prometheus, selecione o icone de ajuda e siga o
link para a secdo métricas da APl de Gerenciamento de Grade.

6. No campo duracgao, insira o periodo de tempo em que uma condi¢cdo deve permanecer em vigor
continuamente antes que o alerta seja acionado e selecione uma unidade de tempo.

Para acionar um alerta imediatamente quando uma condig¢ao se tornar verdadeira, digite 0. Aumente esse
valor para evitar que condigbes temporarias acionem alertas.

O padréao é 5 minutos.
7. Selecione Guardar.

A caixa de dialogo fecha-se e a nova regra de alerta personalizada aparece na tabela regras de alerta.

Editar regras de alerta

Vocé pode editar uma regra de alerta para alterar as condi¢gdes do gatilho. Para uma
regra de alerta personalizada, vocé também pode atualizar o nome da regra, a descrigédo
e as agoes recomendadas.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Gerencie alertas ou permissédo de acesso root".

Sobre esta tarefa
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Ao editar uma regra de alerta padréo, vocé pode alterar as condi¢des para alertas menores, maiores e criticos
e a duragdo. Ao editar uma regra de alerta personalizada, vocé também pode editar o nome, a descrigéo e as
acdes recomendadas da regra.

Tenha cuidado ao decidir editar uma regra de alerta. Se vocé alterar os valores do gatilho,
talvez n&o detete um problema subjacente até que ele impega que uma operacgao critica seja
concluida.

Passos
1. Selecione ALERTAS > regras.

A pagina regras de alerta é exibida.

2. Selecione o botédo de opgéao para a regra de alerta que deseja editar.

3. Selecione Editar regra.

A caixa de dialogo Editar regra é exibida. Este exemplo mostra uma regra de alerta padrédo - os campos
Nome exclusivo, Descricdo e acdes recomendadas estao desativados e ndo podem ser editados.

Edit Rule - Low installed node memory

Enabled ¥
Unigue Name Low installed node memory
Description The amount of installed memory on a node is low.
s
Recommended Actions {optional) Increase the amount of RAM available to the virtual machine or Linux host. Check the threshold value

for the major alert to determine the default minimum reguirement for a StorageGRID node.
See the instructions for your platiorm:

» Whiware instaliation
» Red Hat Enterprise Linux or CentQS instaliation
= Ubuntu or Debian instaliation

Conditions ©
Minor
IMajor node_memory_MemTotal_pytes < 24883888828
Critical node_memory_MemTotal_bytes <= 12886800804

Enter the amount of time a condition must continuously remain in effect before an alert is triggered.

Duration 2 minutes v

4. Marque ou desmarque a caixa de selecao Enabled para determinar se essa regra de alerta esta ativada
no momento.
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Se uma regra de alerta estiver desativada, suas expressdes nao serdo avaliadas e nenhum alerta sera

acionado.

@ Se desativar a regra de alerta para um alerta atual, tem de aguardar alguns minutos para
que o alerta deixe de aparecer como um alerta ativo.

Em geral, desativar uma regra de alerta padrdo ndo é recomendado. Se uma regra de
@ alerta estiver desativada, talvez vocé nao detete um problema subjacente até que ela
impeca que uma operagao critica seja concluida.

5. Para regras de alerta personalizadas, atualize as seguintes informag¢des conforme necessario.

@ Nao é possivel editar essas informagdes para regras de alerta padrao.
Campo Descrigao
Nome unico Um nome exclusivo para esta regra. O nome da regra de alerta é

Descricéo

Acdes recomendadas

mostrado na pagina Alertas e também é o assunto das notificagdes
por e-mail. Os nomes das regras de alerta podem ter entre 1 e 64
carateres.

Uma descrigado do problema que esta ocorrendo. A descrigédo € a
mensagem de alerta mostrada na pagina Alertas e nas notificagbes
por e-mail. As descrigbes das regras de alerta podem ter entre 1 e
128 carateres.

Opcionalmente, as agbes recomendadas a serem tomadas quando
esse alerta for acionado. Insira as agdes recomendadas como texto
simples (sem codigos de formatagéo). As agdes recomendadas para
regras de alerta podem ter entre 0 e 1.024 carateres.

6. Na secao condigdes, insira ou atualize a expressdo Prometheus para um ou mais niveis de gravidade de

alerta.

@ Se vocé quiser restaurar uma condigéo para uma regra de alerta padrao editada de volta ao
seu valor original, selecione os trés pontos a direita da condigdo modificada.

Conditions @

Critical

node_memory_MemTotal_bytes <= 14000800208 th

node_memory_MemTotal_bytes < 24082020820

Se vocé atualizar as condigbes para um alerta atual, suas alteragdes podem nao ser
implementadas até que a condigao anterior seja resolvida. Da proxima vez que uma das
condicOes para a regra for atendida, o alerta refletira os valores atualizados.

12



Uma expressao basica é geralmente da forma:
[metric] [operator] [value]

As expressdes podem ter qualquer comprimento, mas aparecem em uma Unica linha na interface do
usuario. Pelo menos uma expressao € necessaria.

Esta expressao faz com que um alerta seja acionado se a quantidade de RAM instalada para um né for
inferior a 24.000.000.000 bytes (24 GB).

node memory MemTotal bytes < 24000000000

7. No campo duragao, insira o periodo de tempo em que uma condigdo deve permanecer em vigor
continuamente antes que o alerta seja acionado e selecione a unidade de tempo.

Para acionar um alerta imediatamente quando uma condigéo se tornar verdadeira, digite 0. Aumente esse
valor para evitar que condi¢des temporarias acionem alertas.

O padrao é 5 minutos.
8. Selecione Guardar.
Se vocé editou uma regra de alerta padrdo, padrao* aparecera na coluna tipo. Se vocé desativou uma
regra de alerta padrdo ou personalizada, Disabled sera exibido na coluna Status.
Desativar regras de alerta

Vocé pode alterar o estado ativado/desativado para uma regra de alerta padrao ou
personalizada.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Gerencie alertas ou permissao de acesso root".

Sobre esta tarefa
Quando uma regra de alerta é desativada, suas expressdes nado sdo avaliadas e nenhum alerta é acionado.

Em geral, desativar uma regra de alerta padrdo ndo é recomendado. Se uma regra de alerta
estiver desativada, talvez vocé ndo detete um problema subjacente até que ela impega que
uma operagcao critica seja concluida.

Passos
1. Selecione ALERTAS > regras.

A pagina regras de alerta é exibida.

2. Selecione o botdo de opgéao para a regra de alerta que deseja desativar ou ativar.

3. Selecione Editar regra.
A caixa de dialogo Editar regra é exibida.

4. Marque ou desmarque a caixa de selecdo Enabled para determinar se essa regra de alerta esta ativada
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no momento.

Se uma regra de alerta estiver desativada, suas expressdes nao serao avaliadas e nenhum alerta sera
acionado.

@ Se desativar a regra de alerta para um alerta atual, tem de aguardar alguns minutos para
que o alerta deixe de ser apresentado como um alerta ativo.

5. Selecione Guardar.

Disabled aparece na coluna Status.

Remover regras de alerta personalizadas
Vocé pode remover uma regra de alerta personalizada se nao quiser mais usa-la.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé tem o "Gerencie alertas ou permissao de acesso root".

Passos
1. Selecione ALERTAS > regras.

A pagina regras de alerta é exibida.

2. Selecione o botédo de opgéao para a regra de alerta personalizada que deseja remover.
Nao é possivel remover uma regra de alerta padrao.

3. Selecione Remover regra personalizada.
E apresentada uma caixa de dialogo de confirmagao.

4. Selecione OK para remover a regra de alerta.

Todas as instancias ativas do alerta serdo resolvidas dentro de 10 minutos.

Gerenciar notificagoes de alerta

Configurar notificagoes SNMP para alertas

Se vocé quiser que o StorageGRID envie notificagbes SNMP quando ocorrerem alertas,
vocé devera ativar o agente SNMP do StorageGRID e configurar um ou mais destinos de
intercetacgao.

Vocé pode usar a opcao CONFIGURATION > Monitoring > SNMP Agent no Gerenciador de Grade ou os
endpoints SNMP da API de Gerenciamento de Grade para habilitar e configurar o agente SNMP do
StorageGRID. O agente SNMP suporta todas as trés versdes do protocolo SNMP.

Para saber como configurar o agente SNMP, "Utilize a monitorizagdo SNMP"consulte .

Depois de configurar o agente SNMP do StorageGRID, dois tipos de notificagdes orientadas a eventos podem
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ser enviados:

» Traps sao notificagdes enviadas pelo agente SNMP que néo requerem confirmagao pelo sistema de
gerenciamento. Traps servem para notificar o sistema de gerenciamento de que algo aconteceu dentro do
StorageGRID, como um alerta sendo acionado. Traps sdo suportados em todas as trés versées do SNMP.

* Os informes sdo semelhantes aos traps, mas requerem reconhecimento pelo sistema de gestédo. Se o
agente SNMP néao receber uma confirmagao dentro de um determinado periodo de tempo, ele reenvia a
informacgao até que uma confirmagéo seja recebida ou o valor maximo de tentativa tenha sido atingido. As
informacgdes sdo suportadas em SNMPv2c e SNMPV3.

Notificagdes de intercetacéo e informacao sdo enviadas quando um alerta padrao ou personalizado é
acionado em qualquer nivel de gravidade. Para suprimir notificacdes SNMP para um alerta, tem de configurar
um siléncio para o alerta. "Silenciar notificagées de alerta"Consulte .

Se a sua implantagao do StorageGRID incluir varios nés de administragéo, o né de administragao principal é o
remetente preferido para notificacdes de alerta, pacotes AutoSupport, traps e informes SNMP e notificacdes
de alarme herdadas. Se o né de administragao principal ficar indisponivel, as notificagdes serao enviadas
temporariamente por outros nés de administragdo. "O que € um no de administracao?"Consulte .

Configurar notificagées por e-mail para alertas

Se vocé quiser que as notificagdes por e-mail sejam enviadas quando os alertas
ocorrerem, vocé deve fornecer informacdes sobre o servidor SMTP. Vocé também deve
inserir enderecos de e-mail para os destinatarios das notificacoes de alerta.

Antes de comegar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Gerencie alertas ou permissao de acesso root".

Sobre esta tarefa

Como os alarmes e alertas séo sistemas independentes, a configuragdo de e-mail usada para notificagdes de
alerta ndo é usada para notificacdes de alarme e pacotes AutoSupport. No entanto, vocé pode usar o mesmo
servidor de e-mail para todas as notificagbes.

Se a sua implantag&o do StorageGRID incluir varios nés de administragdo, o n6é de administragéo principal € o
remetente preferido para notificagdes de alerta, pacotes AutoSupport, traps e informes SNMP e notificagdes
de alarme herdadas. Se o né de administracéo principal ficar indisponivel, as notificacdes serdo enviadas
temporariamente por outros nés de administracéo. "O que € um no de administracédo?"Consulte .

Passos
1. Selecione ALERTAS > Configuracao do e-mail.

A pagina Configuragao de e-mail é exibida.
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Email Setup

You can configure the email server for alert notifications, define filters to limit the number of notifications, and enter email addresses for alert recipients.

Use these settings to define the email server used for alert notifications. These seftings are not used for alarm nofifications and AutoSupport See
Managing alerts and alarms in the instructions for monitoring and troubleshooting StorageGRID.

Enable Email Notifications @

2. Marque a caixa de selegao Ativar notificagdes por e-mail para indicar que deseja que os e-mails de
notificagdo sejam enviados quando os alertas atingirem limites configurados.

As secdes servidor de e-mail (SMTP), TLS (Transport Layer Security), enderecos de e-mail e filtros séo
exibidas.

3. Na segéo servidor de e-mail (SMTP), insira as informagdes que o StorageGRID precisa para acessar seu
servidor SMTP.

Se o servidor SMTP exigir autenticagao, vocé deve fornecer um nome de usuario e uma senha.

Campo Introduza

Servidor de correio O nome de dominio totalmente qualificado (FQDN) ou o endereco IP
do servidor SMTP.

Porta A porta usada para acessar o servidor SMTP. Deve estar entre 1 e
65535.

Nome de utilizador (opcional) Se o servidor SMTP exigir autenticagéo, insira o nome de usuario

com o qual se autenticar.

Senha (opcional) Se o servidor SMTP exigir autenticagao, introduza a palavra-passe
com a qual pretende autenticar.

Email (SMTP) Server

Mail Server @ 10.224.1.250
Port @ 25
Username (optional) & smtpuser

Password (optional) @ | esseses

4. Na secao enderegos de e-mail, insira enderecos de e-mail para o remetente e para cada destinatario.

a. Para Endereco de e-mail do remetente, especifique um enderego de e-mail valido para usar como
endereco de para notificacdes de alerta.
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Por exemplo: storagegrid-alerts@example.com

b. Na secéao destinatarios, insira um endereg¢o de e-mail para cada lista de e-mail ou pessoa que deve
receber um e-mail quando ocorrer um alerta.

Selecione o icone de mais <=para adicionar destinatarios.

Email Addresses

Sender Email Address @ storagegrid-alerts@example.com
Recipient1 @ recipient! @example.com x
Recipient 2 € recipient2 @example_ com + X

5. Se a TLS (Transport Layer Security) for necessaria para comunicagées com o servidor SMTP, selecione
Require TLS na segéo TLS (Transport Layer Security).

a. No campo certificado CA, fornega o certificado CA que sera usado para verificar a identificagdo do
servidor SMTP.

Vocé pode copiar e colar o conteudo neste campo ou selecionar Procurar e selecionar o arquivo.
Vocé deve fornecer um unico arquivo que contenha os certificados de cada autoridade de certificacao
de emissao intermediaria (CA). O arquivo deve conter cada um dos arquivos de certificado CA

codificados em PEM, concatenados em ordem de cadeia de certificados.

b. Marque a caixa de selegao Send Client Certificate se o servidor de e-mail SMTP exigir que os
remetentes de e-mail fornegam certificados de cliente para autenticagao.

c. No campo Client Certificate, forneca o certificado de cliente codificado em PEM para enviar para o
servidor SMTP.

Vocé pode copiar e colar o conteudo neste campo ou selecionar Procurar e selecionar o arquivo.

d. No campo chave privada, insira a chave privada do certificado do cliente na codificagdo PEM né&o
criptografada.

Vocé pode copiar e colar o conteudo neste campo ou selecionar Procurar e selecionar o arquivo.

@ Se for necessario editar a configuragdo do e-mail, selecione o icone de lapis para
atualizar este campo.
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Transport Layer Security (TLS)

Require TLS @&

CA Cerificate @

Send Client Cedificate @

Client Cedificate @

Private Key @

o]

-----BEGIN CERTIFICATE-----
1234567898abcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMHOPQRSTUNIWKYZ1234567898
-----END CERTIFICATE-----

Erowse

%

-—---BEGIN CERTIFICATE----—-
1234567898abcdefghijklmnopgrstuvixyz
ABCDEFGHIJKLMNOPQRSTUVIWXYZ1234567898
-----END CERTIFICATE-----

Browse

-----BEGIN PRIVATE KEY-----
1234567898sbcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMNOPQRSTUVIKYZ1234567290
-----BEGIN PRIVATE KEY-----

Browse

6. Na secao filtros, selecione quais niveis de gravidade de alerta devem resultar em notificagdes por e-mail,
a menos que a regra de um alerta especifico tenha sido silenciada.

Gravidade

Menor, maior, critico

Importante, critico
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Descricao

Uma notificagédo por e-mail € enviada quando a condigdo menor,
maior ou critica de uma regra de alerta é atendida.

Uma notificagcdo por e-mail é enviada quando a condic&o principal ou
critica de uma regra de alerta é atendida. As notificagdes ndo séo

enviadas para alertas menores.



Gravidade Descrigao

Apenas critica Uma notificagédo por e-mail é enviada somente quando a condicao
critica de uma regra de alerta é atendida. As notificagdes ndo séo
enviadas para alertas menores ou maiores.

Filters

Severity @ ® Minor, major, critical Major, critical Critical only

7. Quando estiver pronto para testar suas configuragdes de e-mail, execute estas etapas:

a. Selecione Enviar e-mail de teste.
Uma mensagem de confirmagao é exibida, indicando que um e-mail de teste foi enviado.

b. Marque as caixas de entrada de todos os destinatarios de e-mail e confirme se um e-mail de teste foi
recebido.

@ Se o e-mail n&o for recebido em poucos minutos ou se o alerta Falha na notificagao
por e-mail for acionado, verifique as configura¢des e tente novamente.

c. Faca login em qualquer outro n6 Admin e envie um e-mail de teste para verificar a conetividade de
todos os sites.

Ao testar notificagbes de alerta, vocé deve entrar em cada né de administragdo para

@ verificar a conetividade. Isso € em contraste com o teste de pacotes AutoSupport e
notificagbes de alarme legadas, onde todos os nds de administragdo enviam o e-mail de
teste.

8. Selecione Guardar.
Enviar um e-mail de teste ndo salva suas configuragdes. Vocé deve selecionar Salvar.

As configuragdes de e-mail séo salvas.

Informagoes incluidas nas notificagées por e-mail de alerta

Depois de configurar o servidor de e-mail SMTP, as notificagées de e-mail sdo enviadas aos destinatarios
designados quando um alerta é acionado, a menos que a regra de alerta seja suprimida por um siléncio.
"Silenciar notificagdes de alerta"Consulte .

As notificagdes por e-mail incluem as seguintes informacgbes:
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NetApp StorageGRID

Low object data storage (6 alerts) @

The space available for storing object data is low. @

Recommended actions @

Perform an expansion procedure. You can add storage volumes (LUNs) to existing Storage Modes, or you can add new Storage Modes. See the instructions
for expanding a StorageGRID system.

DC1-51-226
Node
Site
Severity
Time triggered

DC1-51-226 @

DC1 225-230

Minor

FriJun 28 14:43:27 UTC 2019

Jobh storagegrid

Service ldr
DC1-52-227

Node DC1-52-227

Site DC1 225-230

Severity Minor

Time triggered

Frilun 28 14:43:27 UTC 2019

Joh storagegrid
Service Idr
(s)
Sent from: DC1-ADM1-225 \-—/

Legenda Descricéao

1 O nome do alerta, seguido pelo nimero de instancias ativas deste alerta.

2 A descri¢ao do alerta.

3 Quaisquer agdes recomendadas para o alerta.

4 Detalhes sobre cada instancia ativa do alerta, incluindo o né e o site afetados, a gravidade do
alerta, a hora UTC em que a regra de alerta foi acionada e o nome da tarefa e servigo
afetados.

5 O nome do host do né Admin que enviou a notificagao.

Como os alertas sado agrupados

Para evitar que um numero excessivo de notificagdes por e-mail seja enviado quando os alertas sdo
acionados, o StorageGRID tenta agrupar varios alertas na mesma notificagéo.

Consulte a tabela a seguir para obter exemplos de como o StorageGRID agrupa varios alertas em notificagbes

por e-mail.
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Comportamento

Cada notificagdo de alerta aplica-se apenas a alertas
com o mesmo nome. Se dois alertas com nomes
diferentes forem acionados ao mesmo tempo, duas
notificacdes por e-mail serdo enviadas.

Para um alerta especifico em um né especifico, se os
limites forem atingidos por mais de uma gravidade,
uma notificagao sera enviada apenas para o alerta
mais grave.

Na primeira vez que um alerta é acionado, o
StorageGRID aguarda 2 minutos antes de enviar uma
notificacdo. Se outros alertas com o mesmo nome
forem acionados durante esse periodo, o
StorageGRID agrupa todos os alertas na notificagéo
inicial.

Se um outro alerta com o mesmo nome for acionado,
o StorageGRID aguarda 10 minutos antes de enviar
uma nova notificagéo. A nova notificagéo relata todos
os alertas ativos (alertas atuais que ndo foram
silenciados), mesmo que tenham sido reportados
anteriormente.

Se houver varios alertas atuais com o mesmo nome e
um desses alertas for resolvido, uma nova notificagéo
ndo sera enviada se o alerta ocorrer novamente no
noé para o qual o alerta foi resolvido.

O StorageGRID continua a enviar notificagbes por e-
mail uma vez a cada 7 dias até que todas as
instancias do alerta sejam resolvidas ou a regra de
alerta seja silenciada.

Solucionar problemas de notificagdes por e-mail de alerta

Exemplo

* O alerta A é acionado em dois n6és ao mesmo
tempo. Apenas uma notificagcao é enviada.

* O alertaAé acionadononé 1eoalertaB é
acionado no n6 2 ao mesmo tempo. Duas
notificacdes sdo enviadas - uma para cada alerta.

» O alerta A é acionado e os limites de alerta
menor, maior e critico sdo atingidos. Uma
notificacéo € enviada para o alerta critico.

1. O alerta A é acionado no n6 1 as 08:00.
Nenhuma notificacéo é enviada.

2. O alerta A é acionado no n6 2 as 08:01.
Nenhuma notificagéo & enviada.

3. As 08:02, uma notificacdo é enviada para relatar
ambas as instancias do alerta.

1. O alerta A é acionado no n6 1 as 08:00. Uma
notificacdo é enviada as 08:02.

2. O alerta A é acionado no n6 2 as 08:05. Uma
segunda notificagéo € enviada as 08:15 (10
minutos depois). Ambos os nds sao relatados.

1. O alerta A é acionado paraondé 1. Uma
notificagéo é enviada.

2. O alerta A é acionado para o n6 2. Uma segunda
notificacao é enviada.

3. O alerta A foi resolvido para o n6 2, mas
permanece ativo para o no 1.

4. O alerta A é acionado novamente para o no 2.
Nenhuma nova notificagédo é enviada porque o
alerta ainda esta ativo paraoné 1.

1. O alerta A é acionado para o n6 1 em 8 de margo.
Uma notificagéo é enviada.

2. O alerta A nao foi resolvido ou silenciado.
Notificagdes adicionais sao enviadas em 15 de
marco, 22 de marco, 29 de marco, e assim por
diante.

Se o alerta Falha na notificagao por e-mail for acionado ou vocé nao conseguir receber a notificagao por e-
mail de alerta de teste, siga estas etapas para resolver o problema.
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Antes de comecar
» Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Gerencie alertas ou permissédo de acesso root".

Passos
1. Verifique as suas definigdes.

a. Selecione ALERTAS > Configuragao do e-mail.
b. Verifique se as configuragdes do servidor de e-mail (SMTP) estéo corretas.
c. Verifique se vocé especificou enderecos de e-mail validos para os destinatarios.
2. Verifique o filtro de spam e certifique-se de que o e-mail nao foi enviado para uma pasta de lixo eletroénico.

3. Peca ao administrador de e-mail para confirmar que os e-mails do endereco do remetente nao estao
sendo bloqueados.

4. Colete um arquivo de log para o Admin Node e entre em Contato com o suporte técnico.

O suporte técnico pode usar as informagdes nos logs para ajudar a determinar o que deu errado. Por
exemplo, o arquivo prometheus.log pode mostrar um erro ao se conetar ao servidor especificado.

"Colete arquivos de log e dados do sistema"Consulte .

Silenciar notificagoes de alerta

Opcionalmente, vocé pode configurar siléncios para suprimir temporariamente as
notificacdes de alerta.

Antes de comecgar
» Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé tem o "Gerencie alertas ou permissao de acesso root".

Sobre esta tarefa

Vocé pode silenciar as regras de alerta em toda a grade, em um unico local ou em um Unico né e para uma ou
mais severidades. Cada siléncio suprime todas as notificagbes de uma unica regra de alerta ou de todas as
regras de alerta.

Se tiver ativado o agente SNMP, os siléncios também suprimem traps SNMP e informam.

@ Tenha cuidado ao decidir silenciar uma regra de alerta. Se vocé silenciar um alerta, talvez néo
detete um problema subjacente até que ele impega que uma operacgao critica seja concluida.

@ Como os alarmes e alertas séo sistemas independentes, vocé nao pode usar essa
funcionalidade para suprimir as notificacbes de alarme.

Passos
1. Selecione ALERTAS > siléncios.

E apresentada a pagina siléncios.
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Silences

You can configure silences to temporarily suppress alert notifications. Each silence suppresses the notifications for an alert rule at one or more severities. You can
suppress an alert rule on the entire grid, a single site, or a single node.

# Edit || % Remove
Alert Rule Description Severity Time Remaining Nodes

No results found.

2. Selecione criar.

A caixa de dialogo criar Siléncio é exibida.
Create Silence
Alert Rule ¥
Description (optional)
Duration Minutes r

Severity Minor only Minor, major Minor, major, critical

Modes StorageGRID Deployment
Data Center 1
DC1-ADMA
DC1-GA1
DC1-31
DC1-52
DC1-53

3. Selecione ou introduza as seguintes informagoes:

Campo Descrigao

Regra de alerta O nome da regra de alerta que vocé deseja silenciar. Vocé pode selecionar
qualquer regra de alerta padrdo ou personalizada, mesmo que a regra de
alerta esteja desativada.

Observacao: Selecione todas as regras se quiser silenciar todas as regras
de alerta usando os critérios especificados nesta caixa de dialogo.
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4. Selecione Guardar.

Campo

Descricéo

Duracéo

Gravidade

Descrigédo

Opcionalmente, uma descrigdo do siléncio. Por exemplo, descreva o proposito
deste siléncio.

Quanto tempo vocé quer que esse siléncio permanega em vigor, em minutos,
horas ou dias. Um siléncio pode estar em vigor de 5 minutos a 1.825 dias (5
anos).

Nota: vocé ndo deve silenciar uma regra de alerta por um periodo prolongado
de tempo. Se uma regra de alerta for silenciada, talvez vocé nao detete um
problema subjacente até que ela impega que uma operagao critica seja
concluida. No entanto, talvez seja necessario usar um siléncio prolongado se
um alerta for acionado por uma configuragao especifica e intencional, como
pode ser o caso dos alertas de link do Services Appliance para baixo e dos
alertas de link do Storage Appliance para baixo*.

Que gravidade de alerta ou severidades devem ser silenciadas. Se o alerta for
acionado em uma das severidades selecionadas, nenhuma notificacédo sera
enviada.

A que nd ou nds vocé deseja que esse siléncio se aplique. Vocé pode suprimir
uma regra de alerta ou todas as regras em toda a grade, em um unico local ou
em um unico noé. Se selecionar toda a grelha, o siléncio aplica-se a todos os
locais e a todos os nés. Se selecionar um local, o siléncio aplica-se apenas
aos nos nesse local.

Observacgao: vocé nao pode selecionar mais de um né ou mais de um site
para cada siléncio. Vocé deve criar siléncios adicionais se quiser suprimir a
mesma regra de alerta em mais de um n6 ou mais de um local de cada vez.

5. Se vocé quiser modificar ou terminar um siléncio antes que ele expire, vocé pode edita-lo ou remové-lo.
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Opcgao

Edite um siléncio

Descrigdo
. Selecione ALERTAS > siléncios.

a
b. Na tabela, selecione o botdo de opgao para o siléncio que deseja editar.

Selecione Editar.

3]

d. Altere a descricao, a quantidade de tempo restante, as severidades
selecionadas ou o n¢ afetado.

e. Selecione Guardar.



Opcao Descricao
Remova um siléncio a. Selecione ALERTAS > siléncios.
b. Na tabela, selecione o botdo de op¢ao para o siléncio que deseja remover.
c. Selecione Remover.
d. Selecione OK para confirmar que deseja remover esse siléncio.
Nota: As notificagdes serdo agora enviadas quando este alerta for
acionado (a menos que seja suprimido por outro siléncio). Se este alerta
for acionado no momento, pode demorar alguns minutos para que as

notificagdes por e-mail ou SNMP sejam enviadas e para que a pagina
Alertas seja atualizada.

Informacgdes relacionadas
+ "Configure o agente SNMP"

Referéncia de alertas

Esta referéncia lista os alertas padrao que aparecem no Gerenciador de Grade. As
acdes recomendadas estdo na mensagem de alerta que voceé recebe.

Conforme necessario, vocé pode criar regras de alerta personalizadas para se adequar a sua abordagem de
gerenciamento de sistema.

Alguns dos alertas padrdo usam "Métricas Prometheus"o .

Alertas de dispositivo

Nome do alerta Descrigao

A bateria do aparelho expirou A bateria do controlador de armazenamento do aparelho expirou.
A bateria do aparelho falhou A bateria do controlador de armazenamento do aparelho falhou.
A bateria do aparelho ndo tem A bateria do controlador de armazenamento do aparelho ndo tem

capacidade programada suficiente capacidade de aprendizagem suficiente.

A bateria do aparelho esta quase a A bateria do controlador de armazenamento do aparelho esta prestes a
expirar expirar.

Bateria do aparelho removida A bateria do controlador de armazenamento do aparelho esta em falta.
Bateria do aparelho demasiado A bateria do controlador de armazenamento do aparelho esta
quente sobreaquecida.
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Nome do alerta

Erro de comunicacao do Appliance
BMC

Falha no dispositivo de backup do
cache do dispositivo

Dispositivo de backup de cache de
dispositivo capacidade insuficiente

Dispositivo de backup protegido
contra gravagdo em cache do
dispositivo

Incompatibilidade do tamanho da
memoria cache do dispositivo

Temperatura do chassi do
controlador de computagéo do
dispositivo muito alta

Temperatura da CPU do
controlador de computacao do
dispositivo muito alta

O controlador de computagao do
dispositivo precisa de atengao

A fonte de Alimentacéo A do
controlador de computacéo do
dispositivo tem um problema

A fonte de alimentagéo B do
controlador de computagao do
dispositivo tem um problema

O servico de monitor de hardware
de computacao do dispositivo
parou

A unidade DAS do dispositivo
excede o limite para dados
gravados por dia

Detectada avaria na unidade DAS
do aparelho
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Descrigdo

A comunicagao com o controlador de gestao do rodapé (BMC) foi
perdida.
Um dispositivo de backup de cache persistente falhou.

Nao ha capacidade insuficiente do dispositivo de backup em cache.

Um dispositivo de backup em cache esta protegido contra gravacéo.

Os dois controladores no dispositivo tém tamanhos de cache diferentes.

A temperatura do controlador de computagdo em um dispositivo
StorageGRID excedeu um limite nominal.

A temperatura da CPU no controlador de computagdo em um
dispositivo StorageGRID excedeu um limite nominal.

Uma falha de hardware foi detetada no controlador de computagao de
um dispositivo StorageGRID.

A fonte de Alimentacao A no controlador de computagao tem um
problema.

A fonte de alimentagéo B no controlador de computagao tem um
problema.

O servigco que monitora o status do hardware de storage parou.

Uma quantidade excessiva de dados esta sendo gravada em uma
unidade todos os dias, o que pode anular sua garantia.

Foi detetado um problema com uma unidade de armazenamento de
ligacao direta (DAS) no aparelho.



Nome do alerta

Luz de localizacéo da unidade do
aparelho DAS acesa

Reconstrucao da unidade DAS do
dispositivo

Detetada avaria na ventoinha do
aparelho

Detectada avaria no canal de fibra
do dispositivo

Falha na porta HBA Fibre Channel
do dispositivo

O cache flash do dispositivo ndo &
ideal

Recipiente da bateria/interligagao
do aparelho removido

Porta LACP do aparelho em falta

Detectada falha na NIC do
aparelho

A fonte de alimentacéo geral do
aparelho esta degradada

Aviso critico de SSD do dispositivo

Falha do controlador de storage do
dispositivo A

Falha no controlador B de storage
do dispositivo

Falha na unidade do controlador de
armazenamento do dispositivo

Problema de hardware do
controlador de storage do
dispositivo

Descrigdo

A luz do localizador de unidades para uma ou mais unidades de
armazenamento de conexao direta (DAS) em um né de armazenamento
de dispositivos esta acesa.

Uma unidade de armazenamento de conexao direta (DAS) esta sendo
reconstruida. Isto é esperado se tiver sido recentemente substituido ou
removido/reinserido.

Foi detetado um problema com uma ventoinha no aparelho.

Foi detetado um problema de link Fibre Channel entre o controlador de
storage do dispositivo e o controlador de computagao

Uma porta HBA Fibre Channel esta falhando ou falhou.

As unidades usadas para o cache SSD nao sao ideais.

O depdsito da bateria/interligacao esta em falta.

Uma porta em um dispositivo StorageGRID néao esta participando da
ligagdo LACP.

Foi detetado um problema com uma placa de interface de rede (NIC) no
dispositivo.

A alimentagao de um aparelho StorageGRID desviou-se da tensao de
funcionamento recomendada.

Um SSD de dispositivo esta relatando um aviso critico.

O controlador de storage A em um dispositivo StorageGRID falhou.

O controlador de storage B em um dispositivo StorageGRID falhou.

Uma ou mais unidades em um dispositivo StorageGRID falhou ou néo é

ideal.

O software SANTtricity esta relatando "precisa de atengao" para um
componente em um dispositivo StorageGRID.
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Nome do alerta Descrigdo

Falha na fonte de alimentagdo do A fonte de Alimentagédo A num aparelho StorageGRID desviou-se da
controlador de armazenamento do tenséo de funcionamento recomendada.
dispositivo

Falha na fonte de alimentagdo B do A fonte de alimentagao B num aparelho StorageGRID desviou-se da
controlador de armazenamento do tensdo de funcionamento recomendada.
dispositivo

O servico de monitor de hardware O servigo que monitora o status do hardware de storage parou.
de armazenamento do dispositivo

parou
Prateleiras de storage do O status de um dos componentes na prateleira de armazenamento de
dispositivo degradadas um dispositivo de armazenamento € degradado.

Temperatura do aparelho excedida A temperatura nominal ou maxima para o controlador de
armazenamento do aparelho foi excedida.

Sensor de temperatura do aparelho Um sensor de temperatura foi removido.
removido

Erro de inicializagdo segura UEFI ~ Um aparelho n&o foi inicializado com seguranca.
do appliance

A e/S do disco é muito lenta E/S de disco muito lento pode estar impactando o desempenho da
grade.

Detectada avaria na ventoinha do  Foi detetado um problema com um ventilador no controlador de
aparelho de armazenamento armazenamento de um aparelho.

Conectividade de storage do Ha um problema com uma ou mais conexdes entre o controlador de
dispositivo de storage degradada  computagéo e o controlador de storage.

Dispositivo de armazenamento Nao é possivel aceder a um dispositivo de armazenamento.
inacessivel

Alertas de auditoria e syslog

Nome do alerta Descrigao

Os logs de auditoria estdo sendo O nd néo pode enviar logs para o servidor syslog local e a fila na
adicionados a fila na memaria memoria esta sendo preenchida.

Erro de encaminhamento do O n6 nao pode encaminhar logs para o servidor syslog externo.

servidor syslog externo
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Nome do alerta

Fila de auditoria grande

Os logs estéao sendo adicionados a
fila no disco

Alertas de intervalo

Nome do alerta

O balde FabricPool tem uma
definicdo de consisténcia do balde
nao suportada

Alertas do Cassandra

Nome do alerta

Erro de auto-compactador
Cassandra

Métricas do compactador
automatico Cassandra
desatualizadas

Erro de comunicagao Cassandra

Cassandra compactions
sobrecarregado

Erro de gravacao de tamanho
excessivo do Cassandra

Métricas de reparo do Cassandra
desatualizadas

O progresso do reparo do
Cassandra lento

O servico de reparacado Cassandra
nao esta disponivel

Corrupgao da tabela Cassandra

Descrigdo

Afila de discos para mensagens de auditoria esta cheia. Se esta
condicao nao for resolvida, as operagdes S3 ou Swift podem falhar.

O n6 nao pode encaminhar logs para o servidor syslog externo e a fila
no disco esta sendo preenchida.

Descrigao

Um bucket do FabricPool usa o nivel de consisténcia disponivel ou de
sites fortes, que néo é suportado.

Descrigdo

O auto-compactador Cassandra sofreu um erro.

As métricas que descrevem o compactador automatico Cassandra
estdo desatualizadas.

Os noés que executam o servigo Cassandra estao tendo problemas para
s$e comunicar uns com 0s outros.

O processo de compactagcdo Cassandra esta sobrecarregado.

Um processo interno do StorageGRID enviou uma solicitagao de
gravacgéao para o Cassandra que era muito grande.

As métricas que descrevem os trabalhos de reparo do Cassandra estéo
desatualizadas.
O progresso dos reparos do banco de dados Cassandra € lento.

O servico de reparacédo Cassandra nao esta disponivel.

Cassandra detetou corrupcéo de tabela. O Cassandra reinicia
automaticamente se detetar corrupgéo de tabela.
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Alertas do Cloud Storage Pool

Nome do alerta

Erro de conetividade do Cloud
Storage Pool

Descrigao

A verificacao de integridade dos pools de armazenamento em nuvem
detetou um ou mais erros novos.

Alertas de replicagao entre grades

Nome do alerta

Falha permanente de replicagéo
entre redes

Recursos de replicacao entre
grades indisponiveis

Alertas DHCP

Nome do alerta

A concessao DHCP expirou

A concessao DHCP expira em
breve

Servidor DHCP indisponivel

Depurar e rastrear alertas

Nome do alerta

Impacto no desempenho de
depuragao

Configuragao do tragado ativada

Descrigcao

Ocorreu um erro de replicagao entre redes que requer a intervencgao do
utilizador para resolver.

As solicitagdes de replicagao entre grade estdo pendentes porque um
recurso ndo esta disponivel.

Descrigao

A concessao de DHCP numa interface de rede expirou.

A concessdo de DHCP em uma interface de rede esta expirando em
breve.

O servidor DHCP néo esta disponivel.

Descricao

Quando o modo de depuracao esta ativado, o desempenho do sistema
pode ser afetado negativamente.

Quando a configuragéo de rastreamento esta ativada, o desempenho
do sistema pode ser afetado negativamente.

Alertas de e-mail e AutoSupport

Nome do alerta

Falha ao enviar a mensagem
AutoSupport

Falha na notificagédo por e-mail
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Descrigdo

N&o foi possivel enviar a mensagem AutoSupport mais recente.

Nao foi possivel enviar a notificagéo por e-mail para um alerta.



Alertas de codificagdo de apagamento (EC)

Nome do alerta

Falha no rebalanceamento EC

Falha na reparagéao EC

Areparagao CE parou

Descrigao

O procedimento de reequilibrio CE falhou ou foi interrompido.
Um trabalho de reparacao para dados EC falhou ou foi interrompido.

Um trabalho de reparagao para dados CE parou.

Expiragao de alertas de certificados

Nome do alerta

Expiragéo do certificado CA do
Proxy Admin

Expiracéo do certificado do cliente

Expiracao do certificado de
servidor global para S3 e Swift

Expiragao do certificado de ponto
final do balanceador de carga

Expiracéo do certificado do
servidor para a interface de
gerenciamento

Expiragéo do certificado CA do
syslog externo

Expiracéo do certificado do cliente
syslog externo

Expiracéo do certificado do
servidor syslog externo

Alertas da rede de grelha

Nome do alerta

Incompatibilidade da MTU da rede
da grelha

Descrigao

Um ou mais certificados no pacote de CA do servidor proxy
administrativo esta prestes a expirar.

Um ou mais certificados de cliente estao prestes a expirar.

O certificado de servidor global para S3 e Swift esta prestes a expirar.

Um ou mais certificados de endpoint do balanceador de carga estéao
prestes a expirar.

O certificado do servidor usado para a interface de gerenciamento esta
prestes a expirar.

O certificado de autoridade de certificagdo (CA) usado para assinar o
certificado de servidor syslog externo esta prestes a expirar.

O certificado de cliente para um servidor syslog externo esta prestes a
expirar.

O certificado de servidor apresentado pelo servidor syslog externo esta
prestes a expirar.

Descricao

A configuragdo MTU para a interface Grid Network (eth0Q) difere
significativamente entre nés na grade.
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Alertas de federagao de grade

Nome do alerta Descrigao

Expiracao do certificado de Um ou mais certificados de federagéo de grade estao prestes a expirar.
federacao de grade

Falha na conexao da federagdo da A conexao de federagéo de grade entre a grade local e remota néo esta
grade funcionando.

Alertas de alta utilizagao ou alta laténcia

Nome do alerta Descrigédo

Alto uso de heap Java Uma alta porcentagem de espacgo de heap Java esta sendo usada.
Alta laténcia para consultas de O tempo médio para consultas de metadados do Cassandra é muito
metadados longo.

Alertas de federagao de identidade

Nome do alerta Descrigdo

Falha na sincronizagao da Nao é possivel sincronizar grupos federados e usuarios da origem da
federacao de identidade identidade.

Falha na sincronizagao da Nao é possivel sincronizar grupos federados e usuarios da origem de
federacao de identidade paraum  identidade configurada por um locatario.

locatério

Alertas de gerenciamento do ciclo de vida das informagoées (ILM)

Nome do alerta Descrigédo

Colocacéo de ILM inalcancavel Uma instru¢ao de colocagao em uma regra ILM n&o pode ser alcangada
para determinados objetos.

Periodo de digitalizag&o ILM O tempo necessario para digitalizar, avaliar e aplicar ILM a objetos &

demasiado longo muito longo.

Taxa de digitalizagao ILM baixa A taxa de digitalizagao ILM ¢é definida para menos de 100
objetos/segundo.

Alertas de servidor de gerenciamento de chaves (KMS)
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Nome do alerta

Expiragao do certificado CA de
KMS

Expiracdo do certificado do cliente
KMS

Falha ao carregar a configuragéo
DE KMS

Erro de conetividade DE KMS

Nome da chave de encriptacao
KMS nao encontrado

Falha na rotagdo da chave de
CRIPTOGRAFIA KMS

KMS nao esta configurado

A chave KMS falhou ao
desencriptar um volume de
aparelho

Expiracao do certificado do
servidor DE KMS

Descrigdo

O certificado de autoridade de certificagdo (CA) usado para assinar o
certificado do servidor de gerenciamento de chaves (KMS) esta prestes
a expirar.

O certificado de cliente para um servidor de gerenciamento de chaves
esta prestes a expirar

A configuragao para o servidor de gerenciamento de chaves existe, mas
nao foi possivel carregar.

Um né de dispositivo ndo poéde se conetar ao servidor de
gerenciamento de chaves para seus site.

O servidor de gerenciamento de chaves configurado ndo possui uma
chave de criptografia que corresponda ao nome fornecido.

Todos os volumes de dispositivos foram descriptografados com éxito,
mas um ou mais volumes ndo puderam girar para a chave mais recente.

Nao existe nenhum servidor de gerenciamento de chaves para este site.

Um ou mais volumes em um dispositivo com criptografia de né ativada
nao puderam ser descriptografados com a chave KMS atual.

O certificado do servidor usado pelo KMS (Key Management Server)
esta prestes a expirar.

Alertas de desvio do relégio local

Nome do alerta

Descrigcao

Desvio de tempo grande do reldgio O desvio entre o relégio local e a hora do NTP (Network Time Protocol)

local

€ demasiado grande.

Alertas de memoria baixa ou de espacgo reduzido

Nome do alerta

Baixa capacidade de disco de log
de auditoria

Baixa memdria disponivel do né

Descrigao

O espaco disponivel para logs de auditoria € baixo. Se esta condigédo
nao for resolvida, as operacdes S3 ou Swift podem falhar.

A quantidade de RAM disponivel em um noé é baixa.
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Nome do alerta

Baixo espaco livre para piscina de
armazenamento

Baixa memoaria do n6 instalada

Baixo armazenamento de
metadados

Baixa capacidade de disco de
métricas

Baixo armazenamento de dados de
objetos

Baixa sobreposicao de marca
d’agua somente leitura

Baixa capacidade de disco raiz

Baixa capacidade de dados do
sistema

Espaco livre do diretdrio de baixa
tmp

Descrigdo

O espaco disponivel para armazenar dados de objetos no né de
armazenamento € baixo.

A quantidade de memoria instalada em um no é baixa.

O espaco disponivel para armazenar metadados de objetos é baixo.

O espaco disponivel para o banco de dados de métricas é baixo.

O espaco disponivel para armazenar dados de objetos € baixo.

A Sobreposi¢do da marca d’agua apenas de leitura suave do volume de
armazenamento é inferior a marca d’agua minima otimizada para um né
de armazenamento.

O espaco disponivel no disco raiz € baixo.

O espaco disponivel para /var/local € baixo. Se esta condi¢gdo nao for
resolvida, as operacdes S3 ou Swift podem falhar.

O espaco disponivel no diretdrio /tmp é baixo.

Alertas de rede de nos ou nos

Nome do alerta

Admin Network receber uso

Utilizagc&o de transmissao de rede
Admin

Falha na configuragao do firewall

Endpoints de interface de
gerenciamento no modo fallback

Erro de conetividade de rede do no

Erro de quadro de rececéao de rede
do né

34

Descrigdo

O uso de recegdo na rede Admin é alto.

A utilizacdo de transmissao na rede de administragao € elevada.

Falha ao aplicar a configuragao da firewall.

Todos os endpoints de interface de gerenciamento tém voltado para as
portas padréao por muito tempo.

Ocorreram erros durante a transferéncia de dados entre nos.

Uma alta porcentagem dos quadros de rede recebidos por um no teve
erros.



Nome do alerta

N6 ndo sincronizado com o
servidor NTP

N6 néo bloqueado com servidor
NTP

Rede de nds que nao sao do
dispositivo inativa

Link do utilitéario de servigos para
baixo na rede de administragéo

Link do utilitario de servigos para
baixo na porta de rede Admin 1

Link do utilitario de servicos para
baixo na rede do cliente

Link do dispositivo de servi¢os para

baixo na porta de rede 1

Link do dispositivo de servicos para

baixo na porta de rede 2

Link do dispositivo de servigos para

baixo na porta de rede 3

Link do dispositivo de servigos para

baixo na porta de rede 4

Link do dispositivo de
armazenamento na rede Admin

Link do dispositivo de
armazenamento na porta Admin
Network 1

Ligacéo do dispositivo de

armazenamento na rede do cliente

Ligac&o do dispositivo de

armazenamento na porta de rede 1

Ligagao do dispositivo de

armazenamento na porta de rede 2

Descrigdo
O né nao esta em sincronia com o servidor NTP (Network Time
Protocol).

O n6 nao esta bloqueado para um servidor NTP (Network Time
Protocol).

Um ou mais dispositivos de rede estao inativos ou desconetados.

A interface do dispositivo para a rede de administragao (eth1) esta

inativa ou desligada.

A porta Admin Network 1 do aparelho esta inativa ou desconetada.

A interface do dispositivo para a rede do cliente (eth2) esta inativa ou

desligada.

A porta de rede 1 do aparelho esta inativa ou desligada.

A porta de rede 2 do aparelho esta inativa ou desligada.

A porta de rede 3 do aparelho esta inativa ou desligada.

A porta de rede 4 do aparelho esta inativa ou desligada.

A interface do dispositivo para a rede de administracao (eth1) esta

inativa ou desligada.

A porta Admin Network 1 do aparelho esta inativa ou desconetada.

Ainterface do dispositivo para a rede do cliente (eth2) esta inativa ou
desligada.

A porta de rede 1 do aparelho esta inativa ou desligada.

A porta de rede 2 do aparelho esta inativa ou desligada.
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Nome do alerta

Ligac&o do dispositivo de
armazenamento na porta de rede 3

Ligacao do dispositivo de
armazenamento na porta de rede 4

N6 de storage ndo no estado de
storage desejado

Utilizagao da ligagao TCP

Nao é possivel comunicar com o
noé

Reinicializagc&o inesperada do n6

Alertas de objetos

Nome do alerta

Falha na verificagdo de existéncia
do objeto

Verificagao de existéncia de objeto
parada

Objetos perdidos

S3 COLOQUE o tamanho do
objeto muito grande

Objeto corrompido nao identificado
detetado

Descrigdo

A porta de rede 3 do aparelho esta inativa ou desligada.

A porta de rede 4 do aparelho esta inativa ou desligada.

O servico LDR em um né de armazenamento nao pode fazer a
transicao para o estado desejado devido a um erro interno ou problema
relacionado ao volume

O numero de conexdes TCP neste n6 esta se aproximando do nimero
maximo que pode ser rastreado.

Um ou mais servigos nao respondem ou o nd nao pode ser alcancado.

Um no reinicializou inesperadamente nas ultimas 24 horas.

Descrigao

O trabalho de verificagao de existéncia de objeto falhou.

O trabalho de verificagao de existéncia de objeto parou.

Um ou mais objetos foram perdidos da grade.

Um cliente esta tentando uma operagdo PUT Object que excede os
limites de tamanho S3.

Um arquivo foi encontrado no storage de objetos replicado que néao
pdde ser identificado como um objeto replicado.

Alertas de servigos de plataforma

Nome do alerta

Capacidade de solicitagao
pendente de Servicos de
plataforma baixa
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Descrigao

O numero de solicitagdes pendentes de Servicos de Plataforma esta se
aproximando da capacidade.



Nome do alerta

Servigos de plataforma
indisponiveis

Descrigdo

Poucos nds de storage com o servico RSM estdo em execugao ou
disponiveis em um local.

Alertas de volume de storage

Nome do alerta

O volume de armazenamento
precisa de atencéo

O volume de storage precisa ser
restaurado

Volume de armazenamento offline

Falha ao iniciar o reparo de dados
replicados

Descrigcao

Um volume de armazenamento esta offline e precisa de atencéo.

Um volume de armazenamento foi recuperado e precisa ser restaurado.

Um volume de armazenamento esta offline por mais de 5 minutos,
possivelmente porque o no reinicializou durante a etapa de formatagao
do volume.

O reparo de dados replicados para um volume reparado ndo péde ser
iniciado automaticamente.

Alertas dos servigos do StorageGRID

Nome do alerta

servigo nginx usando configuragao
de backup

servigco nginx-gw usando
configuragdo de backup

E necessario reiniciar para
desativar o FIPS

E necessario reiniciar para ativar o
FIPS

Servigo SSH usando configuragao
de backup

Alertas do locatario

Nome do alerta

Uso de cota de locatario alto

Descrigédo

A configuragao do servigo nginx é invalida. A configuragao anterior esta
agora a ser utilizada.

A configuragao do servigo nginx-gw € invalida. A configuragédo anterior
esta agora a ser utilizada.

A diretiva de seguranga nao requer o modo FIPS, mas o mddulo de
seguranga criptografico NetApp esta ativado.

A diretiva de seguranca requer o modo FIPS, mas o médulo de
seguranca criptografico NetApp esta desativado.

A configuragao do servico SSH ¢ invalida. A configuragéo anterior esta
agora a ser utilizada.

Descricao

Uma alta porcentagem de espago de cota esta sendo usada. Esta regra
esta desativada por padrao porque pode causar muitas notificacées.
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Métricas de Prometheus comumente usadas

Consulte esta lista de métricas do Prometheus comumente usadas para entender melhor
as condicOes nas regras de alerta padrao ou para construir as condigdes para regras de
alerta personalizadas.

Vocé também obtenha uma lista completa de todas as métricaspode .

Para obter detalhes sobre a sintaxe das consultas Prometheus, "Consultando Prometheus" consulte .

O que sao métricas Prometheus?

As métricas Prometheus sdo medi¢des de séries temporais. O servico Prometheus nos Admin Nodes coleta
essas métricas dos servigos em todos os nds. As métricas sdo armazenadas em cada nd Admin até que o
espaco reservado para os dados Prometheus esteja cheio. Quando o /var/local/mysql ibdata/ volume
atinge a capacidade, as métricas mais antigas sao excluidas primeiro.

Onde sao usadas as métricas do Prometheus?
As métricas coletadas por Prometheus sdo usadas em varios locais do Grid Manager:

» Pagina de nés: Os graficos e graficos nas guias disponiveis na pagina de nés usam a ferramenta de
visualizacdo Grafana para exibir as métricas de séries temporais coletadas por Prometheus. Grafana
exibe dados de séries temporais em formatos graficos e graficos, enquanto Prometheus serve como fonte
de dados de back-end.

1 hour 1day 1 week 1 month Custom
Network traffic @
650 Kb/'s
600 kb/s
550 kbfs
500 kb/s
450 Kb/s

10:10 10:15 10:20 10:25 10:30 10:35 10:40 10:45 10:50 10:35 11:00 11:.06

== Received Sent

 Alertas: Os alertas sao acionados em niveis especificos de gravidade quando as condi¢bes de regra de
alerta que usam métricas Prometheus avaliam como verdadeiras.

* * API de gerenciamento de grade*: Vocé pode usar métricas Prometheus em regras de alerta
personalizadas ou com ferramentas de automagéao externas para monitorar seu sistema StorageGRID.
Uma lista completa de métricas do Prometheus esta disponivel na APl Grid Management. (Na parte
superior do Gerenciador de Grade, selecione o icone de ajuda e selecione Documentagédo da API >
métricas.) Embora mais de mil métricas estejam disponiveis, apenas um numero relativamente pequeno
€ necessario para monitorar as operagdes mais criticas do StorageGRID.

@ As métricas que incluem private em seus nomes sao destinadas apenas para uso interno e
estdo sujeitas a alteragdes entre as versdes do StorageGRID sem aviso prévio.
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* A pagina SUPPORT > Tools > Diagnostics e a pagina SUPPORT > Tools > Metrics: Essas paginas, que
séo destinadas principalmente ao uso por suporte técnico, fornecem varias ferramentas e graficos que
usam os valores das métricas Prometheus.

@ Alguns recursos e itens de menu dentro da pagina Metrics s&o intencionalmente néo
funcionais e estao sujeitos a alteragdes.

Lista das métricas mais comuns

A lista a seguir contém as métricas mais usadas do Prometheus.

@ As métricas que incluem private em seus homes sao apenas para uso interno e estao sujeitas a
alteracbes sem aviso prévio entre as versdes do StorageGRID.

alertmanager_notifications_failed_total
O numero total de notificagbes de alerta com falha.

node_filesystem_avail_bytes
A quantidade de espago do sistema de arquivos disponivel para usuarios nao-root em bytes.

Node_Memory_MemAvailable_bytes
Campo de informagbes de memadria MemAuvailable_bytes.

node_network_carrier
Valor do transportador /sys/class/net/ifacede.

node_network_receive_errs_total
Estatistica do dispositivo de rede receive errs.

node_network_transmit_errs_total
Estatistica do dispositivo de rede transmit errs.

StorageGRID_administrativamente_down

O n6 nao esta conetado a grade por um motivo esperado. Por exemplo, o no, ou servigos no no, foi
desligado graciosamente, o no esta reiniciando ou o software esta sendo atualizado.

StorageGRID_appliance_compute_controller_hardware_status
O status do hardware do controlador de computagado em um dispositivo.

StorageGRID_appliance_failed_disks
Para o controlador de armazenamento em um dispositivo, 0 nimero de unidades que nao sao ideais.

StorageGRID_appliance_storage_controller_hardware_status
O status geral do hardware do controlador de storage em um dispositivo.

StorageGRID_content_buckets_and_containers
O numero total de buckets S3 e contentores Swift conhecidos por este né de armazenamento.
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StorageGRID_content_objects

O numero total de objetos de dados S3 e Swift conhecido por este n6 de storage. A contagem € valida
apenas para objetos de dados criados por aplicativos clientes que fazem interface com o sistema através
de S3 ou Swift.

StorageGRID_content_objects_lost

O numero total de objetos que este servigo deteta como ausentes no sistema StorageGRID. Devem ser
tomadas medidas para determinar a causa da perda e se a recuperagao € possivel.

"Solucionar problemas de dados de objetos perdidos e ausentes”

StorageGRID_http_sessions_incoming_tented
O numero total de sessées HTTP que foram tentadas para um né de armazenamento.

StorageGRID_http_sessions_incoming_currently_established
O numero de sessdes HTTP que estao atualmente ativas (abertas) no n6 de armazenamento.

StorageGRID_http_sessions_incoming_failed

O numero total de sessées HTTP que nao foram concluidas com éxito, seja devido a uma solicitagdo HTTP
mal formada ou a uma falha durante o processamento de uma operacéo.

StorageGRID_http_sessions_incoming_successful
O numero total de sessdes HTTP concluidas com éxito.

StorageGRID_ilm_awaiting_background_objects
O numero total de objetos neste n6 aguardando avaliagdo ILM da digitalizagéo.

StorageGRID_ilm_awaiting_client_evaluation_objects_per_second
A taxa atual na qual os objetos s&o avaliados em relagéo a politica ILM neste no.

StorageGRID_ilm_awaiting_client_objects

O numero total de objetos neste n6 aguardando avaliagdo ILM das operagdes do cliente (por exemplo,
ingest).

StorageGRID_ilm_awaiting_total_objects
O numero total de objetos aguardando avaliagédo ILM.

StorageGRID_ilm_scan_objects_per_second
A taxa na qual os objetos pertencentes a este n6 sao digitalizados e enfileirados para o ILM.

StorageGRID_ilm_scan_period_estimated_minutes
O tempo estimado para concluir uma verificagdo completa do ILM neste no.

Nota: Uma verificagdo completa ndo garante que o ILM tenha sido aplicado a todos os objetos
pertencentes a este no.

StorageGRID_load_balancer_endpoint_cert_expiry_time

O tempo de expiragéo do certificado do ponto de extremidade do balanceador de carga em segundos
desde a época.
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StorageGRID_metadata_queries_average_latency_milésimos de segundo

O tempo médio necessario para executar uma consulta contra o armazenamento de metadados através
deste servico.

StorageGRID_network_received_bytes
A quantidade total de dados recebidos desde a instalacao.

StorageGRID_network_transmitted_bytes
A quantidade total de dados enviados desde a instalagao.

StorageGRID_node_cpu_utilization_percentage

A porcentagem de tempo de CPU disponivel atualmente sendo usado por este servigo. Indica o quéo
ocupado o servigo esta. A quantidade de tempo de CPU disponivel depende do numero de CPUs para o
servidor.

StorageGRID_ntp_chosen_time_source_offset_milissegundos

Deslocamento sistematico do tempo fornecido por uma fonte de tempo escolhida. O deslocamento é
introduzido quando o atraso para alcangar uma fonte de tempo néo é igual ao tempo necessario para que
a fonte de tempo alcance o cliente NTP.

StorageGRID_ntp_locked
O nd nao esta bloqueado para um servidor NTP (Network Time Protocol).

storagegrid_s3_data_transfers_bytes_ingested

A quantidade total de dados ingerida de S3 clientes para este n6 de armazenamento desde a ultima
reposicao do atributo.

storagegrid_s3_data_transfers_bytes_retrieved

A quantidade total de dados recuperados por clientes S3 a partir deste né de armazenamento desde que o
atributo foi redefinido pela ultima vez.

storagegrid_s3_operations_failed
O numero total de operagdes S3 falhadas (codigos de status HTTP 4xx e 5xx), excluindo aquelas
causadas por falha de autorizagdo do S3.

storagegrid_s3_operations_successful
O numero total de operagdes S3 bem-sucedidas (codigo de status HTTP 2xx).

storagegrid_s3_operations_unauthorized
O numero total de operacgdes S3 falhadas que resultam de uma falha de autorizacéo.

StorageGRID_servercertificate_management_interface_cert_expiry_days
O numero de dias antes do certificado da Interface de Gerenciamento expirar.

StorageGRID_servercertificate_storage_api_endpoints_cert_expiry_days
O numero de dias antes do certificado da API de armazenamento de objetos expirar.

StorageGRID_service_cpu_seconds
O periodo de tempo acumulado em que a CPU foi utilizada por este servico desde a instalacao.
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StorageGRID_service_memory_usage_bytes

A quantidade de memodria (RAM) atualmente em uso por este servigo. Esse valor € idéntico ao exibido pelo
utilitario superior do Linux como RES.

StorageGRID_service_network_received_bytes
A quantidade total de dados recebidos por este servigo desde a instalagao.

StorageGRID_service_network_transmitted_bytes
A quantidade total de dados enviados por este servigo.

StorageGRID_service_restarts
O numero total de vezes que o servigo foi reiniciado.

StorageGRID_service_runtime_seconds
O tempo total em que o servigo foi executado desde a instalagao.

StorageGRID_service_uptime_seconds
O tempo total em que o servigo foi executado desde que foi reiniciado pela ultima vez.

StorageGRID_storage_state_current
O estado atual dos servigos de storage. Os valores de atributo s&o:

» 10: Offline

* 15: Manutencao

* 20 - somente leitura
* 30 - Online

StorageGRID_storage_status
O status atual dos servigos de storage. Os valores de atributo sao:

* 0: Sem erros

* 10: Em transicao

» 20: Espaco livre insuficiente
+ 30 volume(s) indisponivel(s)

* 40 - erro

StorageGRID_storage_utilization_data_bytes

Uma estimativa do tamanho total de dados de objetos replicados e codificados por apagamento no n6 de
storage.

StorageGRID_storage_utilization_metadata_allowed_bytes

O espaco total no volume 0 de cada n6 de storage permitido para metadados de objetos. Esse valor é
sempre menor que o espaco real reservado para metadados em um nd, porque uma parte do espago
reservado é necessaria para operagdes essenciais de banco de dados (como compactagéo e reparo) e
futuras atualizagbes de hardware e software. O espacgo permitido para metadados de objetos controla a
capacidade geral do objeto.

StorageGRID_storage_utilization_metadata_bytes
A quantidade de metadados de objetos no volume de armazenamento 0, em bytes.
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StorageGRID_storage_utilization_total_space_bytes
A quantidade total de espago de armazenamento alocado a todos os armazenamentos de objetos.

StorageGRID_storage_utilization_usable_space_bytes

A quantidade total de espago de armazenamento de objetos restante. Calculado adicionando a quantidade
de espago disponivel para todos os armazenamentos de objetos no ndé de armazenamento.

StorageGRID_swift_data_transfers_bytes_ingerido

A quantidade total de dados ingerida de clientes Swift para este n6 de armazenamento desde que o
atributo foi redefinido pela ultima vez.

StorageGRID_swift_data_transfers_bytes_recuperados

A quantidade total de dados recuperados pelos clientes Swift deste n6 de armazenamento desde que o
atributo foi redefinido pela ultima vez.

StorageGRID_swift_operations_failed

O numero total de operagbes Swift falhadas (codigos de status HTTP 4xx e 5xx), excluindo as causadas
por falha de autorizacao Swift.

StorageGRID_swift_operations_successful
O numero total de operagdes Swift bem-sucedidas (cédigo de status HTTP 2xx).

StorageGRID_swift_operations_unauthorized

O numero total de operagbes Swift falhadas que séo o resultado de uma falha de autorizagéo (codigos de
status HTTP 401, 403, 405).

StorageGRID_tenant_usage_data_bytes
O tamanho légico de todos os objetos para o locatario.

StorageGRID_tenant_use_object_count
O numero de objetos para o inquilino.

StorageGRID_tenant_usage_quota_bytes

A quantidade maxima de espaco ldgico disponivel para os objetos do locatario. Se uma métrica de cota
nao for fornecida, uma quantidade ilimitada de espaco estara disponivel.

Obtenha uma lista de todas as métricas

para obter a lista completa de métricas, use a APl Grid Management.

1. Na parte superior do Gerenciador de Grade, selecione o icone de ajuda e selecione Documentac¢ao da
API.

2. Localize as operagdes metrics.
3. Execute a GET /grid/metric-names operagio.

4. Faca o download dos resultados.

Gerenciar alarmes (sistema legado)
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Gerenciar alarmes (sistema legado)

O sistema de alarme StorageGRID ¢é o sistema legado usado para identificar pontos de
problemas que as vezes ocorrem durante a operagdo normal.

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.

Classes de alarme (sistema legado)

Um alarme legado pode pertencer a uma das duas classes de alarme mutuamente exclusivas.

* Os alarmes padrao sao fornecidos com cada sistema StorageGRID e ndo podem ser modificados. No
entanto, vocé pode desativar os alarmes padréo ou substitui-los definindo alarmes personalizados globais.

* Os alarmes personalizados globais monitoram o status de todos os servigos de um determinado tipo no
sistema StorageGRID. Vocé pode criar um alarme personalizado global para substituir um alarme padrao.
Vocé também pode criar um novo alarme Global Custom. Isso pode ser util para monitorar quaisquer
condigbes personalizadas do seu sistema StorageGRID.

Loégica de acionamento de alarme (sistema legado)

Um alarme legado é acionado quando um atributo StorageGRID atinge um valor limite que é avaliado como
verdadeiro em relagao a uma combinagéo de classe de alarme (padréao ou Personalizado Global) e nivel de
gravidade de alarme.

icone Cor Gravidade do  Significado
alarme
- Amarelo Aviso O no esta conetado a grade, mas existe uma
condicdo incomum que nao afeta as operagoes
normais.
Laranja claro Menor O no esta conetado a grade, mas existe uma

condicao anormal que pode afetar a operagao no
futuro. Vocé deve investigar para evitar o
escalonamento.

n Laranja escuro  Maior O no esta conetado a grade, mas existe uma
condigao anormal que afeta atualmente a operagao.
Isso requer atencao imediata para evitar o
escalonamento.

Q Vermelho Critico O no6 esta conetado a grade, mas existe uma
condi¢cdo anormal que parou as operag¢des normais.
Vocé deve resolver o problema imediatamente.

A gravidade do alarme e o valor limite correspondente podem ser definidos para cada atributo numérico. O
servico NMS em cada n6 Admin monitora continuamente os valores de atributo atuais em relagéo aos limites
configurados. Quando um alarme é acionado, uma notificacdo é enviada a todos os funcionarios designados.

Observe que um nivel de gravidade normal ndo aciona um alarme.
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Os valores de atributo sdo avaliados em relacao a lista de alarmes ativados definidos para esse atributo. A
lista de alarmes é verificada na seguinte ordem para encontrar a primeira classe de alarme com um alarme
definido e ativado para o atributo:

1. Alarmes personalizados globais com severidades de alarme de critico para Aviso.

2. Alarmes padrao com severidades de alarme de critico para baixo para Aviso.

Depois que um alarme ativado para um atributo € encontrado na classe de alarme mais alta, o servico NMS
s6 é avaliado dentro dessa classe. O servico NMS ndo sera avaliado em relagao as outras classes de menor
prioridade. Ou seja, se houver um alarme personalizado global habilitado para um atributo, o servico NMS
somente avaliara o valor do atributo em relagéo aos alarmes personalizados globais. Os alarmes predefinidos
nao sao avaliados. Assim, um alarme padrao habilitado para um atributo pode atender aos critérios
necessarios para acionar um alarme, mas ele nao sera acionado porque um alarme personalizado global (que
nao atende aos critérios especificados) para o mesmo atributo esta ativado. Nenhum alarme é acionado e
nenhuma notificagdo é enviada.

Exemplo de acionamento de alarmes

Vocé pode usar este exemplo para entender como os alarmes personalizados globais e os alarmes padrao
sdo acionados.

Para o exemplo a seguir, um atributo tem um alarme personalizado global e um alarme padrao definido e
ativado como mostrado na tabela a seguir.

Limiar de alarme personalizado global Limiar de alarme predefinido (ativado)

(ativado)
Aviso 1500 1000
Menor 15.000 1000
Maior 150.000 250.000

Se o atributo for avaliado quando seu valor for 1000, nenhum alarme sera acionado e nenhuma notificacéo
sera enviada.

O alarme personalizado global tem precedéncia sobre o alarme predefinido. Um valor de 1000 nao atinge o
valor limite de qualquer nivel de gravidade para o alarme Personalizado Global. Como resultado, o nivel de
alarme ¢é avaliado como normal.

Apds o cenario acima, se o alarme Global Custom estiver desativado, nada muda. O valor do atributo deve ser
reavaliado antes de um novo nivel de alarme ser acionado.

Com o alarme Global Custom desativado, quando o valor do atributo é reavaliado, o valor do atributo é
avaliado em relagao aos valores de limite para o alarme padrao. O nivel de alarme aciona um alarme de nivel
de aviso e uma notificagao por e-mail € enviada ao pessoal designado.

Alarmes da mesma gravidade

Se dois alarmes personalizados globais para o mesmo atributo tiverem a mesma gravidade, os alarmes serao
avaliados com uma prioridade "de cima para baixo".
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Por exemplo, se UMEM cair para 50MB, o primeiro alarme € acionado (50000000), mas nao o abaixo dele
(100000000).

Global Alarms
Updated: 2018-03-17 168:05:31 PDT

Global Custom Alarms (0 Result(s))

: : : Additional ,

Enabled Service  Attribute Severity Message Operator Value Recipients Actions
W |ssm =] | UMEM (available Memory) | |Minor  «| Junderst |= =| |s00C | 2030
W |ssm | | UMEM (available Memory) | |minor  «| Jundertoi == =| |100C | 2030

Se a ordem ¢ invertida, quando UMEM cai para 100MB, o primeiro alarme (100000000) é acionado, mas nao
o abaixo dele (50000000).

Global Alarms
Updated: 2018-03-17 18:05:31 PDT

Global Custom Alarms (0 Result({s))

Additional

Enabled Service  Attribute Severty Message Operator Value Recipients Actions
WV |ssm ~| | UMEM (Available Memory) ~| |minor  ~| |under1or <= ~| [100C | 2000
WV |ssM ~| | UMEM (Available Memory) ~| |Minor ~| |underst |= ~| |s00C | 2000
Default Alarms
Fiter by | Disabled Defaults »| g
0 Result(s)
Enabled Senvice Attribute Severity Message Operator Value Actions

Apply Changes *

Notificagoes

Uma notificagdo relata a ocorréncia de um alarme ou a mudanga de estado de um servico. As notificacoes de
alarme podem ser enviadas por e-mail ou usando SNMP.

Para evitar que varios alarmes e notificagbes sejam enviados quando um valor limite de alarme € atingido, a
gravidade do alarme é verificada em relagéo a gravidade atual do alarme para o atributo. Se n&o houver
nenhuma mudancga, entdo nenhuma outra agédo é tomada. Isso significa que, a medida que o servico NMS
continua a monitorar o sistema, ele so ira disparar um alarme e enviar notificagbes na primeira vez que detetar
uma condigao de alarme para um atributo. Se um novo limite de valor para o atributo for atingido e detetado, a
gravidade do alarme sera alterada e uma nova notificagdo sera enviada. Os alarmes sdo apagados quando as
condigdes retornam ao nivel normal.
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O valor do gatilho mostrado na notificagdo de um estado de alarme é arredondado para trés casas decimais.
Portanto, um valor de atributo de 1,9999 aciona um alarme cujo limite & inferior a 2,0, embora a notificagcdo de

alarme mostre o valor de gatilho como 2,0.

Novos servigos

A medida que novos servicos sdo adicionados através da adigdo de novos nés ou sites de grade, eles herdam

alarmes padrdo e alarmes personalizados globais.

Alarmes e tabelas

Os atributos de alarme exibidos nas tabelas podem ser desativados no nivel do sistema. Os alarmes nao
podem ser desativados para linhas individuais em uma tabela.

Por exemplo, a tabela a seguir mostra dois alarmes de entradas criticas disponiveis (VMFI). (Selecione
SUPPORT > Tools > Grid topology. Em seguida, selecione Storage Node > SSM > Resources.)

Vocé pode desativar o alarme VMFI para que o alarme VMFI de nivel critico ndo seja acionado (ambos os

alarmes criticos atualmente aparecerao na tabela como verde); no entanto, vocé ndo pode desativar um unico

alarme em uma linha de tabela para que um alarme VMFI seja exibido como um alarme de nivel critico
enquanto o outro permanece verde.

Volumes

Maount Paint Device Status Size  Space Availabla: Total Entfies  Entrizs Svailable  Wiite Cache
/ sdal  Online 106GE 746G 5 & 655360 559 263 59 & Enabled
fvarflocal sda3  Online 634GB 594GB T & 3332160 3931842 T % Unknown

Aarflocalirangedtyl  sdc Omline 534GB 534GB [T %) 52428800 52427848 T % Encbled

59
859

farflocalirangedt’0  sdb Online = %9 534 GB 534 GB H &) 52428800 52427856 [ & Enabled
3%

harflocalirangedt/2 sdd  Online =) &) 534 GB 534 GB T &) 52428800 5242785 [T & Enabled

0 e

Reconhecer alarmes atuais (sistema legado)

Os alarmes herdados sao acionados quando os atributos do sistema atingem os valores de limite de alarme.

Opcionalmente, se vocé quiser reduzir ou limpar a lista de alarmes herdados, vocé pode reconhecer os
alarmes.

Antes de comegar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

» Vocé deve ter a permissao de reconhecer alarmes.

Sobre esta tarefa

Como o sistema de alarme antigo continua a ser suportado, a lista de alarmes legados na pagina Alarmes
atuais € aumentada sempre que um novo alarme ocorre. Normalmente, pode ignorar os alarmes (porque os
alertas fornecem uma melhor visualizagdo do sistema) ou pode reconhecer os alarmes.

Opcionalmente, quando vocé tiver feito a transicao completa para o sistema de alerta, vocé
@ pode desativar cada alarme legado para evitar que ele seja acionado e adicionado a contagem
de alarmes legados.

Quando vocé reconhece um alarme, ele ndo esta mais listado na pagina Alarmes atuais no Gerenciador de
Grade, a menos que o alarme seja acionado no proximo nivel de gravidade ou seja resolvido e ocorra
novamente.
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@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Current Alarmes.

The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for monitoring and troubleshooting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 09:41:30 MDT

| show Acknowledged Alarms

o e

Show | 50 v | Records Per Page | Refresh

2. Selecione o nome do servico na tabela.

A guia Alarmes para o servigo selecionado ¢ exibida (SUPPORT > Tools > Grid topology > Grid Node >
Service > Alarmes).

Overview "| Alarms \| Reports "‘ Configuration ll".

Main History

" Alarms: ARC (DC1-ARC1) - Replication

v Updated: 2019-05-24 10:46:43 MDT

Description Alarm Time Trigger Value  Current Value Acknowledge Time Acknowledge

Apply Changes *

3. Marque a caixa de selecdo Acknowledge para o alarme e clique em Apply Changes (aplicar alteragoes).

O alarme nao aparece mais no painel ou na pagina Alarmes atuais.

Quando vocé reconhece um alarme, a confirmagao ndo é copiada para outros nos de
administracao. Por esse motivo, se vocé exibir o painel de outro né Admin, podera continuar
a ver o alarme ativo.

4. Conforme necessario, visualize os alarmes reconhecidos.

a. Selecione SUPPORT > Alarmes (legacy) > Current Alarmes.

b. Selecione Mostrar alarmes confirmados.

Sao apresentados quaisquer alarmes reconhecidos.
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The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for menitoring and troubleshooting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 17-38:58 MDT

¥ Show Acknowledged Alarms {1-10f1)
E-- -it_ln -ﬂ'-- I: = --_- o
'-.r!-\._ o

Show | 50 v | Records Per Page | Refresh

Exibir alarmes padrao (sistema legado)

Pode ver a lista de todos os alarmes herdados predefinidos.
Antes de comecgar

» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé "permissdes de acesso especificas"tem .

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e € mais facil de usar.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Alarmes globais.

2. Para Filtrar por, selecione Cédigo Atributo ou Nome Atributo.
3. Para iguais, introduza um asterisco: *

4. Clique na seta B ou pressione Enter.

Todos os alarmes predefinidos estao listados.
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E Global Alarms
\ipdated: 2018-03-01 15:13:02 MET

Global Custom Alarms (0 Result{s})

Enabled Service Aftribute  Severity  Message

72030

Default Alarms

Filter by | Attribute Code

221 Result(s)

Enabled Service ! Severity Message Operator Value /Actions.
v JCSZ (Numberat {-;aim Greater than 10,000,000 10000000 gl
; Ghonumberot €2 Greater than 1,000,000 >= 1000000 d
v O enmoeret . Greater than 150,000 150000 2dl
= "rijot;-ce Egﬁg:&u&d Verification 100 f"
v ADC ADCA (ADC Status) 'ﬁinm Error 10 7
4 ADC ADCE (ADC State) ul'wljotj-ce Standby 10 2
o B iltt_ﬁ}gtgbggggions] -r\fot_ice Evering g sd
o e oS Ogbond | e Overa - ™ o

Rever alarmes histoéricos e frequéncia de alarmes (sistema legado)

Ao solucionar um problema, vocé pode revisar a frequéncia com que um alarme legado foi acionado no

passado.

Antes de comecgar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé "permissdes de acesso especificas"tem .

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece

beneficios significativos e € mais facil de usar.

Passos

1. Siga estes passos para obter uma lista de todos os alarmes acionados durante um periodo de tempo.

a. Selecione SUPPORT > Alarmes (legacy) > Alarmes histéricos.

b. Execute um dos seguintes procedimentos:

= Clique num dos periodos de tempo.

= Insira um intervalo personalizado e clique em consulta personalizada.

50


https://docs.netapp.com/pt-br/storagegrid-118/admin/web-browser-requirements.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/admin-group-permissions.html

2. Siga estas etapas para descobrir a frequéncia com que alarmes foram acionados para um atributo
especifico.

a. Selecione SUPPORT > Tools > Grid topology.
b. Selecione grid node > Service ou Component > Alarmes > History.
c. Selecione o atributo na lista.
d. Execute um dos seguintes procedimentos:
= Clique num dos periodos de tempo.

= Insira um intervalo personalizado e clique em consulta personalizada.
Os alarmes sao listados em ordem cronoldgica inversa.

e. Para retornar ao formulario de solicitagao do histérico de alarmes, clique em Histoérico.

Criar alarmes personalizados globais (sistema legado)

Vocé pode ter usado alarmes personalizados globais para o sistema legado para atender a requisitos
especificos de monitoramento. Os alarmes personalizados globais podem ter niveis de alarme que substituem
os alarmes padrao ou podem monitorar atributos que nao tém um alarme padrao.
Antes de comecar

» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.

Os alarmes personalizados globais substituem os alarmes predefinidos. Vocé nao deve alterar os valores de
alarme padrao a menos que seja absolutamente necessario. Ao alterar os alarmes padrao, vocé corre o risco
de ocultar problemas que, de outra forma, podem acionar um alarme.

Tenha cuidado se alterar as definigdes de alarme. Por exemplo, se vocé aumentar o valor de
limite para um alarme, talvez vocé nao detete um problema subjacente. Discuta as alteragoes
propostas com o suporte técnico antes de alterar uma definicdo de alarme.

Passos

1. Selecione SUPPORT > Alarmes (legacy) > Alarmes globais.
2. Adicione uma nova linha a tabela de alarmes personalizados globais:

o Para adicionar um novo alarme, clique em Edit (Editar/) (se esta for a primeira entrada) ou em
Insertgy (Inserir) .
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. Global Alarms
Updated: 2018-03-18 14:00:28 POT

Global Custom Alarms (0 Result{s})

Enzbled Service  Attribute
¥ |ARC ~| | ARCE (ARC State)

W |ARC +||AROQ (Objects Queued) | ® [minor =] [Atleastt [>= =] [600c | 7090
¥ [ArRc =] [AROQ (Objects Queued) | W [Notice v] [Atieast: [>= +] [300¢ | 700
Default Alarms

Foerby [Atioute Code x| equas[AR g

9 Result(s)

| Enabled Sewice  Atribute Seveity  Message perator Value Actions
F  ARC ARCE (ARC State) Zl Motice  Standby = 10 2@
F  ARC AROQ (Objects Queusd) £2 Minor Al least 6000 >= 6000 gl
I~ ARC AROQ (Objects Queved) ZJ Notice At least 3000 >= 3000 gl
= ARC ARRF (Request Failuras) & Major At least 1 »= 1 f"
7 ARC ARRV (Verification Failures) & Major Al least 1 >= 1 4
~ ARC ARVF (Store Failures) F Y Major At least 1 >= 1 ?'1
7 NMS ARRC (Remaining Capacity) 2] Notica Below 10 = 10 2l
= NMS ARRS (Repository Status) & ajor Disconnected #=- 1 d
3 NMS ARRS (Repasitory Status) 2J Notice Standby = 19 2@

Apply Changes *

o Para modificar um alarme predefinido, procure o alarme predefinido.
i. Em Filtrar por, selecione Cédigo Atributo ou Nome Atributo.

i. Digite uma string de pesquisa.

Especifique quatro carateres ou use carateres universais (por exemplo, A???? Ou AB*). Asteriscos
(*) representam varios carateres, e os pontos de interrogacgao (?) representam um uUnico caractere.

iii. Clique na seta E@ou pressione Enter.

iv. Na lista de resultados, clique em Copiar “l ao lado do alarme que deseja modificar.
O alarme padrao é copiado para a tabela de alarmes personalizados globais.

3. Faca as alteragbes necessarias as definicdes de alarmes personalizados globais:

Rumo Descrigao

Ativado Selecione ou desmarque a caixa de verificagcdo para ativar ou
desativar o alarme.
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Rumo

Atributo

Gravidade

Mensagem

Operador

Valor

Destinatarios adicionais

Acdes

4. Clique em aplicar alteracgoes.

Descrigdo

Selecione o nome e o cédigo do atributo que esta sendo monitorado
na lista de todos os atributos aplicaveis ao servico ou componente
selecionado. Para exibir informagdes sobre o atributo, clique em Info
i) ao lado do nome do atributo.

O icone e o texto que indicam o nivel do alarme.

O motivo do alarme (perda de conexao, espago de armazenamento
abaixo de 10%, e assim por diante).

Operadores para testar o valor do atributo atual em relagédo ao limite
do valor:

* igual a

* > superior a.

* inferior a.

* > superior ou igual a

* menos ou igual a

* #ndo éigual a

O valor limite do alarme usado para testar o valor real do atributo
usando o operador. A entrada pode ser um Unico numero, um
intervalo de numeros especificado com dois pontos (1:3) ou uma lista
delimitada por virgulas de nimeros e intervalos.

Uma lista suplementar de enderecos de e-mail a notificar quando o
alarme é acionado. Isso é além da lista de e-mails configurada na
pagina Alarmes > Configuracao de e-mail. As listas séo delineadas
por virgulas.

Observacao: listas de discussao exigem configuragdo do servidor
SMTP para operar. Antes de adicionar listas de discussao, confirme
se 0 SMTP esta configurado. As notificagdes de alarmes

personalizados podem substituir as notificagées de alarmes
personalizados globais ou predefinidos.

Botdes de controle para: y Editar uma linha
@@'nsira uma linha

&IElimine uma linha

@ Arraste uma linha para cima ou para baixo

@iCopie uma linha
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Desativar alarmes (sistema legado)

Os alarmes no sistema de alarme legado séo ativados por padréo, mas vocé pode desativar os alarmes que
nao sao necessarios. Vocé também pode desativar os alarmes herdados depois de fazer a transigcdo completa
para o novo sistema de alerta.

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.

Desativar um alarme predefinido (sistema legado)

Vocé pode desativar um dos alarmes padréo herdados para todo o sistema.

Antes de comecgar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Desativar um alarme para um atributo que atualmente tem um alarme acionado nédo limpa o alarme atual. O
alarme sera desativado na proxima vez que o atributo cruzar o limite do alarme, ou vocé podera apagar o
alarme acionado.

Nao desative nenhum dos alarmes herdados até que vocé tenha feito a transicdo completa para
o novo sistema de alerta. Caso contrario, vocé pode ndo detetar um problema subjacente até
que ele tenha impedido uma operagao critica de ser concluida.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Alarmes globais.

2. Procure o alarme predefinido para desativar.

a. Na secao Alarmes padrao, selecione Filtrar por > Codigo de Atributo ou Nome do Atributo.

b. Digite uma string de pesquisa.

Especifique quatro carateres ou use carateres universais (por exemplo, A???? Ou AB*). Asteriscos (*)
representam varios carateres, e os pontos de interrogagao (?) representam um unico caractere.

c. Clique na seta E@ou pressione Enter.

@ A selecao de Defaults Disabled exibe uma lista de todos os alarmes predefinidos
atualmente desativados.

3. Na tabela de resultados da pesquisa, clique no icone Editar /para o alarme que deseja desativar.

54


https://docs.netapp.com/pt-br/storagegrid-118/admin/web-browser-requirements.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/admin-group-permissions.html

Global Alarms
Updated: 2017-03-30 15:47:43 MDT

Global Custom Alarms (0 Result(s))

m 2OA0

Default Alarms

Fiter by | Aftribute Code | equals |U* Y
3 Result(s)
‘Enabled Senice  Attribute Severity  Message Operator Value  Actions
v SSM UMEM {Available Memorny) % Critical Under 10000000 == 10000000 ﬁ"
[ SSM UMEM (Available Memory) & Major Under 50000400 == 50000000 ﬂﬂ‘
r S5M UMEM (Available Memoary) 2 Minor Under 100000000 <= 100000000 5?"

Apply Changes $

A caixa de verificacdo Enabled para o alarme selecionado fica ativa.

4. Desmarque a caixa de sele¢cao Enabled.

5. Clique em aplicar alteragoes.

O alarme predefinido esta desativado.

Desativar alarmes personalizados globais (sistema legado)
Vocé pode desativar um alarme personalizado global legado para todo o sistema.

Antes de comegar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Desativar um alarme para um atributo que atualmente tem um alarme acionado n&o limpa o alarme atual. O
alarme sera desativado na proxima vez que o atributo cruzar o limite do alarme, ou vocé podera apagar o
alarme acionado.

Passos

1. Selecione SUPPORT > Alarmes (legacy) > Alarmes globais.

2. Na tabela Alarmes personalizados globais, clique em Editar _.? ao lado do alarme que deseja desativar.

3. Desmarque a caixa de selecéo Enabled.
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Global Alarms
i Updated: 2016-02-21 11:21:08 FOT

Global Custom Alarms (1 Result(s))

Enabled Serice  Attribute Severity Messageowawwmaf"ml Actions
[an =] |ROTE (Tivoli Storage Manager State) > Wlugjor = fomine [= =] [0 | O30
Default Alarms

Fifler by | Disabled Defaults | 0

0 Result(s)
Enabled  Senice Atribute Severity Message Operator Value Actions

Apply Changes *

4. Clique em aplicar alteragoes.

O alarme personalizado global esta desativado.

Apagar alarmes acionados (sistema legado)

Se um alarme legado for acionado, vocé pode limpa-lo em vez de reconhecé-lo.

Antes de comecgar

* Tem de ter o Passwords . txt ficheiro.

Desativar um alarme para um atributo que atualmente tem um alarme acionado contra ele nao limpa o alarme.
O alarme sera desativado na préxima vez que o atributo for alterado. Vocé pode reconhecer o alarme ou, se
quiser apagar imediatamente o alarme em vez de esperar que o valor do atributo seja alterado (resultando em
uma alteragdo no estado do alarme), vocé pode apagar o alarme acionado. Vocé pode achar isso util se
quiser limpar um alarme imediatamente contra um atributo cujo valor ndo muda frequentemente (por exemplo,
atributos de estado).

1. Desative o alarme.

2. Faca login no n6 de administragéo principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords . txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

3. Reinicie o servigo NMS: service nms restart

4. Terminar sessao no nd Admin: exit

O alarme ¢ apagado.
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Configurar notificagoes para alarmes (sistema legado)

O sistema StorageGRID pode enviar automaticamente e-mails e "Notificacbes SNMP" quando um alarme é
acionado ou um estado de servico muda.

Por padrao, as notificagdes por e-mail de alarme nao séo enviadas. Para notificagcbes de e-mail, vocé deve
configurar o servidor de e-mail e especificar os destinatarios de e-mail. Para notificacdes SNMP, vocé deve
configurar o agente SNMP.

Tipos de notificagées de alarme (sistema legado)

Quando um alarme legado € acionado, o sistema StorageGRID envia dois tipos de notificagbes de alarme:
Nivel de gravidade e estado de servigo.

Notificagoes de nivel de gravidade

Uma notificagdo por e-mail de alarme é enviada quando um alarme legado é acionado em um nivel de
gravidade selecionado:

+ Aviso

* Menor

* Maior

* Critico
Uma lista de correio recebe todas as notificagbes relacionadas com o alarme para a gravidade selecionada.

Uma notificagdo também €& enviada quando o alarme sai do nivel de alarme — seja por ser resolvido ou
inserindo um nivel de gravidade de alarme diferente.

Notificagoes do estado do servigo

Uma notificagdo de estado do servigo é enviada quando um servigo (por exemplo, o servigo LDR ou o servigo
NMS) entra no estado do servigo selecionado e quando sai do estado do servigo selecionado. As notificagdes
de estado do servigo sédo enviadas quando um servigo entra ou deixa um dos seguintes estados de servigo:

* Desconhecido

* Administrativamente para baixo

Uma lista de discussao recebe todas as notificacdes relacionadas a alteragdes no estado selecionado.

Configurar as definicdes do servidor de correio eletrénico para alarmes (sistema legado)

Se vocé quiser que o StorageGRID envie notificagdes por e-mail quando um alarme legado for acionado,
especifique as configuragdes do servidor de e-mail SMTP. O sistema StorageGRID envia apenas e-mail; ele
nao pode receber e-mails.

Antes de comecgar
* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Use essas configuracdes para definir o servidor SMTP usado para notificagbes de e-mail de alarme herdadas
e mensagens de e-mail do AutoSupport. Essas configuragdes ndo sdo usadas para notificagdes de alerta.
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Se vocé usar SMTP como protocolo para pacotes AutoSupport, talvez vocé ja tenha

@ configurado um servidor de email SMTP. O mesmo servidor SMTP é usado para notificagbes de

e-mail de alarme, para que vocé possa ignorar este procedimento. Consulte "Instrucdes para
administrar o StorageGRID".

SMTP € o Unico protocolo suportado para enviar e-mails.

Passos

1.
2.

3.
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Selecione SUPPORT > Alarmes (legacy) > Configuragao de e-mail legado.

No menu e-mail, selecione servidor.

A pagina servidor de e-mail é exibida. Esta pagina também é usada para configurar o servidor de e-mail
para pacotes AutoSupport.

Use these settings to define the email server used for alarm notifications and for AutoSupport messages. These settings are
not used for alert notifications. See Managing aleris and alarms in the instructions for monitoring and troubleshaoaoting
StorageGRID.

Email Server
Updated: 2018-03-17 11:11:588 PDT

E-mail Server {SMTP) Information

Mail Server |
Port |
lDfF vl

Username: jroot

Mﬂﬁﬁh Password: |--t--um
From Address |

o Tu:i

Test E-mail

I” Send Test E-mail
Apply Changes *

Adicione as seguintes definigdes do servidor de correio SMTP:

Item Descrigao

Servidor de correio Endereco IP do servidor de correio SMTP. Vocé pode inserir um
nome de host em vez de um enderego IP se tiver configurado as
configuragdes de DNS anteriormente no né Admin.

Porta Numero da porta para aceder ao servidor de correio SMTP.

Autenticacao Permite a autenticagéo do servidor de correio SMTP. Por padréo, a
autenticacao esta desativada.
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Item Descrigdo

Credenciais de autenticacao Nome de utilizador e palavra-passe do servidor de correio SMTP. Se
a Autenticacgao estiver definida como ativada, um nome de usuario e
senha para acessar o servidor de e-mail SMTP devem ser fornecidos.

4. Em de Endereco, insira um enderego de e-mail valido que o servidor SMTP reconhecera como enderego

de e-mail de envio. Este € o enderego de e-mail oficial a partir do qual a mensagem de e-mail é enviada.

. Opcionalmente, envie um e-mail de teste para confirmar se as configuragdes do servidor de e-mail SMTP
est&o corretas.

a. Na caixa Teste e-mail > para, adicione um ou mais enderecos que vocé possa acessar.

Vocé pode inserir um unico endereco de e-mail ou uma lista delimitada por virgulas de enderecos de
e-mail. Como o servigo NMS n&o confirma sucesso ou falha quando um e-mail de teste € enviado,
vocé deve ser capaz de verificar a caixa de entrada do destinatario do teste.

b. Selecione Enviar e-mail de teste.

. Cliqgue em aplicar alteragodes.

As definigdes do servidor de correio SMTP séo guardadas. Se vocé inseriu informagdes para um e-mail de
teste, esse e-mail sera enviado. Os e-mails de teste sao enviados para o servidor de e-mail imediatamente
e nao sao enviados através da fila de notificagdes. Em um sistema com varios nés de administragéo, cada
no de administragdo envia um e-mail. O recebimento do e-mail de teste confirma que as configuragées do
servidor de e-mail SMTP estao corretas e que o servico NMS esta se conetando com éxito ao servidor de

e-mail. Um problema de conexao entre o servigo NMS e o servidor de e-mail aciona o alarme MINS (NMS

Notification Status) legado no nivel de gravidade menor.

Criar modelos de e-mail de alarme (sistema legado)

Os modelos de e-mail permitem personalizar o cabecgalho, o rodapé e a linha de assunto de uma notificacédo
por e-mail de alarme legado. Vocé pode usar modelos de e-mail para enviar notificagdes exclusivas que
contém o mesmo corpo de texto para diferentes listas de discussao.

Antes de comecgar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Use essas configuragdes para definir os modelos de e-mail usados para notificagdes de alarme herdadas.
Essas configuragbes ndo sdo usadas para notificagdes de alerta.

Listas de discussao diferentes podem exigir informagdes de Contato diferentes. Os modelos n&o incluem o
texto do corpo da mensagem de e-mail.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Configuracao de e-mail legado.
2. No menu e-mail, selecione modelos.

3. Clique em Edit /(ou Insert @ se este nao for o primeiro modelo).
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Email Templates
Updated: 20180317 11:21:54 PDT

Template (0 - 0 of 0)

Template
Mame

Subject Prefix Header Footer Actions

All Email Lists From SGWS|

|Temp|ate One |N01iﬂcatinns ,36

Show| 50 ~| Records Per Page Refresh
Apply Changes *

4. Na nova linha, adicione o seguinte:

Item Descricao

Nome do modelo Nome exclusivo utilizado para identificar o modelo. Os nomes dos
modelos n&o podem ser duplicados.

Prefixo do assunto Opcional. Prefixo que aparecera no inicio da linha de assunto de um
email. Prefixos podem ser usados para configurar facilmente filtros de
e-mail e organizar notificagdes.

Colhedor Opcional. Texto do cabegalho que aparece no inicio do corpo da
mensagem de e-mail. O texto do cabegalho pode ser usado para
prefacio do conteido da mensagem de e-mail com informagdes como
nome e endereco da empresa.

Rodapé Opcional. Texto de rodapé que aparece no final do corpo da
mensagem de e-mail. O texto do rodapé pode ser usado para fechar
a mensagem de e-mail com informagdes de lembrete, como um
numero de telefone de Contato ou um link para um site da Web.

5. Clique em aplicar alteragoes.

Um novo modelo para notificagbes € adicionado.

Criar listas de discussao para notificagdes de alarme (sistema legado)

As listas de discussao permitem que vocé notifique os destinatarios quando um alarme legado é acionado ou
quando um estado de servico muda. Vocé deve criar pelo menos uma lista de discusséo antes que qualquer
notificagéo por e-mail de alarme possa ser enviada. Para enviar uma notificagdo para um unico destinatario,
crie uma lista de discuss&do com um enderec¢o de e-mail.

Antes de comecar
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* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

» Se vocé quiser especificar um modelo de e-mail para a lista de e-mail (cabegalho personalizado, rodapé e
linha de assunto), vocé ja deve ter criado o modelo.

Sobre esta tarefa

Use essas configuracdes para definir as listas de discuss&o usadas para notificacbes de e-mail de alarme
herdadas. Essas configuragdes nao sao usadas para notificagdes de alerta.

Passos

1. Selecione SUPPORT > Alarmes (legacy) > Configuragao de e-mail legado.

2. No menu e-mail, selecione listas.

3. Clique em Edit /(ou *Insert*@ se esta ndo for a primeira lista de discussao).

Email Lists

Updated: 2018-03-17 11:58:24 PDT

Lists (0 - 0 of 0)

Group Name Recipients

Template Actions

[ =1 200

Shnwl 50 vI Records Per Page Refresh |

4. Na nova linha, adicione o seguinte:

Item

Nome do grupo

Destinatarios

Apply Changes *

Descricao

Nome exclusivo usado para identificar a lista de discussao. Os nomes
da lista de discussao nao podem ser duplicados.

Observacgao: se vocé alterar o nome de uma lista de discusséo, a
alterac&o nédo sera propagada para os outros locais que usam o
nome da lista de discussao. Vocé deve atualizar manualmente todas
as notificagdes configuradas para usar o novo nome da lista de
discussao.

Um unico enderego de e-mail, uma lista de e-mail configurada
anteriormente ou uma lista delimitada por virgulas de enderecos de
e-mail e listas de e-mail para as quais as notificagbes serdo enviadas.

Observacgao: se um enderego de e-mail pertencer a varias listas de

e-mail, somente uma notificagdo de e-mail sera enviada quando um
evento de acionamento de notificacdo ocorrer.
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Item Descrigdo

Modelo Opcionalmente, selecione um modelo de e-mail para adicionar um
cabecalho, rodapé e linha de assunto exclusivos as notificagdes
enviadas a todos os destinatarios desta lista de e-mail.

5. Clique em aplicar alteragoes.

Uma nova lista de discussédo é criada.

Configurar notificacoes por e-mail para alarmes (sistema legado)

Para receber notificagdes por e-mail para o sistema de alarme legado, os destinatarios devem ser membros
de uma lista de discusséao e essa lista deve ser adicionada a pagina notificagcdes. As notificagdes sao
configuradas para enviar e-mails aos destinatarios somente quando um alarme com um nivel de gravidade
especificado é acionado ou quando um estado de servico muda. Assim, os destinatarios so recebem as
notificagdes que precisam receber.

Antes de comecar
* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

» Vocé deve ter configurado uma lista de e-mail.

Sobre esta tarefa

Use essas configuragdes para configurar notificagdes para alarmes legados. Essas configuragdes ndo sao
usadas para notificacoes de alerta.

Se um enderego de e-mail (ou lista) pertencer a varias listas de e-mail, somente uma notificacdo de e-mail
sera enviada quando um evento de acionamento de notificagdo ocorrer. Por exemplo, um grupo de
administradores na sua organizag¢ao pode ser configurado para receber notificagdes de todos os alarmes,
independentemente da gravidade. Outro grupo pode exigir notificagdes apenas para alarmes com uma
gravidade critica. Vocé pode pertencer a ambas as listas. Se um alarme critico for acionado, vocé recebera
apenas uma notificagao.

Passos

1. Selecione SUPPORT > Alarmes (legacy) > Configuragao de e-mail legado.
No menu e-mail, selecione notificagoes.

Clique em *Edit*/ (ou *Insert*@ se esta ndo for a primeira notificagéo).

Em Lista de e-mail, selecione a lista de discusséo.

Selecione um ou mais niveis de gravidade de alarme e estados de servigo.

o o k~ w0 BN

Clique em aplicar alteragoes.

As notificagbes serdo enviadas para a lista de discussado quando os alarmes com o nivel de gravidade de
alarme ou estado de servico selecionado forem acionados ou alterados.

Suprimir notificagdes de alarme para uma lista de discussao (sistema legado)

Vocé pode suprimir notificagbes de alarme para uma lista de discussdo quando ndo quiser mais que a lista de
discussao receba notificagdes sobre alarmes. Por exemplo, vocé pode querer suprimir notificagdes sobre
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alarmes legados depois de fazer a transigéo para o uso de notificagdes por e-mail de alerta.

Antes de comecar

* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Utilize estas definigbes para suprimir as notificagdes por e-mail do sistema de alarme antigo. Essas
configuragbes nao se aplicam as notificagbes de alerta por e-mail.

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece

beneficios significativos e € mais facil de usar.

Passos

1.
2.
3.

Selecione SUPPORT > Alarmes (legacy) > Configuragao de e-mail legado.
No menu e-mail, selecione notificagoes.

Clique em Editar j ao lado da lista de discussao para a qual vocé deseja suprimir notificagdes.

. Em suprimir, marque a caixa de selegao ao lado da lista de discusséo que deseja suprimir ou selecione

suprimir na parte superior da coluna para suprimir todas as listas de discussao.

Clique em aplicar alteragoes.

As notificacdes de alarme herdadas sdo suprimidas para as listas de discusséo selecionadas.

Ver alarmes legados

Os alarmes (sistema legado) sao acionados quando os atributos do sistema atingem os
valores de limite de alarme. Pode visualizar os alarmes atualmente ativos a partir da
pagina Alarmes atuais.

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece

beneficios significativos e € mais facil de usar.

Antes de comecgar

* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

Passos

1.

Selecione SUPPORT > Alarmes (legacy) > Current Alarmes.
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2.

3.
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The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for monitering and troubleshooting StorageGRID

Current Alarms
Last Refreshed: 2020-05-27 09:41:38 MDT

|| show Acknowledged Alarms {1-10of1)
Severity Atirbute  Senvic Descripion  AlannTime  TriggerValue  CurrentValue

Show | 50 ¥ | Records Per Page | Refresh |

O icone de alarme indica a gravidade de cada alarme, da seguinte forma:

icone Cor Gravidade do  Significado
alarme
- Amarelo Aviso O no6 esta conetado a grade, mas existe uma
condigao incomum que nao afeta as operagdes
normais.
A Laranja claro Menor O n6 esta conetado a grade, mas existe uma

condigao anormal que pode afetar a operagado no
futuro. Vocé deve investigar para evitar o
escalonamento.

n Laranja escuro  Maior O no esta conetado a grade, mas existe uma
condigao anormal que afeta atualmente a operacgao.
Isso requer atencao imediata para evitar o
escalonamento.

a Vermelho Critico O né esta conetado a grade, mas existe uma
condigdo anormal que parou as operagdes normais.
Vocé deve resolver o problema imediatamente.

Para saber mais sobre o atributo que fez com que o alarme fosse acionado, clique com o botao direito do
Mouse no nome do atributo na tabela.

Para ver detalhes adicionais sobre um alarme, clique no nome do servico na tabela.

A guia Alarmes para o servico selecionado € exibida (SUPPORT > Tools > Grid topology > Grid Node >
Service > Alarmes).



Overview | Alarms \| Reports ‘ Configuration

Kain Hisfory

& b . . .
Alarms: ARC (DC1-ARC1) - Replication
s ‘ )< Rep

Updated: 2018-05-24 10:46:48 MDT

Severity Attribute Description Alarm Time Trigger Value  Current Value Acknowledge Time Acknowledge

D Reision ey Unevgae WOT o Uomgne Onedase
Apply Changes *

4. Se vocé quiser limpar a contagem de alarmes atuais, vocé pode, opcionalmente, fazer o seguinte:

o Confirme o alarme. Um alarme reconhecido n&o € mais incluido na contagem de alarmes herdados, a
menos que seja acionado no proximo nivel de gravidade ou seja resolvido e ocorra novamente.

> Desative um alarme padrao especifico ou um alarme personalizado global para todo o sistema para
evitar que ele seja acionado novamente.

Informacgoes relacionadas

"Referéncia de alarmes (sistema legado)"
"Reconhecer alarmes atuais (sistema legado)"

"Desativar alarmes (sistema legado)"

Referéncia de alarmes (sistema legado)

A tabela a seguir lista todos os alarmes padrao herdados. Se um alarme for acionado,
vocé pode procurar o codigo de alarme nesta tabela para encontrar as agdes
recomendadas.

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.

Cadigo Nome Servico Acao recomendada
ABRL Relés Atributo BADC, BAMS, Restaure a conetividade a um servigo (um servigo
disponiveis BARC, BCLB, ADC) executando um servigo de relé de atributos o

BCMN, BLDR, mais rapido possivel. Se ndo houver relés de

BNMS, BSSM, atributos conetados, o né de grade nao podera relatar

BDDS valores de atributo ao servico NMS. Assim, o servico
NMS néo pode mais monitorar o status do servigo ou
atualizar atributos para o servico.

Se o problema persistir, entre em Contato com o
suporte técnico.
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Codigo
ACMS

ATUA

ADCA

ADCE

66

Nome

Servigos de
metadados
disponiveis

Status de
servico do Cloud
Tiering

Estado ADC

Estado ADC

Servigo

BARC, BLDR,
BCMN

ARCO

ADC

ADC

Acao recomendada

Um alarme é acionado quando um servi¢co LDR ou
ARC perde a ligagdo a um servigo DDS. Se isso
ocorrer, as transagdes de ingestdo ou recuperagao
nao podem ser processadas. Se a indisponibilidade
dos servicos DDS for apenas um breve problema
transitério, as transac¢des podem ser atrasadas.

Verifique e restaure as ligagbes a um servigo DDS
para apagar este alarme e devolver o servigo a
funcionalidade completa.

Disponivel apenas para nos de arquivamento com um
tipo de destino de disposicdo em camadas na nuvem
- Simple Storage Service (S3).

Se o atributo ACTS para o n6 de arquivo estiver

definido como somente leitura ativado ou leitura-
escrita Desativado, vocé devera definir o atributo
como leitura-escrita habilitado.

Se um alarme principal for acionado devido a uma
falha de autenticacao, verifique as credenciais
associadas ao intervalo de destino e atualize os
valores, se necessario.

Se um alarme principal for acionado devido a
qualquer outro motivo, contacte o suporte técnico.

Se um alarme for acionado, selecione SUPPORT >
Tools > Grid topology. Em seguida, selecione site >
grid node > ADC > Overview > Main e ADC >
Alarmes > Main para determinar a causa do alarme.

Se o problema persistir, entre em Contato com o
suporte técnico.

Se o valor do Estado ADC for Standby, continue
monitorando o servico e, se o problema persistir,
entre em Contato com o suporte técnico.

Se o valor de ADC State for Offline, reinicie o servigo.
Se o problema persistir, entre em Contato com o
suporte técnico.



Codigo Nome Servigo

AITE Recuperar BARC
Estado

AITU Recuperar BARC
Estado

ALIS Sessoes Atributo ADC
inbound

ALOS Sessodes de ADC

Atributo de saida

Acao recomendada

Disponivel apenas para nds de arquivo com um tipo
de destino do Tivoli Storage Manager (TSM).

Se o valor de Retrieve State estiver aguardando o
Target, verifique o servidor de middleware TSM e
certifique-se de que ele esta funcionando
corretamente. Se o n6é de arquivo tiver sido
adicionado ao sistema StorageGRID, certifique-se de
que a ligagao do n6 de arquivo ao sistema de
armazenamento de arquivos externo visado esta
configurada corretamente.

Se o valor do Estado de recuperagao de Arquivo for
Offline, tente atualizar o estado para Online.
Selecione SUPPORT > Tools > Grid topology. Em
seguida, selecione site > grid node > ARC >
Retrieve > Configuration > Main, selecione Archive
Retrieve State > Online e clique em Apply
Changes.

Se o problema persistir, entre em Contato com o
suporte técnico.

Se o valor de Retrieve Status for Target Error,
verifique se ha erros no sistema de armazenamento
de arquivos externo de destino.

Se o valor de Archive Retrieve Status (Estado de
recuperagao de arquivo) for Session Lost (perda de
sessao), verifique o sistema de armazenamento de
arquivo externo alvo para garantir que esta online e a
funcionar corretamente. Verifique a conexao de rede
com o destino.

Se o valor do Estado de recuperagao de Arquivo for
erro desconhecido, contacte o suporte técnico.

Se o numero de sessdes de atributo de entrada em
um relay de atributo crescer muito grande, pode ser
uma indicagao de que o sistema StorageGRID ficou
desequilibrado. Em condigbes normais, as sessdes
de atributos devem ser distribuidas uniformemente
entre os servicos ADC. Um desequilibrio pode levar a
problemas de desempenho.

Se o problema persistir, entre em Contato com o
suporte técnico.

O servico ADC tem um alto nimero de sessdes de
atributos e esta se tornando sobrecarregado. Se este
alarme for acionado, contacte a assisténcia técnica.
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Codigo
ALUR

AMQS

68

Nome

Repositorios
Atributo
inalcancaveis

Mensagens de
auditoria
enfileiradas

Servigo

ADC

BADC, BAMS,
BARC, BCLB,
BCMN, BLDR,
BNMS, BDDS

Acao recomendada

Verifique a conetividade de rede com o servico NMS
para garantir que o servigco possa entrar em Contato
com o repositério de atributos.

Se este alarme for acionado e a conetividade de rede
estiver boa, contacte o suporte técnico.

Se as mensagens de auditoria ndo puderem ser
encaminhadas imediatamente para um
reencaminhamento ou repositorio de auditoria, as
mensagens serao armazenadas em uma fila de
discos. Se a fila de discos ficar cheia, podem ocorrer
interrupcoes.

Para permitir que vocé responda a tempo para evitar
uma interrupgao, os alarmes AMQS sao acionados
quando o numero de mensagens na fila de discos
atinge os seguintes limites:

 Aviso: Mais de 100.000 mensagens
* Menor: Pelo menos 500.000 mensagens
* Maior: Pelo menos 2.000.000 mensagens

* Critico: Pelo menos 5.000.000 mensagens

Se um alarme AMQS for acionado, verifique a carga
no sistema - se houver um numero significativo de
transagdes, o alarme deve resolver-se ao longo do
tempo. Neste caso, pode ignorar o alarme.

Se o alarme persistir e aumentar a gravidade,
visualize um grafico do tamanho da fila. Se o numero
estiver aumentando constantemente ao longo de
horas ou dias, a carga de auditoria provavelmente
excedeu a capacidade de auditoria do sistema.
Reduza a taxa de operagao do cliente ou diminua o
numero de mensagens de auditoria registradas
alterando o nivel de auditoria para erro ou
Desativado. "Configurar mensagens de auditoria e
destinos de log"Consulte .
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Codigo Nome Servigo

AOTE Estado da loja BARC

AOTU Estado da loja BARC

APMS Conetividade SSM
Multipath de
armazenamento

Acao recomendada

Disponivel apenas para nds de arquivo com um tipo
de destino do Tivoli Storage Manager (TSM).

Se o valor do Estado de armazenamento estiver a
aguardar o destino, verifique o sistema de
armazenamento de arquivos externo e certifique-se
de que esta a funcionar corretamente. Se o n6 de
arquivo tiver sido adicionado ao sistema
StorageGRID, certifique-se de que a ligagdo do no6 de
arquivo ao sistema de armazenamento de arquivos
externo visado esta configurada corretamente.

Se o valor de Estado da loja estiver offline, verifique o
valor de Estado da loja. Corrija quaisquer problemas
antes de mover o estado da loja de volta para Online.

Se o valor de Status da Loja for sesséo perdida,
verifique se o sistema de armazenamento de
arquivos externo esta conetado e on-line.

Se o valor de Target Error (erro de destino), verifique
se ha erros no sistema de armazenamento de
arquivos externo.

Se o valor do Status da Loja for erro desconhecido,
entre em Contato com o suporte técnico.

Se o alarme de estado de multipath aparecer como
"degradado” (selecione SUPPORT > Tools > Grid
topology, selecione site > grid node > SSM >
Events), faga o seguinte:

1. Conete ou substitua o cabo que nao exibe
nenhuma luz indicadora.

2. Aguarde de um a cinco minutos.

N&ao desligue o outro cabo até, pelo menos, cinco
minutos depois de ligar o primeiro. Desconetar
muito cedo pode fazer com que o volume raiz se
torne somente leitura, o que requer que o
hardware seja reiniciado.

3. Retorne a pagina SSM > recursos e verifique se
o status do Multipath "degradado" foi alterado
para "nominal" na secado hardware de
armazenamento.
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Codigo Nome

ARCE ESTADO do
ARCO

AROQ Objetos em fila
de espera

70

Servigo

ARCO

ARCO

Acao recomendada

O servico ARC tem um estado de espera até que
todos os componentes ARC (replicagao,
armazenamento, recuperagao, destino) tenham
iniciado. Ele entéo faz a transicéo para Online.

Se o valor do estado ARC nao passar de Standby
para Online, verifique o estado dos componentes
ARC.

Se o valor de ARC State for Offline, reinicie o servigo.
Se o problema persistir, entre em Contato com o
suporte técnico.

Este alarme pode ser acionado se o dispositivo de
armazenamento amovivel estiver a funcionar
lentamente devido a problemas com o sistema de
armazenamento de arquivos externo visado ou se
encontrar varios erros de leitura. Verifique se ha erros
no sistema de armazenamento de arquivos externo e
verifique se ele esta funcionando corretamente.

Em alguns casos, esse erro pode ocorrer como
resultado de uma alta taxa de solicitagcdes de dados.
Monitore o numero de objetos enfileirados a medida
que a atividade do sistema diminui.



Codigo
ARRF

ARRV

Nome

Falhas de
solicitacao

Falhas de
verificagao

Servigo

ARCO

ARCO

Acao recomendada

Se uma recuperacgédo do sistema de armazenamento
de arquivos externo visado falhar, o né de arquivo
tentara novamente a recuperacao, pois a falha pode
ser devido a um problema transitério. No entanto, se
os dados do objeto estiverem corrompidos ou tiverem
sido marcados como estando permanentemente
indisponiveis, a recuperagéo nao falhara. Em vez
disso, o n6 de arquivo tenta continuamente a
recuperagao e o valor para falhas de solicitagéo
continua a aumentar.

Este alarme pode indicar que o suporte de
armazenamento que contém os dados solicitados
esta corrompido. Verifique o sistema de
armazenamento de arquivos externo para
diagnosticar ainda mais o problema.

Se vocé determinar que os dados do objeto ndo
estdo mais no arquivo, o objeto tera que ser removido
do sistema StorageGRID. Para obter mais
informagdes, entre em Contato com o suporte
técnico.

Assim que o problema que acionou este alarme for
resolvido, reponha a contagem de avarias. Selecione
SUPPORT > Tools > Grid topology. Em seguida,
selecione site > grid node > ARC > Retrieve >
Configuration > Main, selecione Reset Request
Failure Count e clique em Apply Changes.

Para diagnosticar e corrigir esse problema, entre em
Contato com o suporte técnico.

Depois de resolver o problema que acionou este
alarme, reponha a contagem de avarias. Selecione
SUPPORT > Tools > Grid topology. Em seguida,
selecione site > grid node > ARC > Retrieve >
Configuration > Main, selecione Reset Verification
Failure Count e clique em Apply Changes.
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Codigo Nome Servigo Acao recomendada

ARVF Falhas de ARCO Este alarme pode ocorrer como resultado de erros
armazenamento com o sistema de armazenamento de arquivos
externo visado. Verifique se ha erros no sistema de
armazenamento de arquivos externo e verifique se
ele esta funcionando corretamente.

Assim que o problema que acionou este alarme for
resolvido, reponha a contagem de avarias. Selecione
SUPPORT > Tools > Grid topology. Em seguida,
selecione site > grid node > ARC > Retrieve >
Configuration > Main, selecione Reset Store
Failure Count e clique em Apply Changes.

ASXP Compartilhament AMS Um alarme é acionado se o valor de
os de auditoria compartilhamentos de auditoria for desconhecido.
Este alarme pode indicar um problema com a
instalagéo ou configuragdo do né Admin.

Se o problema persistir, entre em Contato com o
suporte técnico.

AUMA Estado AMS AMS Se o valor do Status AMS for DB Connectivity Error
(erro de conetividade de banco de dados), reinicie o
no da grade.

Se o problema persistir, entre em Contato com o
suporte técnico.

AUME Estado AMS AMS Se o valor do estado AMS for em espera, continue a
monitorizar o sistema StorageGRID. Se o problema
persistir, entre em Contato com o suporte técnico.

Se o valor do Estado AMS for Offline, reinicie o
servico. Se o problema persistir, entre em Contato
com o suporte técnico.

AUXS Estado AMS Se um alarme for acionado, corrija o problema
exportacao subjacente e reinicie o servigo AMS.
Auditoria

Se o problema persistir, entre em Contato com o
suporte técnico.

BADD Falha na SSM Este alarme é acionado quando uma ou mais
contagem de unidades de um dispositivo StorageGRID falharam ou
unidades do nao sao ideais. Substitua as unidades conforme
controlador de necessario.
armazenamento
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Codigo
BASF

GRAVES

BRDT

Nome Servigo

Identificadores  CMN
de Objeto
disponiveis

Estado Alocagdo CMN
bloco
Identificador

Temperaturado SSM
chassi do

controlador de
computagao

Acao recomendada

Quando um sistema StorageGRID é provisionado, o
servigo CMN recebe um numero fixo de
identificadores de objeto. Este alarme é acionado
quando o sistema StorageGRID comega a esgotar o
seu fornecimento de identificadores de objetos.

Para alocar mais identificadores, entre em Contato
com o suporte técnico.

Por padrao, um alarme é acionado quando os
identificadores de objeto ndo podem ser alocados
porque o quérum de ADC nao pode ser alcancado.

A alocacao de bloco de identificador no servigo CMN
requer um quorum (50% mais 1) dos servicos ADC
para estar on-line e conetado. Se o quérum nao
estiver disponivel, o servigo CMN nao podera alocar
novos blocos de identificador até que o quérum ADC
seja restabelecido. Se o quérum de ADC for perdido,
geralmente nao ha impactos imediato no sistema
StorageGRID (os clientes ainda podem ingerir e
recuperar conteudo), ja que aproximadamente um
més de fornecimento de identificadores sao
armazenados em cache em outro lugar na grade; no
entanto, se a condi¢ao continuar, o sistema
StorageGRID perdera a capacidade de ingerir novo
conteudo.

Se um alarme for acionado, investigue o motivo da
perda do quérum de ADC (por exemplo, pode ser
uma falha de rede ou n6 de armazenamento) e tome
medidas corretivas.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme é acionado se a temperatura do
controlador de computagdo em um dispositivo
StorageGRID exceder um limite nominal.

Verifique os componentes do hardware e problemas

ambientais quanto a condi¢cbes de sobreaquecimento.
Se necessario, substituir o érgao.
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Codigo Nome

BTOF Desvio

BTSE Estado do
relégio

CAHP Porcentagem de
uso do Java
Heap

74

Servigo

BADC, BLDR,
BNMS, BAMS,
BCLB, BCMN,
BARC

BADC, BLDR,
BNMS, BAMS,
BCLB, BCMN,
BARC

DDS

Acao recomendada

Um alarme € acionado se o tempo de servigo
(segundos) diferir significativamente do tempo do
sistema operacional. Em condi¢des normais, o
servico deve ressincronizar-se. Se o tempo de
servico se afastar demasiado do tempo do sistema
operativo, as operacdes do sistema podem ser
afetadas. Confirme se a fonte de hora do sistema
StorageGRID esta correta.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme é acionado se a hora do servigo nao for
sincronizada com a hora rastreada pelo sistema
operacional. Em condi¢des normais, o servigo deve
ressincronizar-se. Se o tempo se desviar muito longe
do tempo do sistema operacional, as operacdes do
sistema podem ser afetadas. Confirme se a fonte de
hora do sistema StorageGRID esta correta.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme é acionado se o Java nao conseguir
executar a coleta de lixo a uma taxa que permita
espaco de heap suficiente para o sistema funcionar
corretamente. Um alarme pode indicar uma carga de
trabalho do usuario que excede os recursos
disponiveis no sistema para o armazenamento de
metadados DDS. Verifique a atividade do ILM no
painel ou selecione SUPPORT > Tools > Grid
topology e, em seguida, selecione site > grid node
> DDS > Resources > Overview > Main.

Se o problema persistir, entre em Contato com o
suporte técnico.



Codigo
CASA

CASO

CCNA

Nome Servigo

Estado do DDS
armazenamento
de dados

Estado do DDS
armazenamento
de dados

Hardware de SSM
computacao

Acao recomendada

Um alarme é acionado se o armazenamento de
metadados do Cassandra ficar indisponivel.

Verifique o status de Cassandra:

1. No n6 de armazenamento, faga login como
administrador e su faca root usando a senha
listada no arquivo Passwords.txt.

2. Introduza: service cassandra status

3. Se o Cassandra nao estiver em execucao,
reinicie-0: service cassandra restart

Esse alarme também pode indicar que o
armazenamento de metadados (banco de dados
Cassandra) para um né de armazenamento requer
reconstrucao.

Consulte informacbes sobre como solucionar
problemas do alarme Servigos: Status - Cassandra
(SVST) no "Solucionar problemas de metadados".

Se o problema persistir, entre em Contato com o
suporte técnico.

Este alarme é acionado durante a instalagao ou
expansédo para indicar que um novo armazenamento
de dados esta a aderir a grelha.

Esse alarme € acionado se o status do hardware do
controlador de computagdo em um dispositivo
StorageGRID precisar de atencao.
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Codigo
CDLP

CMNA

76

Nome

Espaco usado
(porcentagem)

Estado CMN

Servigo

DDS

CMN

Acao recomendada

Este alarme é acionado quando o espaco efetivo de
metadados (CEMS) atinge 70% cheio (alarme
menor), 90% cheio (alarme principal) e 100% cheio
(alarme critico).

Se este alarme atingir o limite de 90%, € apresentado
um aviso no painel de instrumentos do Gestor de
grelhas. Vocé deve executar um procedimento de
expansao para adicionar novos nos de storage o
mais rapido possivel. "Expanda uma grade"Consulte .

Se esse alarme atingir o limite de 100%, vocé deve
parar de ingerir objetos e adicionar nés de storage
imediatamente. O Cassandra requer uma certa
quantidade de espago para realizar operacdes
essenciais, como compactagao e reparo. Essas
operagdes serdo impactadas se os metadados de
objetos usarem mais de 100% do espago permitido.
Resultados indesejaveis podem ocorrer.

Nota: Entre em Contato com o suporte técnico se
vocé nao conseguir adicionar nos de storage.

Apos a adigdo de novos nos de storage, o sistema
reequilibra automaticamente os metadados de
objetos em todos os nods de storage e o alarme €
apagado.

Consulte também informacgbes sobre como solucionar
problemas do alerta de armazenamento de
metadados baixos no "Solucionar problemas de
metadados".

Se o problema persistir, entre em Contato com o
suporte técnico.

Se o valor do Status do CMN for erro, selecione
SUPPORT > Tools > Grid topoly e, em seguida,
selecione site > grid node > CMN > Overview >
Main e CMN > Alarmes > Main para determinar a
causa do erro e solucionar o problema.

Um alarme € acionado e o valor de Status do CMN é
no Online CMN durante uma atualizacéo de hardware
do né Admin primario quando as CMNs sao
comutadas (o valor do estado antigo do CMN &
Standby e o novo é Online).

Se o problema persistir, entre em Contato com o
suporte técnico.
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Codigo
CPRC

CPSA

CPSB

CPUT

DNST

Nome

Capacidade
restante

Fonte de
Alimentacéo A
do controlador
de computacao

Fonte de
alimentacao B
do controlador
de computagao

Temperatura da
CPU do
controlador de
computagao

Estado DNS

Servigo

NMS

SSM

SSM

SSM

SSM

Acao recomendada

Um alarme € acionado se a capacidade restante
(numero de conexdes disponiveis que podem ser
abertas para o banco de dados NMS) ficar abaixo da
gravidade do alarme configurada.

Se um alarme for acionado, contacte a assisténcia
técnica.

Um alarme € acionado se houver um problema com a
fonte de Alimentagéo A no controlador de
computagao para um dispositivo StorageGRID.

Se necessario, substituir o érgao.

Um alarme é acionado se houver um problema com a
fonte de alimentagao B no controlador de
computagao para um dispositivo StorageGRID.

Se necessario, substituir o 6rgéo.

Um alarme é acionado se a temperatura da CPU no
controlador de computagdo em um dispositivo
StorageGRID exceder um limite nominal.

Se 0 n6é de armazenamento for um dispositivo
StorageGRID, o sistema StorageGRID indica que o
controlador precisa de atencao.

Verifique os componentes de hardware e problemas
de ambiente quanto a condi¢des de
sobreaquecimento. Se necessario, substituir o 6rgao.

Apos a conclusao da instalagdo, um alarme DNST é
acionado no servico SSM. Depois que o DNS é
configurado e as novas informagdes do servidor
atingem todos os nés da grade, o alarme é
cancelado.
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Codigo
ECCD

ECST

FOPN

HSTE

78

Nome

Fragmentos
corrompidos
detetados

Estado de
verificacao

Abra descritores
de arquivo

Estado HTTP

Servigo

LDR

LDR

BADC, BAMS,
BARC, BCLB,
BCMN, BLDR,
BNMS, BSSM,
BDDS

ERRO

Acao recomendada

Um alarme é acionado quando o processo de
verificagdo em segundo plano deteta um fragmento
corrompido codificado de apagamento. Se um
fragmento corrompido for detetado, uma tentativa é
feita para reconstruir o fragmento. Redefina os
fragmentos corrompidos detetados e copie os
atributos perdidos para zero e monitorize-os para ver
se as contagens aumentam novamente. Se as
contagens aumentarem, pode haver um problema
com o armazenamento subjacente do n6 de
armazenamento. Uma cépia de dados de objeto
codificados por apagamento ndo é considerada
ausente até que o numero de fragmentos perdidos ou
corrompidos viole a tolerancia de falhas do codigo de
apagamento; portanto, € possivel ter um fragmento
corrompido e ainda ser capaz de recuperar o objeto.

Se o problema persistir, entre em Contato com o
suporte técnico.

Este alarme indica o estado atual do processo de
verificagdo em segundo plano para dados de objetos
codificados por apagamento neste no6 de
armazenamento.

Um alarme principal € acionado se houver um erro no
processo de verificagdo em segundo plano.

FOPN pode tornar-se grande durante a atividade de
pico. Se ndo diminuir durante periodos de atividade
lenta, entre em Contato com o suporte técnico.

Consulte agdes recomendadas para HSTU.



Codigo
HSTU

HTAS

IRSU

Nome

Estado HTTP

Auto-Iniciar
HTTP

Estado de
replicagao de
entrada

Servigo

ERRO

LDR

BLDR, BARC

Acao recomendada

HSTE e HSTU estéo relacionados a HTTP para todo
o trafego LDR, incluindo S3, Swift, e outro trafego
StorageGRID interno. Um alarme indica que ocorreu
uma das seguintes situagdes:

* O HTTP foi colocado offline manualmente.
O atributo Auto-Start HTTP foi desativado.

» O servigo LDR esta a encerrar.

O atributo Auto-Start HTTP € ativado por padréo. Se
essa configuragao for alterada, o HTTP podera
permanecer offline apds uma reinicializagao.

Se necessario, aguarde que o servigo LDR seja
reiniciado.

Selecione SUPPORT > Tools > Grid topology. Em
seguida, selecione Storage Node > LDR >
Configuration. Se o HTTP estiver offline, coloque-o
online. Verifique se o atributo Auto-Start HTTP esta
ativado.

Se o HTTP permanecer offline, entre em Contato com
0 suporte técnico.

Especifica se os servicos HTTP devem ser iniciados
automaticamente na inicializacao. Esta € uma opcéao
de configuragéo especificada pelo usuario.

Um alarme indica que a replicagdo de entrada foi
desativada. Confirme as configuragdes: Selecione
SUPPORT > Tools > Grid topology. Em seguida,
selecione site > grid node > LDR > Replication >
Configuration > Main.
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Codigo
LATA

LDRE

PERDIDO

80

Nome Servigo

Laténcia média NMS

Estado LDR LDR

Objetos perdidos DDS, LDR

Acao recomendada

Verifique se ha problemas de conetividade.

Verifique a atividade do sistema para confirmar que
existe um aumento na atividade do sistema. Um
aumento na atividade do sistema resultara em um
aumento para atribuir a atividade de dados. Essa
atividade aumentada resultara em um atraso no
processamento de dados de atributos. Esta pode ser
uma atividade normal do sistema e ira diminuir.

Verifique se existem varios alarmes. Um aumento nos
tempos médios de laténcia pode ser indicado por um
numero excessivo de alarmes acionados.

Se o problema persistir, entre em Contato com o
suporte técnico.

Se o valor do Estado LDR for Standby (em espera),
continue a monitorizar a situacéo e, se o problema
persistir, contacte o suporte técnico.

Se o valor de LDR State for Offline, reinicie o servigo.
Se o problema persistir, entre em Contato com o
suporte técnico.

Acionado quando o sistema StorageGRID nao
consegue recuperar uma cépia do objeto solicitado
de qualquer lugar do sistema. Antes de um alarme
PERDIDO (objetos perdidos) ser acionado, o sistema
tenta recuperar e substituir um objeto em falta de
outro local do sistema.

Objetos perdidos representam uma perda de dados.
O atributo objetos perdidos é incrementado sempre
que o numero de locais para um objeto cai para zero
sem o servigo DDS propositadamente purgando o
conteudo para satisfazer a politica ILM.

Investigue imediatamente os alarmes PERDIDOS
(LOST Object). Se o problema persistir, entre em
Contato com o suporte técnico.

"Solucionar problemas de dados de objetos perdidos
e ausentes”
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Codigo
MCEP

MINQ

MIN

SAUDADES

NANG

NDUP

Nome Servigo
Validade do CMN
certificado de

Interface de

Gestao

Notificagbes de NMS
e-mail na fila

Estado das BNMS
notificacées por
e-mail

Estado do motor BNMS
da interface
NMS

Configuragdo de SSM
negociagao
automatica de

rede

Configuragao SSM
Duplex de rede

Acao recomendada

Acionado quando o certificado usado para acessar a
interface de gerenciamento esta prestes a expirar.

1. No Gerenciador de Grade, selecione
CONFIGURATION > Security > Certificates.

2. Na guia Global, selecione certificado de
interface de gerenciamento.

3. "Carregue um novo certificado de interface de
gerenciamento."

Verifique as conexdes de rede dos servidores que
hospedam o servigco NMS e o servidor de e-mail
externo. Confirme também se a configuragéo do
servidor de e-mail esta correta.

"Configurar as defini¢des do servidor de correio
eletrénico para alarmes (sistema legado)"

Um alarme menor é acionado se o servico NMS nao
conseguir se conetar ao servidor de e-mail. Verifique
as conexdes de rede dos servidores que hospedam o
servico NMS e o servidor de e-mail externo. Confirme
também se a configuragdo do servidor de e-mail esta
correta.

"Configurar as definicdes do servidor de correio
eletrénico para alarmes (sistema legado)"

Um alarme é acionado se o mecanismo de interface
NMS no Admin Node que reune e gera conteudo da
interface for desconetado do sistema. Verifique o
Gerenciador do servidor para determinar se o
aplicativo individual do servidor esta inativo.

Verifique a configuragéo do adaptador de rede. A
configuragédo deve corresponder as preferéncias dos
roteadores e switches de rede.

Uma definigéo incorreta pode ter um impactos grave
no desempenho do sistema.

Verifique a configuragdo do adaptador de rede. A
configuragédo deve corresponder as preferéncias dos
roteadores e switches de rede.

Uma definigéo incorreta pode ter um impactos grave
no desempenho do sistema.
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Codigo Nome Servigo Acao recomendada
NLNK Deteccao de SSM Verifique as conexdes do cabo de rede na porta e no
ligacdo de rede switch.

Verifique as configuragdes do roteador, do switch e
do adaptador de rede.

Reinicie o servidor.

Se o problema persistir, entre em Contato com o
suporte técnico.

NRER Receber erros SSM As seguintes causas podem ser os alarmes NRER:
» Corregao de erro de avango (FEC) néao
corresponde

* Incompatibilidade da MTU da porta do switch e da
NIC

» Altas taxas de erro de link
* Buffer de anel NIC excedido
Consulte as informagdes sobre como solucionar

problemas do alarme Network Receive Error (NRER)
em "Solucionar problemas de rede, hardware e

plataforma".
NRLY Relés de BADC, BARC, Se os relés de auditoria ndo estiverem conetados aos
auditoria BCLB, BCMN, servigcos ADC, os eventos de auditoria nao poderao
disponiveis BLDR, BNMS, ser relatados. Eles estdo em fila de espera e
BDDS indisponiveis para os usuarios até que a conexao

seja restaurada.

Restaure a conetividade a um servico ADC o mais
rapido possivel.

Se o problema persistir, entre em Contato com o
suporte técnico.

NSCA Estado NMS NMS Se o valor de Status do NMS for DB Connectivity
Error (erro de conetividade de banco de dados),
reinicie o servico. Se o problema persistir, entre em
Contato com o suporte técnico.

NSCE Estado NMS NMS Se o valor do estado NMS for Standby (espera),
continue a monitorizagéo e, se o problema persistir,
contacte o suporte técnico.

Se o valor de Estado NMS for Offline, reinicie o

servigo. Se o problema persistir, entre em Contato
com o suporte técnico.
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Codigo

VELOCIDADE
MAXIMA

NTBR

NTER

NTFQ

NTLK

NTOF

Nome Servigo

Velocidade SSM

Livre Tablespace NMS

Transmitir erros SSM

Desvio de SSM
frequéncia NTP

Bloqueio NTP SSM

Desvio horario SSM
NTP

Acao recomendada

Isso pode ser causado por problemas de
conetividade de rede ou compatibilidade de driver. Se
o problema persistir, entre em Contato com o suporte
técnico.

Se um alarme for acionado, verifique a rapidez com
que a utilizagdo da base de dados foi alterada. Uma
queda subita (ao contrario de uma mudanga gradual
ao longo do tempo) indica uma condigao de erro. Se
o problema persistir, entre em Contato com o suporte
técnico.

Ajustar o limite de alarme permite que vocé gerencie
proativamente quando o armazenamento adicional
precisa ser alocado.

Se o espaco disponivel atingir um limite baixo
(consulte o limiar de alarme), contacte o suporte
técnico para alterar a alocacao da base de dados.

Esses erros podem ser apagados sem serem
reiniciados manualmente. Se eles ndo limparem,
verifique o hardware de rede. Verifique se o hardware
e o driver do adaptador estao corretamente
instalados e configurados para funcionar com seus
roteadores e switches de rede.

Quando o problema subjacente for resolvido, reinicie
o contador. Selecione SUPPORT > Tools > Grid
topology. Em seguida, selecione site > grid node >
SSM > Resources > Configuration > Main,
selecione Reset Transmit Error Count e clique em
Apply Changes.

Se o desvio de frequéncia exceder o limite
configurado, € provavel que haja um problema de
hardware com o reldgio local. Se o problema persistir,
contacte o suporte técnico para agendar uma
substituicao.

Se o daemon NTP nao estiver bloqueado para uma
fonte de tempo externa, verifique a conetividade de
rede com as fontes de tempo externas designadas,
sua disponibilidade e sua estabilidade.

Se o desvio de tempo exceder o limite configurado, é
provavel que haja um problema de hardware com o
oscilador do relogio local. Se o problema persistir,
contacte o suporte técnico para agendar uma
substituicao.
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Codigo
NTSJ

NTSU

OPST

OQRT

ORSU

84

Nome Servigo

Jitter de fonte de SSM
tempo escolhido

Estado NTP SSM

Estado geralda SSM

alimentacao

Objetos em LDR
quarentena

Estado BLDR, BARC

replicagao saida

Acao recomendada

Este valor indica a confiabilidade e estabilidade da
fonte de tempo que o NTP no servidor local esta
usando como referéncia.

Se um alarme for acionado, pode ser uma indicacao
de que o oscilador da fonte de tempo esta com
defeito ou que ha um problema com o link WAN para
a fonte de tempo.

Se o valor do Status NTP nao estiver em execugao,
entre em Contato com o suporte técnico.

Um alarme é acionado se a alimentacdo de um
aparelho StorageGRID se desviar da tensao de
funcionamento recomendada.

Verifique o estado da fonte de Alimentacéo A ou B
para determinar qual fonte de alimentagao esta a
funcionar de forma anormal.

Se necessario, substitua a fonte de alimentacao.

Depois que os objetos sédo restaurados
automaticamente pelo sistema StorageGRID, os
objetos em quarentena podem ser removidos do
diretdrio de quarentena.

1. Selecione SUPPORT > Tools > Grid topology.

2. Selecione site > n6 de armazenamento > LDR >
Verificagdo > Configuragao > Principal.

3. Selecione Excluir objetos em quarentena.

4. Clique em aplicar alteragoes.

Os objetos em quarentena sdo removidos e a
contagem é redefinida para zero.

Um alarme indica que a replicacdo de saida nao é
possivel: O armazenamento esta em um estado em
que os objetos ndo podem ser recuperados. Um
alarme é acionado se a replicacdo de saida for
desativada manualmente. Selecione SUPPORT >
Tools > Grid topology. Em seguida, selecione site >
grid node > LDR > Replication > Configuration.

Um alarme é acionado se o servico LDR nao estiver
disponivel para replicacado. Selecione SUPPORT >
Tools > Grid topology. Em seguida, selecione site >
grid node > LDR > Storage.



Codigo
OSLF

PMEM

PSAS

PSB

RDTE

Nome

Status do
compartimento

Utilizacao da
memoria de
servigo
(percentagem)

Estado da fonte
de alimentacéao
A.

Estado da fonte
de alimentacéo
B.

Estado do Tivoli
Storage
Manager

Servigo

SSM

BADC, BAMS,
BARC, BCLB,
BCMN, BLDR,
BNMS, BSSM,
BDDS

SSM

SSM

BARC

Acao recomendada

Um alarme é acionado se o status de um dos
componentes na prateleira de armazenamento de um
dispositivo de armazenamento for degradado. Os
componentes da prateleira de armazenamento
incluem IOMs, ventiladores, fontes de alimentagao e
gavetas de unidade.se este alarme for acionado,
consulte as instru¢des de manutengao do seu
aparelho.

Pode ter um valor de mais de Y% de RAM, onde Y
representa a porcentagem de memoria que esta
sendo usada pelo servidor.

Valores abaixo de 80% s&o normais. Mais de 90% é
considerado um problema.

Se 0 uso de memodria for alto para um unico servigo,
monitore a situagéo e investigue.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme ¢ acionado se a fonte de Alimentagéo A
num aparelho StorageGRID se desviar da tenséo de
funcionamento recomendada.

Se necessario, substitua a fonte de alimentacéo A.

Um alarme é acionado se a fonte de alimentacéo B
num aparelho StorageGRID se desviar da tensao de
funcionamento recomendada.

Se necessario, substitua a fonte de alimentacgao B..

Disponivel apenas para nos de arquivamento com um
tipo de destino do Tivoli Storage Manager (TSM).

Se o valor do estado do Tivoli Storage Manager
estiver offline, verifique o status do Tivoli Storage
Manager e resolva quaisquer problemas.

Coloque o componente novamente online. Selecione
SUPPORT > Tools > Grid topology. Em seguida,
selecione site > grid node > ARC > Target >
Configuration > Main, selecione Tivoli Storage
Manager State > Online e clique em Apply
Changes.
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Codigo
RDTU

RIRF

86

Nome

Status do Tivoli
Storage
Manager

Replicagdes de
entrada — falhou

Servigo

BARC

BLDR, BARC

Acao recomendada

Disponivel apenas para nés de arquivamento com um
tipo de destino do Tivoli Storage Manager (TSM).

Se o valor do status do Gerenciador de
armazenamento Tivoli for erro de configuragédo e o n6
de arquivo tiver sido adicionado ao sistema
StorageGRID, verifique se o servidor de middleware
TSM esta configurado corretamente.

Se o valor do status do Gerenciador de
armazenamento Tivoli for falha de conex&o ou falha
de conexao, tente novamente, verifique a
configuragéo de rede no servidor middleware TSM e
a conexao de rede entre o servidor de middleware
TSM e o sistema StorageGRID.

Se o valor do status do Gerenciador de
armazenamento Tivoli for Falha de autenticacéo ou
Falha de autenticacao, reconetando, o sistema
StorageGRID podera se conetar ao servidor
middleware TSM, mas nao podera autenticar a
conexao. Verifique se o servidor de middleware TSM
esta configurado com o usuario, senha e permissoes
corretos e reinicie o servico.

Se o valor do status do Tivoli Storage Manager for
Falha da sessao, uma sesséao estabelecida foi
perdida inesperadamente. Verifique a conexao de
rede entre o servidor middleware TSM e o sistema
StorageGRID. Verifique se ha erros no servidor
middleware.

Se o valor do status do Tivoli Storage Manager for
erro desconhecido, entre em Contato com o suporte
técnico.

Um alarme Inbound replicacées — Falha pode ocorrer
durante periodos de alta carga ou interrupgdes
temporarias da rede. Apos a reducgéo da atividade do
sistema, este alarme deve ser apagado. Se a
contagem de replicagdes falhadas continuar a
aumentar, procure problemas de rede e verifique se
os servigos LDR e ARC de origem e destino estéao
online e disponiveis.

Para repor a contagem, selecione support > Tools >
Grid topoly e, em seguida, selecione site > grid
node > LDR > Replication > Configuration > Main.
Selecione Redefinir contagem de falhas de
replicagdo de entrada e clique em aplicar
alteragoes.



Codigo
RIRQ

RORQ

SAVP

SCAS

Nome Servigo

Replicagbes de  BLDR, BARC
entrada — na fila

Repeticdes de BLDR, BARC

saida—em fila

Espaco utilizavel LDR
total
(percentagem)

Estado CMN

Acao recomendada

Os alarmes podem ocorrer durante periodos de alta
carga ou interrupgéo temporaria da rede. Apos a
reducdo da atividade do sistema, este alarme deve
ser apagado. Se a contagem de repeti¢cdes em fila
continuar a aumentar, procure problemas de rede e
verifique se os servigos LDR e ARC de origem e
destino estdo online e disponiveis.

Afila de replicacao de saida contém dados de objeto
que estado sendo copiados para satisfazer as regras e
objetos ILM solicitados pelos clientes.

Um alarme pode ocorrer como resultado de uma
sobrecarga do sistema. Aguarde para ver se o0 alarme
€ apagado quando a atividade do sistema diminui. Se
o alarme voltar a ocorrer, adicione capacidade
adicionando nos de storage.

Se o espaco utilizavel atingir um limite baixo, as
opgoes incluem a expansao do sistema StorageGRID
ou a movimentacgéo de dados de objetos para
arquivamento por meio de um né de arquivamento.

Se o valor de Status para a tarefa de grade ativa for
erro, procure a mensagem de tarefa de grade.
Selecione SUPPORT > Tools > Grid topology. Em
seguida, selecione site > grid node > CMN > Grid
Tasks > Overview > Main. A mensagem de tarefa de
grade exibe informagdes sobre o erro (por exemplo,
"verificagéo falhou no n6 12130011").

Depois de investigar e corrigir o problema, reinicie a
tarefa de grade. Selecione SUPPORT > Tools > Grid
topology. Em seguida, selecione site > grid node >
CMN > Grid Tasks > Configuration > Main e
selecione Actions > Run.

Se o valor de Status para uma tarefa de grade que
esta sendo interrompida for erro, tente terminar
novamente a tarefa de grade.

Se o problema persistir, entre em Contato com o
suporte técnico.
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Codigo
SCEP

SCHR

SCSA

SCSB

SHLH

88

Nome Servigo

Validade do CMN
certificado de
Endpoints do

Servico de API

de

armazenamento

Estado CMN

Controladorde  SSM
armazenamento
A

Controladorde  SSM
armazenamento
B

Saude LDR

Acao recomendada

Acionado quando o certificado usado para acessar
endpoints de APl de armazenamento esta prestes a
expirar.

1. Selecione CONFIGURATION > Security >
Certificates.

2. Na guia Global, selecione S3 e Swift API
certificate.

3. "Faga upload de um novo certificado API S3 e
Swift."

Se o valor de Status para a tarefa de grade histdrica
for abortado, investigue o motivo e execute a tarefa
novamente, se necessario.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme é acionado se houver um problema com o
controlador de armazenamento A em um dispositivo
StorageGRID.

Se necessario, substituir o 6rgéo.

Um alarme € acionado se houver um problema com o
controlador de armazenamento B em um dispositivo
StorageGRID.

Se necessario, substituir o érgéo.

Alguns modelos de aparelhos n&o tém um
controlador de armazenamento B..

Se o valor de integridade para um armazenamento de
objetos for erro, verifique e corrija:

* problemas com o volume a ser montado

* erros do sistema de arquivos


https://docs.netapp.com/pt-br/storagegrid-118/admin/configuring-custom-server-certificate-for-storage-node.html#add-a-custom-s3-and-swift-api-certificate
https://docs.netapp.com/pt-br/storagegrid-118/admin/configuring-custom-server-certificate-for-storage-node.html#add-a-custom-s3-and-swift-api-certificate

Codigo Nome Servigo

SLSA Média de carga SSM
da CPU

SMST Estado do SSM
monitor de
registo

SMTT Total de eventos SSM

SNST Estado CMN

Acao recomendada

Quanto maior for o valor, mais ocupado o sistema.

Se a média de carga da CPU persistir em um valor
alto, o numero de transagdes no sistema deve ser
investigado para determinar se isso se deve a uma
carga pesada no momento. Veja um grafico da meédia
de carga da CPU: Selecione SUPPORT > Tools >
Grid topoly. Em seguida, selecione site > grid node
> SSM > Resources > Reports > Charts.

Se a carga no sistema néao for pesada e o problema
persistir, contacte a assisténcia técnica.

Se o valor do Estado do Monitor de Registos nao
estiver ligado durante um periodo de tempo
persistente, contacte o suporte técnico.

Se o valor de Eventos totais for maior que zero,
verifique se existem eventos conhecidos (como falhas
de rede) que podem ser a causa. A menos que esses
erros tenham sido apagados (ou seja, a contagem foi
redefinida para 0), os alarmes de Total de Eventos
podem ser acionados.

Quando um problema for resolvido, reponha o
contador para apagar o alarme. Selecione NOS > site
> grid node > Eventos > Redefinir contagens de
eventos.

Para redefinir contagens de eventos,

@ vocé deve ter a permissao de
configuragéo de pagina de topologia
de Grade.

Se o valor de Total de Eventos for zero ou o niumero
aumentar e o problema persistir, contacte o suporte
técnico.

Um alarme indica que ha um problema ao armazenar
os pacotes de tarefas da grade. Se o valor de Status
for erro de Checkpoint ou Quérum n&o atingido,
confirme que a maioria dos servigos ADC esta
conetada ao sistema StorageGRID (50% mais um) e
aguarde alguns minutos.

Se o problema persistir, entre em Contato com o
suporte técnico.
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Codigo
SOSS

SSMA

SSME

90

Nome Servigo
Estado do SSM
sistema

operativo de
armazenamento

Estado SSM SSM

Estado SSM SSM

Acao recomendada

Um alarme é acionado se o sistema operacional
SANTtricity indicar que ha um problema de
"necessidade de atengdo" com um componente em
um dispositivo StorageGRID.

Selecione NODES. Em seguida, selecione né de
armazenamento do dispositivo > hardware. Role
para baixo para ver o status de cada componente. No
SANTtricity os, verifique outros componentes do
dispositivo para isolar o problema.

Se o valor de Status SSM for erro, selecione
SUPPORT > Tools > Grid topoly e, em seguida,
selecione site > grid node > SSM > Overview >
Main e SSM > Overview > Alarmes para determinar
a causa do alarme.

Se o problema persistir, entre em Contato com o
suporte técnico.

Se o valor do estado SSM for Standby (em espera),
continue a monitorizagéo e, se o problema persistir,
contacte a assisténcia técnica.

Se o valor do estado SSM for Offline, reinicie o
servigo. Se o problema persistir, entre em Contato
com o suporte técnico.



Codigo
SSTS

Nome

Estado de
armazenamento

Servigo

ERRO

Acao recomendada

Se o valor do Status do armazenamento for espacgo
utilizavel insuficiente, ndo havera mais
armazenamento disponivel no né de armazenamento
e os ingeries de dados serao redirecionados para
outro né de armazenamento disponivel. As
solicitacdes de recuperagdo podem continuar a ser
entregues a partir deste n6 de grade.

Armazenamento adicional deve ser adicionado. Ele
nao esta impactando a funcionalidade do usuario
final, mas o alarme persiste até que o
armazenamento adicional seja adicionado.

Se o valor de Status do armazenamento for
volume(s) indisponivel(s), uma parte do
armazenamento nao estara disponivel. O
armazenamento e a recuperacao destes volumes nao
sdo possiveis. Verifique o volume’s Health (Saude do
volume) para obter mais informacgdes: Selecione
SUPPORT > Tools (SUPORTE* > Ferramentas* >
Grid topology). Em seguida, selecione site > grid
node > LDR > Storage > Overview > Main. O
volume’s Health (Saude do volume) esta listado em
Object Stores.

Se o valor do Status do armazenamento for erro,
entre em Contato com o suporte técnico.

"Solucione o problema do alarme de Status de
armazenamento (SSTS)"

91


https://docs.netapp.com/pt-br/storagegrid-118/troubleshoot/troubleshooting-storage-status-alarm.html
https://docs.netapp.com/pt-br/storagegrid-118/troubleshoot/troubleshooting-storage-status-alarm.html

Codigo Nome

SVST Estado

TMEM Memoria
instalada

TPOP Operacoes
pendentes

92

Servigo

SSM

SSM

ADC

Acao recomendada

Este alarme é apagado quando outros alarmes
relacionados a um servigo que ndo esta em execugao
sao resolvidos. Acompanhe os alarmes de servigo de
origem para restaurar a operagao.

Selecione SUPPORT > Tools > Grid topology. Em
seguida, selecione site > grid node > SSM >
Servigos > Visdo geral > Principal. Quando o status
de um servigo € mostrado como ndo em execugao,
seu estado é administrativamente inativo. O status do
servigco pode ser listado como ndo em execucao
pelos seguintes motivos:

O servico foi interrompido manualmente
(/etc/init.d/<service\> stop).

» Ha um problema com o banco de dados MySQL e
o Server Manager desliga o servigo MI.

* Um né de grade foi adicionado, mas nao iniciado.

* Durante a instalagdo, um né de grade ainda néo
se conetou ao n6 Admin.

Se um servico estiver listado como ndo em execucéo,
reinicie o servigo (/etc/init.d/<service\>
restart).

Esse alarme também pode indicar que o
armazenamento de metadados (banco de dados
Cassandra) para um né de armazenamento requer
reconstrucao.

Se o problema persistir, entre em Contato com o
suporte técnico.

"Solucionar problemas do alarme Servigos: Status -
Cassandra (SVST)"

Os nés executados com menos de 24 GiB de
memoria instalada podem levar a problemas de
performance e instabilidade do sistema. A quantidade
de memodria instalada no sistema deve ser
aumentada para pelo menos 24 GiB.

Uma fila de mensagens pode indicar que o servigo
ADC estéa sobrecarregado. Poucos servigos ADC
podem ser conetados ao sistema StorageGRID. Em
uma grande implantacao, o servico ADC pode exigir a
adicao de recursos computacionais, ou o sistema
pode exigir servicos ADC adicionais.


https://docs.netapp.com/pt-br/storagegrid-118/troubleshoot/troubleshooting-metadata-issues.html
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Codigo
UMEM

VMFI

VMFR

VMST

VPRI

VSTU

Nome

Memoria
disponivel

Entradas
disponiveis

Espaco
disponivel

Estado

Prioridade de
verificacao

Estado
Verificagao
Objeto

Servigo

SSM

SSM

SSM

SSM

BLDR, BARC

ERRO

Acao recomendada

Se a RAM disponivel ficar baixa, determine se este é
um problema de hardware ou software. Se nao for um
problema de hardware ou se a memoaria disponivel for
inferior a 50 MB (o limite de alarme predefinido),
contacte o suporte técnico.

Esta é uma indicacao de que é necessario um
armazenamento adicional. Entre em Contato com o
suporte técnico.

Se o valor de espaco disponivel ficar muito baixo
(consulte limiares de alarme), ele precisa ser
investigado se ha arquivos de log crescendo fora de
propor¢ao, ou objetos ocupando muito espago em
disco (veja limiares de alarme) que precisam ser
reduzidos ou excluidos.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme é acionado se o valor de Status para o
volume montado for desconhecido. Um valor
desconhecido ou Offline pode indicar que o volume
nao pode ser montado ou acessado devido a um
problema com o dispositivo de armazenamento
subjacente.

Por padrao, o valor da prioridade de verificacao é
adaptavel. Se a prioridade de verificagao estiver
definida como alta, um alarme é acionado porque a
verificacdo do armazenamento pode retardar as
operagdes normais do servico.

Selecione SUPPORT > Tools > Grid topology. Em
seguida, selecione site > grid node > LDR >
Storage > Overview > Main.

Verifique se existem sinais de erros no sistema
operativo ou no sistema de ficheiros.

Se o valor do Status de Verificagdo de Objeto for erro
desconhecido, ele geralmente indica um problema de
hardware ou sistema de arquivos de baixo nivel (erro
de e/S) que impede que a tarefa de Verificagao de
armazenamento acesse conteudo armazenado. Entre
em Contato com o suporte técnico.
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Codigo
XAMS

94

Nome

Repositorios de
auditoria
inalcancaveis

Servigo

BADC, BARC,
BCLB, BCMN,
BLDR, BNMS

Acao recomendada

Verifique a conetividade de rede ao servidor que
hospeda o n6é Admin.

Se o problema persistir, entre em Contato com o
suporte técnico.
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