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Colete dados adicionais do StorageGRID

Use graficos e graficos

Vocé pode usar graficos e relatérios para monitorar o estado do sistema StorageGRID e
solucionar problemas.

@ O Gerenciador de Grade ¢é atualizado com cada versao e pode nao corresponder as capturas
de tela de exemplo nesta pagina.

Tipos de graficos

Graficos e graficos resumem os valores de métricas e atributos especificos do StorageGRID.

O painel do Gerenciador de Grade inclui cartdes que resumem o armazenamento disponivel para a grade e
cada local.

Data space usage breakdown @ i
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Metadata allowed space usage breakdown @ o

2.44 MB (0%) of 19.32 GB used in Data Center 3
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O painel uso do armazenamento no painel do Gerenciador do locatario exibe o seguinte:

* Uma lista dos maiores baldes (S3) ou contentores (Swift) para o inquilino
* Um grafico de barras que representa os tamanhos relativos dos maiores baldes ou contentores

* A quantidade total de espaco utilizado e, se for definida uma quota, a quantidade e a percentagem de
espaco restante
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View buckets endpoints View groups View users

View endpoints

Storage usage @ Total objects
6.5 TB of 7.2 TB used 0.7 TB (10.1%) remaining
BN e Sl
objects
Bucket name Space used Number of objects
Bucket-15 969.2 GB 913425
® Bucket-04 937.2 GB 576,806
® Bucket-13 815.2GB 957,389 Tenant details @
® Bucket-06 812.5GB 193,843
Mama: Tenant02
Bucket-10 473.9GB 583,245
1C: 3341 1240 0546 8283 22048
Bucket-03 403.2 GB 981,226 .
/ Platform services enabled
® Bucket-07 362.5GB 420,726 % Caipiisa atinidsnty e
@ Bucket-05 294.4 GB 785,190 o/ Sselectanabled
@ 8 other buckets 14TE 3,007,036

Além disso, graficos que mostram como as métricas e atributos do StorageGRID mudam ao longo do tempo
estdo disponiveis na pagina de nos e na pagina SUPPORT > Tools > Grid topology.

Existem quatro tipos de graficos:
» Graficos Grafana: Mostrados na pagina de nos, graficos Grafana séo usados para plotar os valores das

métricas Prometheus ao longo do tempo. Por exemplo, a guia NOS > rede para um né de armazenamento
inclui um grafico Grafana para trafego de rede.



Overview Hardware Metwork Storage Objects ILM Tasks
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@ Graficos Grafana também estéo incluidos nos painéis pré-construidos disponiveis na

pagina SUPPORT > Tools > Metrics.

» Graficos de linha: Disponiveis na pagina de nés e na pagina SUPPORT > Tools > Grid topoly
(selecione o icone do grafico ,liapés um valor de dados), os graficos de linha sdo usados para plotar os
valores dos atributos StorageGRID que tém um valor unitario (como deslocamento de frequéncia NTP, em
ppm). As alteragdes no valor sdo plotadas em intervalos de dados regulares (bins) ao longo do tempo.
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» Graficos de area: Disponiveis na pagina de nés e na pagina SUPPORT > Tools > Grid topology
(selecione o icone do grafico Jljapdés um valor de dados), os graficos de area sao usados para plotar
quantidades de atributos volumétricos, como contagens de objetos ou valores de carga de servigo. Os
graficos de area sdo semelhantes aos graficos de linha, mas incluem um sombreamento marrom claro
abaixo da linha. As alteragdes no valor sao plotadas em intervalos de dados regulares (bins) ao longo do
tempo.
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 Alguns graficos sdo denotados com um tipo diferente de icone de grafico ,lie tém um formato diferente:
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« State graph: Disponivel na pagina SUPPORT > Tools > Grid topoly (selecione o icone do grafico ,liapos
um valor de dados), os graficos de estado s&o usados para plotar valores de atributo que representam
estados distintos, como um estado de servigo que pode ser on-line, standby ou offline. Os graficos de
estado sdo semelhantes aos graficos de linha, mas a transi¢ao € descontinua, ou seja, o valor salta de um
valor de estado para outro.

LDR State vs Time
2004=07-09 164022 10 2004-07-09 17:17:11

Online

Standby

OMine T eas 1649 1653 1657 1701 1705 1700 1713 1717
Time = Minutes

Informacgdes relacionadas



"Exibir a pagina nés"
"Veja a arvore de topologia de Grade"

"Analise as métricas de suporte"

Legenda da carta

As linhas e cores usadas para desenhar graficos tém significado especifico.

Exemplo Significado

Os valores de atributo relatados sao plotados usando linhas verdes escuras.

O sombreamento verde claro em torno de linhas verdes escuras indica que os
valores reais nesse intervalo de tempo variam e foram "encadernados" para
plotagem mais rapida. A linha escura representa a média ponderada. O intervalo

| em verde claro indica os valores maximo e minimo dentro do compartimento. O
sombreamento castanho claro é usado para graficos de area para indicar dados
volumeétricos.

Areas em branco (sem dados plotados) indicam que os valores do atributo ndo
estavam disponiveis. O fundo pode ser azul, cinza ou uma mistura de cinza e
azul, dependendo do estado do servigo que relata o atributo.

O sombreamento azul claro indica que alguns ou todos os valores do atributo
naquele momento eram indeterminados; o atributo nao estava relatando valores
porque o servigo estava em um estado desconhecido.

O sombreamento cinza indica que alguns ou todos os valores de atributo naquele
momento ndo eram conhecidos porque o servigo que relata os atributos estava
administrativamente inativo.

Uma mistura de sombreamento cinza e azul indica que alguns dos valores de
atributo na época eram indeterminados (porque o servigo estava em um estado
desconhecido), enquanto outros ndo eram conhecidos porque o servigo relatando
os atributos estava administrativamente para baixo.

Apresentar graficos e graficos

A pagina noés contém os graficos e graficos que vocé deve acessar regularmente para monitorar atributos
como capacidade de storage e taxa de transferéncia. Em alguns casos, especialmente ao trabalhar com
suporte técnico, vocé pode usar a pagina SUPPORT > Tools > Grid topology para acessar graficos
adicionais.

Antes de comecar
Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

Passos
1. Selecione NODES. Em seguida, selecione um no, um site ou toda a grade.


https://docs.netapp.com/pt-br/storagegrid-118/monitor/viewing-nodes-page.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/web-browser-requirements.html

2. Selecione o separador para o qual pretende ver as informacdes.

Algumas guias incluem um ou mais graficos Grafana, que sdo usados para plotar os valores das métricas
de Prometheus ao longo do tempo. Por exemplo, a guia NOS > hardware de um né inclui dois graficos
Grafana.

DC3-S3 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1day 1 week 1 month Custom
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3. Opcionalmente, posicione o cursor sobre o grafico para ver valores mais detalhados para um determinado
ponto no tempo.

Memaory Usage 2]

100.00%
2020-05-20 14:08:00
75 00% = Uzed (%) 44.70%
Used: 11.30 GB
S0.00% = Cached: 6.55 GB
= Buffers: 14256 MB
75 D0% = Freg: 7.28 GB
= Total Memory: 2528 GB
0%
13:50 14:00 14:10 14:20 14:30 14:40
== | [zed (%)

4. Conforme necessario, muitas vezes € possivel exibir um grafico para um atributo ou métrica especifico. Na
tabela na pagina nds, selecione o icone do grafico ,l1a direita do nome do atributo.

@ Os graficos néo estao disponiveis para todas as métricas e atributos.

Exemplo 1: Na guia objetos de um n6 de armazenamento, vocé pode selecionar o icone do grafico ,ipara
ver o numero total de consultas de armazenamento de metadados bem-sucedidas para o n6 de
armazenamento.



- Reports (Charts): DDS (DC1-51) - Data Store
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. Reports (Charts): DDS (DC1-52) - Data Store

Aftribute: | Total Queries - Successful

v
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Exemplo 2: Na guia objetos de um n6 de armazenamento, vocé pode selecionar o icone do grafico ,lipara

ver o grafico Grafana da contagem de objetos perdidos detetados ao longo do tempo.

Object Counts

Total Objects
Lost Objects

53 Buckets and Swift Containers

1



10

1 hour 1 day 1 week 1 month Custom

Fa .
From: | 2020-10-01 12 45 PM | POT
W W
i .
To: | 2020-10-01 or |:[ 1o [[rm]roT (IR
b v

Lost Object Detected &

0.3

o = - :
12:45 1230 1235 13:00 1305 13:10

== Total

2

5. Para exibir graficos para atributos que nao sao exibidos na pagina né, selecione support > Tools > Grid
topoly.

6. Selecione grid node > component ou Service > Overview > Main.



I Overview l\ Alarms Reports

: Configuration

Wain

Overview: SSM (DC1-ADM1) - Resources

Updated: 2018-05-07 18:29.52 MDT

Computational Resources

Semace Restarts: 1 ﬂ
Senvice Runtime: 6 days

Senjice Uptime: 6 days

Service CPU Seconds: 10666 s _
Senice Load 0 266 % i |
Memory

Installed Memory 838 GB k-
Available Memory 23 GB i k]
Processors

Processor Number Mendor Type Cache
1 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
2 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
3 Genuinelntel Intel(R) Xeon(R} CPU E5-2630 0 @ 2.30GHz 15 MiB
4 Genuinelntel Intel(R) Xeon{R) CPU E5-2630 0 @ 2.30GHz 15 MiB
5 Genuinelntel Intel(R}) Xeon(R) CPU E5-2630 0 @ 2 30GHz 15 MiB
6 Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
T Genuinelntel Intel{R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
g Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB

7. Selecione o icone do grafico ,ljao lado do atributo.

G

O visor muda automaticamente para a pagina relatérios > graficos. O grafico exibe os dados do atributo

no ultimo dia.

erar graficos

Os graficos exibem uma representacgao grafica dos valores de dados de atributos. Vocé pode gerar relatérios
em um local de data center, né de grade, componente ou servigo.

Antes de comecar

* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Passos

1.

Selecione SUPPORT > Tools > Grid topology.
2. Selecione grid node > component ou Service > Reports > Charts.
3. Selecione o atributo para relatar na lista suspensa Atributo.

4. Para forcar o eixo Y a iniciar em zero, desmarque a caixa de selec¢ao vertical Scaling.
5

. Para mostrar valores com precisao total, marque a caixa de selecdo dados brutos ou arredondar valores

11
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para um maximo de trés casas decimais (por exemplo, para atributos reportados como porcentagens),
desmarque a caixa de selecdo dados brutos.

. Selecione o periodo de tempo para relatar na lista suspensa consulta rapida.
Selecione a opg¢éao consulta personalizada para selecionar um intervalo de tempo especifico.

O grafico aparece apos alguns momentos. Aguarde varios minutos para a tabulagédo de longos intervalos
de tempo.

. Se voceé selecionou consulta personalizada, personalize o periodo de tempo para o grafico inserindo Data
de inicio e Data de término.

Utilize o formato YYYY/MM/DDHH: MM: SS na hora local. Zeros a esquerda sdo necessarios para
corresponder ao formato. Por exemplo, 2017/4/6 7:30:00 falha na validacéo. O formato correto é:
2017/04/06 07:30:00.

. Selecione Atualizar.

Um grafico é gerado apos alguns segundos. Aguarde varios minutos para a tabulagdo de longos intervalos
de tempo. Dependendo do periodo de tempo definido para a consulta, um relatério de texto bruto ou um
relatorio de texto agregado sao exibidos.

Use relatorios de texto

Os relatérios de texto exibem uma representacgao textual dos valores de dados de
atributos que foram processados pelo servico NMS. Existem dois tipos de relatorios
gerados dependendo do periodo de tempo em que vocé esta relatando: Relatérios de
texto bruto para periodos inferiores a uma semana e relatorios de texto agregados para
periodos de tempo superiores a uma semana.

Relatorios de texto bruto

Um relatoério de texto bruto exibe detalhes sobre o atributo selecionado:

» Hora recebida: Data e hora local em que um valor de amostra dos dados de um atributo foi processado
pelo servico NMS.

* Hora da amostra: Data e hora locais em que um valor de atributo foi amostrado ou alterado na origem.

* Valor: Valor do atributo no tempo da amostra.

12



Text Results for Services: Load - System Logging

2010-07-18 15:58:35 POT To 2010-07-15 15:58:35 POT

Time Received Sample Time Value
2010-07-19 15:58:09 2010-07-19 15:58:09 0.016 %
2010-07-19 15:56:06 2010-07-19 15:56:06 0.024 %
2010-07-19 15:54:02 2010-07-19 15:54:02 0.033 %
2010-07-19 15:52:00 2010-07-19 15:52:00 0.016 %
2010-07-19 15:49:57 2010-07-19 15:49:57 0.008 %
2010-07-19 15:47.54 2010-07-19 15:47.54 0.024 %
2010-07-19 15:45:50 2010-07-19 15:45:50 0.016 %
2010-07-19 15:43:47 2010-07-19 15:43:47 0.024 %
2010-07-19 15:41:43 2010-07-19 15:41:43 0.032 %
2010-07-19 15:39:40 2010-07-19 15:39:40 0.024 %
2010-07-19 15:37:37 2010-07-19 15:37:37 0.008 %
2010-07-19 15:35:34 2010-07-19 15:35:34 0.016 %
2010-07-19 15:33:31 2010-07-19 15:33:31 0.024 %
2010-07-19 15:31:27 2010-07-19 15:31.27 0.032 %
2010-07-19 15:29:24 2010-07-19 15:29:24 0.032 %
2010-07-19 15:27:21 2010-07-19 15:27:21 0.049 %
2010-07-1915:25:18 2010-07-19 15:25:18 0.024 %
2010-07-1915:21:12 2010-07-19 15:21:12 0.016 %
2010-07-19 15:19:09 2010-07-18 15:19:09 0.008 %
2010-07-1915:17.07 2010-07-19 15:17.07 0.016 %

Agregar relatorios de texto

Um relatério de texto agregado exibe dados durante um periodo de tempo mais longo (geralmente uma
semana) do que um relatoério de texto bruto. Cada entrada é o resultado de resumir varios valores de atributo
(um agregado de valores de atributo) pelo servico NMS ao longo do tempo em uma Unica entrada com valores
meédios, maximos e minimos que séo derivados da agregagao.

Cada entrada exibe as seguintes informagdes:

» Hora agregada: Data e hora locais da ultima vez que o servico NMS agregou (coletou) um conjunto de
valores de atributo alterados.

 Valor médio: A média do valor do atributo durante o periodo de tempo agregado.

* Valor minimo: O valor minimo durante o periodo de tempo agregado.

* Valor maximo: O valor maximo durante o periodo de tempo agregado.

13



Text Results for Attribute Send to Relay Rate

2010-07-11 16:02:48 POT To 2010-07-15 16:02:458 POT

Aggregate Time Average Value Minimum Yalue Maximum Value
20M10-07-1915:589:52 0271072196 Messages/s 0266649743 Messages/s 0274933464 Messages/s
2010-07-1915:53:52 0275585378 Messages/s 0266562352 Messages/s 0.283302736 Messages/s
2010-07-1915:49:52 0279315709 Messages/s 0233318712 Messages/s 0.333313579 Messages/s
2010-07-19 15:43:52 0.28181323 Messages/s 0241651024 Messages/s 0374976601 Messages/s
2010-07-1915:39:52  0.284233141 Messages/s 0249882001 Messages/s 0.324971987 Messages/s
2010-07-1915:33:62 0.325752083 Messages/s 0266641993 Messages/s 0.358306197 Messages/s
20M0-07-1915:29:52 0.278531507 Messages/s 0274984766 Messages/s 0.283320999 Messages/s
2010-07-1915:23:52 0.281437642 Messages/s 0274881961 Messages/s 0291577735 Messages/s
20M10-07-1915:17:52 0.261563307 Messages/s 0.258318006 Messages/s 0266655737 Messages/s
20M10-07-1915:13:52 0.265159147 Messages/s 0258318557 Messages/s 0.26663986 Messages/s

Gerar relatorios de texto

Os relatérios de texto exibem uma representagéo textual dos valores de dados de atributos que foram
processados pelo servigo NMS. Vocé pode gerar relatérios em um local de data center, n6 de grade,
componente ou servigo.

Antes de comecgar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Para dados de atributos que se espera que estejam mudando continuamente, esses dados de atributo séo
amostrados pelo servico NMS (na origem) em intervalos regulares. Para dados de atributos que mudam com
pouca frequéncia (por exemplo, dados baseados em eventos como alteragdes de estado ou status), um valor
de atributo € enviado ao servico NMS quando o valor muda.

O tipo de relatério apresentado depende do periodo de tempo configurado. Por padrao, relatorios de texto
agregados sao gerados para periodos de tempo superiores a uma semana.

Texto cinza indica que o servigo foi desativado administrativamente durante o periodo de amostragem. Texto
azul indica que o servigo estava em um estado desconhecido.

Passos
1. Selecione SUPPORT > Tools > Grid topology.

2. Selecione grid node > component ou Service > Reports > Text.

3. Selecione o atributo para relatar na lista suspensa Atributo.

4. Selecione o numero de resultados por pagina na lista suspensa resultados por pagina.
5

. Para arredondar valores para um maximo de trés casas decimais (por exemplo, para atributos reportados
como porcentagens), desmarque a caixa de sele¢cao dados brutos.

6. Selecione o periodo de tempo para relatar na lista suspensa consulta rapida.

Selecione a opc¢éao consulta personalizada para selecionar um intervalo de tempo especifico.

14


https://docs.netapp.com/pt-br/storagegrid-118/admin/web-browser-requirements.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/admin-group-permissions.html

O relatorio aparece apos alguns momentos. Aguarde varios minutos para a tabulagéo de longos intervalos
de tempo.

7. Se vocé selecionou consulta personalizada, vocé precisa personalizar o periodo de tempo para relatar
inserindo Data de inicio e Data de término.

Utilize o formato YYYY/MM/DDHH: MM: SS na hora local. Zeros a esquerda s&o necessarios para
corresponder ao formato. Por exemplo, 2017/4/6 7:30:00 falha na validacéo. O formato correto é:
2017/04/06 07:30:00.

8. Clique em Atualizar.

Um relatério de texto € gerado apds alguns momentos. Aguarde varios minutos para a tabulagdo de
longos intervalos de tempo. Dependendo do periodo de tempo definido para a consulta, um relatério de
texto bruto ou um relatério de texto agregado sao exibidos.

Exportar relatérios de texto

Os relatérios de texto exportados abrem uma nova guia do navegador, que permite selecionar e copiar os
dados.

Sobre esta tarefa

Os dados copiados podem ent&o ser salvos em um novo documento (por exemplo, uma Planilha) e usados
para analisar o desempenho do sistema StorageGRID.

Passos
1. Selecione SUPPORT > Tools > Grid topology.

2. Crie um relatério de texto.

3. Clique em *Exportar*jf.

Overview Alarms | Reports \| Configuration

Charts Text

!_!_y Reports (Text): SSM (170-176) - Events

- YYD HH MM S5
atroute: | Attribute Send to Relay Rate ¥ | Resuts Per Page: StartDate: | 2010/07/19 08:42:09 |
Quick Query: | Custom Query v|  [Update | RawDate End Date: |2010/07/20 08:42:09 |

Text Results for Attribute Send to Relay Rate
2010-07-19 05:42:09 PDT To 2010-07-20 05:42:09 POT

1-50of 264 f
Time Received Sample Time Value
2010-07-20 08:40:46 2010-07-20 08:40:46 0274981485 Messages/s
2010-07-20 08:38:46 2010-07-20 08:38:46 0.274989 Messages/s
2010-07-20 08:36:46 2010-07-20 08:36:46 0283317543 Messages/s
2010-07-20 08:34:46 2010-07-20 08:34:46 0274982493 Messages/s
2010-07-20 08:32:46 2010-07-20 08:32:46 0291646426 Messages/s
2345 » Next

A janela Exportar relatério de texto abre-se exibindo o relatério.
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Grid ID: 000000

OID:2.16.124.113590.2.1.400019.1.1.1.1.16996732.200

Node Path 5ite/170-176/SSM/Events

Attribute: Attribute Send to Relay Rate (ABSR)

Query Start Date: 2010-07-19 08:42:09 PDT

Query End Date: 2010-07-20 08:42:09 PDT

Time Recerved, Time Received (Epoch), Sample Time, Sample Time (Epoch), Value Type

2010-07-20 08:40-46,1279640446559000,2010-07-20 08:40-46,1279640446537209,0.274981485 Messages/s,U
2010-07-20 08:3846,1279640326561000,2010-07-20 08:38:46,1279640326529124 0274989 Messages's, U
2010-07-20 08:36:46,1279640206556000,2010-07-20 08:36:46,1279640206524330,0.283317543 Messages/s,U
2010-07-20 08:34:46,1279640086540000,2010-07-20 08:34:46,1279640086517645,0.274982493 Messages/s,U
2010-07-20 08:32:46,1279639966543000,2010-07-20 08:32:46,1279639966510022,0.291646426 Messages's,U
2010-07-20 08:3046,1279639846561000,2010-07-20 083046,1279639846501672,0.308315369 Messages/s,U
2010-07-20 08:2846,1279639726527000,2010-07-20 08:28:46,1279639726494673.0.291657509 Messages/s,U
2010-07-20 08:2646,1279639606526000,2010-07-20 08:26:46.1279639606490890.0.266627739 Messages/s,U
2010-07-20 08:24:46,1279639486495000,2010-07-20 08:24:46,1279639486473368,0.258318523 Messages/s,U
2010-07-20 08:2246,1279639366480000,2010-07-20 08:22:46,1279639366466497.0.274985902 Messages/s,U
2010-07-20 08:20-46,1279639246469000,2010-07-20 08:20-46,1279639246460346,0 283253871 Messages/s U
2010-07-20 08:18:46,1279639126469000,2010-07-20 08:18:46,1279639126426669,0.274982804 Messages/s,U
2010-07-20 08:16:46,1279639006437000,2010-07-20 08:16:46,1279639006419168,0.283315503 Messages/s,U

4. Selecione e copie o conteudo da janela Exportar Relatério de texto.

Esses dados podem agora ser colados em um documento de terceiros, como uma Planilha.

Monitore O PUT e obtenha desempenho

Vocé pode monitorar o desempenho de certas operacdes, como armazenamento e
recuperacgao de objetos, para ajudar a identificar alteracbes que podem exigir mais
investigacgao.

Sobre esta tarefa

Para monitorar O desempenho, vocé pode executar comandos S3 e Swift diretamente de uma estagéo de
trabalho ou usando o aplicativo S3tester de cddigo aberto. O uso desses métodos permite avaliar o
desempenho independentemente de fatores externos ao StorageGRID, como problemas com um aplicativo
cliente ou problemas com uma rede externa.

Ao executar testes de OPERACOES put and GET, use as seguintes diretrizes:

» Use tamanhos de objeto comparaveis aos objetos que vocé normalmente ingere em sua grade.

* Realize operagdes em locais locais e remotos.

As mensagens na "log de auditoria" indicam o tempo total necessario para executar determinadas operagodes.
Por exemplo, para determinar o tempo total de processamento de uma solicitacdo GET S3, vocé pode revisar
o valor do ATRIBUTO TIME na mensagem de auditoria SGET. Vocé também pode encontrar o ATRIBUTO
TIME nas mensagens de auditoria para as seguintes operagdes:

» S3: EXCLUIR, OBTER, CABECA, METADADOS ATUALIZADOS, POSTAR, COLOCAR
* SWIFT: EXCLUIR, OBTER, CABECA, COLOCAR

Ao analisar os resultados, observe o tempo médio necessario para atender a uma solicitagdo, bem como o
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throughput geral que vocé pode alcangar. Repita os mesmos testes regularmente e registe os resultados, para
que possa identificar tendéncias que possam necessitar de investigagao.

* Vocé pode "Baixe S3tester a partir de github".

Monitorar operacoes de verificacao de objetos

O sistema StorageGRID pode verificar a integridade dos dados de objetos nos nés de
storage, verificando se ha objetos corrompidos ou ausentes.

Antes de comecgar

* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé tem o "Permissao de manutencéo ou acesso root".

Sobre esta tarefa
Dois "processos de verificagao" trabalham juntos para garantir a integridade dos dados:

» * A verificagdo em segundo plano* é executada automaticamente, verificando continuamente a corregéo
dos dados do objeto.

A verificagdo em segundo plano verifica automaticamente e continuamente todos os nos de storage para
determinar se ha copias corrompidas de dados de objetos replicados e codificados por apagamento. Se
forem encontrados problemas, o sistema StorageGRID tentara substituir automaticamente os dados de
objetos corrompidos de copias armazenadas em outro lugar do sistema. A verificagdo em segundo plano
nao é executada em nos de arquivamento ou em objetos em um pool de storage de nuvem.

@ O alerta Objeto corrompido nao identificado detetado € acionado se o sistema detetar
um objeto corrompido que nao pode ser corrigido automaticamente.

A verificagdo de existéncia de objetos pode ser acionada por um usuario para verificar mais
rapidamente a existéncia (embora néo a corregdo) de dados de objetos.

A verificacao de existéncia de objeto verifica se todas as copias replicadas esperadas de objetos e
fragmentos codificados por apagamento existem em um né de storage. A verificagao de existéncia de
objeto fornece uma maneira de verificar a integridade dos dispositivos de armazenamento, especialmente
se um problema recente de hardware poderia ter afetado a integridade dos dados.

Vocé deve rever os resultados de verificagdes de antecedentes e verificagdes de existéncia de objetos
regularmente. Investigue quaisquer instancias de dados de objetos corrompidos ou ausentes imediatamente
para determinar a causa raiz.

Passos
1. Reveja os resultados das verificagdes de antecedentes:

a. Selecione NODES > Storage Node > Objects.
b. Verifique os resultados da verificagao:

= Para verificar a verificagdo de dados de objetos replicados, observe os atributos na segao
Verificagao.
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Verification
Status: @ No errors 1P
Percent complete: & 0.00%% |||
Average stat time: @ 0.00 microseconds ils
Objects verified: @ 0 il
Object verification rate: @ 0.00 objects | second ||l
Data verified: @ 0 bytes th
Data verification rate: @ 0.00 bytes | second ||.
Missing objects: @ o il
Corrupt objects: @ 0 ||I
Corrupt chjects unidentified: @ 0
Quarantined objects: @ 0 Ill

= Para verificar a verificagao de fragmentos codificados por apagamento, selecione Storage Node >
ILM e veja os atributos na segéo de verificagdo de codificagdo de apagamento.

Erasure coding verification

Status: @ Idle il
Next scheduled: @ 2021-10-08 10:45:19 MDT
Fragments verified: @ ] l||
Data verified: @ 0 bytes lil
Corrupt copies: @ a HI
Corrupt fragments: @ ] H.
Missing fragments: @ 0 i||

Selecione o ponto de interrogacéo gao lado do nome de um atributo para exibir o texto da ajuda.

2. Reveja os resultados dos trabalhos de verificagao de existéncia de objeto:
a. Selecione MAINTENANCE > Object existence check > Job history.

b. Digitalizar a coluna copias de objeto em falta detetadas. Se algum trabalho resultar em 100 ou mais
copias de objetos ausentes e o alerta objetos perdidos tiver sido acionado, entre em Contato com o
suporte técnico.
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‘ Delete

JobiD @

defined by your ILM policy, still exist on the volumes.

Active job Job history

Status =

Object existence check

Perform an object existence check if you suspect storage volumes have been damaged or are corrupt. You can veri

Q

Nodes (volumes) @

- N
I;' Missing object copies detected)

L A g

15816859223101303015

12538643155010477372

5450044849774982476

3395284277055907678

Completed

Completed

Completed

Completed

DC2-51 (3 volumes)

DC1-53 (1 volume)

DC1-52 (1 volume)

DC1-51 (3 volumes)
DC1-52 (3 volumes)
DC1-53 (3 volumes)
and 7 more

gﬂ\dﬂw‘_"vV'MJV_'-"'H““\'H\f-"“'_"\r'uh'“‘“‘\n\f\.fV'_"""U"\(-."'\'Hé\“\.uqum”\-—mJVWH"“U\"U\EWUUHU'f

Monitorar eventos

Vocé pode monitorar eventos que sédo detetados por um né de grade, incluindo eventos

personalizados que vocé criou para rastrear eventos registrados no servidor syslog. A
mensagem ultimo evento mostrada no Gerenciador de Grade fornece mais informagdes

sobre o evento mais recente.

As mensagens de evento também séo listadas no /var/local/log/bycast-err.log arquivo de log.

Consulte "Referéncia de ficheiros de registo”.

O alarme SMTT (Total de eventos) pode ser repetidamente acionado por problemas como problemas de rede,

interrupgdes de energia ou atualizagbes. Esta se¢do tem informagbes sobre a investigagao de eventos para

que vocé possa entender melhor por que esses alarmes ocorreram. Se um evento ocorreu devido a um
problema conhecido, € seguro redefinir os contadores de eventos.

Passos

1. Revise os eventos do sistema para cada no6 de grade:

a. Selecione SUPPORT > Tools > Grid topology.

b. Selecione site > grid node > SSM > Eventos > Visao geral > Principal.

2. Gere uma lista de mensagens de eventos anteriores para ajudar a isolar problemas que ocorreram no

passado:
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a. Selecione SUPPORT > Tools > Grid topology.
b. Selecione site > grid node > SSM > Eventos > relatérios.

c. Selecione texto.
O atributo ultimo evento ndo é mostrado no "vista de graficos". Para visualiza-lo:

d. Altere Atributo para ultimo evento.
e. Opcionalmente, selecione um periodo de tempo para consulta rapida.

f. Selecione Atualizar.

Overview Alarms I Reports l".l Configuration

Charts Texd

ﬂ] Reports (Text): SSM (170-41) - Events

T M0 HH MLES

Attrute: | Last Event =] resurspecpage: [20 %] | swrtpate |2009/04/15 15:19:53

Quick Guery: [Last 5 Minutes =]  _Update | RawDam 5 End Date: (2009/04/15 15.24:53
Text Resuits for Last Event

2009-04-15 15 19:53 POT To 2009-04-15 152453 POT
1-2af2 E

hdc task_no_data_inir. status=0x51
[ DriveReady SeekComplele Ermor }
hdc task_no_data_inir; status=0x51
| DriveReady SeekComplete Ermor )

2009-04-15 15:24:22 2009-03-15 15:2422

2009-04-15 1524 M 2009-04-15 15:23:39

Crie eventos syslog personalizados

Eventos personalizados permitem que vocé acompanhe todos os eventos de usuario do kernel, daemon, erro
e nivel critico registrados no servidor syslog. Um evento personalizado pode ser util para monitorar a
ocorréncia de mensagens de log do sistema (e, portanto, eventos de seguranca de rede e falhas de
hardware).

Sobre esta tarefa

Considere criar eventos personalizados para monitorar problemas recorrentes. As consideragdes a seguir se
aplicam a eventos personalizados.

* Depois que um evento personalizado é criado, cada ocorréncia dele € monitorada.

* Para criar um evento personalizado com base em palavras-chave nos /var/local/log/messages
arquivos, os logs nesses arquivos devem ser:

o Gerado pelo kernel

o Gerado pelo daemon ou programa do usuario no nivel de erro ou critico

Nota: nem todas as entradas nos /var/local/log/messages arquivos serao correspondidas a menos que
satisfacam os requisitos acima indicados.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Custom events.
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2. Cliqgue em Edit /(ou Insert @ se este ndo for o primeiro evento).

3. Introduza uma cadeia de eventos personalizada, por exemplo, encerramento

N o o &

Events

Updated: 2021-10-22 11:15:34 MDT

Custom Events (1-10f1) g
Event Actions
snutdown #0Q0
Show| 10 v |Records Per Page | Refresh |

Apply Changes ”

Selecione aplicar alteragoes.
Selecione SUPPORT > Tools > Grid topology.
Selecione grid node > SSM > Eventos.

Localize a entrada de Eventos personalizados na tabela Eventos e monitore o valor de Count.

Se a contagem aumentar, um evento personalizado que vocé esta monitorando esta sendo acionado
nesse no6 de grade.
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I Overview \, Alarms ' Reports Cunﬂguraljon'

Main

-1 Overview: SSM (DC1-ADM1) - Events

Updated: 2021-10-22 11:18:18 MDT

System Events

Log Monitor State: Connected E"J
Total Evenis: ] ﬁ{g
Last Event Mo Events

Description Count

Abnomal Software Events
Account Service Events
Cassandra Errors
Cassandra Heap Out Of Memory Errors
Chupk Service Fyvents
| Custom Events
“Data-Mover Service tvents
File System Errors
Forced Termination Events
Grid Mode Errors
Hotfix Installation Failure Events
IO Errors
IDE Errors
Identity Service Events
Kernel Errors
Kernel Memory Allocation Failure
Keystone Service Events
Metwork Receive Errors
MNetwork Transmit Errors
Out Of Memaory Errors
Replicated State Machine Service Events
SCSI| Errors

(LR R R A R B R G R R R R R R

Redefina a contagem de eventos personalizados para zero

Se vocé quiser redefinir o contador apenas para eventos personalizados, use a pagina topologia de grade no
menu suporte.

A reposigao de um contador faz com que o alarme seja acionado pelo proximo evento. Em contraste, quando
vocé reconhece um alarme, esse alarme so é reacionado se o proximo nivel de limiar for atingido.

Passos
1. Selecione SUPPORT > Tools > Grid topology.
2. Selecione grid node > SSM > Eventos > Configuragao > Principal.

3. Marque a caixa de selecdo Reset para Eventos personalizados.
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Overview Alarms Reports | Configuration '||

Main Alarms

Updated: 2018-04-11 10:25:44 MDT

| Configuration: SSM (DC2-ADM1) - Events

Description Count Reset
Abnormal Software Events 0 [
Account Service Events 0 N
Cassandra Errors 0 [
Cassandra Heap Out Of Memory Errors 0 N
Custom Events 0 v
File System Errors 0 N
Forced Termination Events 0 [

I i o e e T T o WP L

4. Selecione aplicar alteragoes.

Rever mensagens de auditoria

As mensagens de auditoria podem ajuda-lo a entender melhor as operagdes detalhadas
do seu sistema StorageGRID. Vocé pode usar logs de auditoria para solucionar
problemas e avaliar o desempenho.

Durante a operagao normal do sistema, todos os servigos StorageGRID geram mensagens de auditoria, como
segue:

* As mensagens de auditoria do sistema estao relacionadas ao préprio sistema de auditoria, aos estados
dos noés da grade, a atividade de tarefas em todo o sistema e as operag¢des de backup de servigo.

* As mensagens de auditoria de storage de objetos estdo relacionadas ao armazenamento e gerenciamento
de objetos no StorageGRID, incluindo armazenamento de objetos e recuperagdes, transferéncias de no6 de
grade para no de grade e verificagdes.

* As mensagens de auditoria de leitura e gravacé&o do cliente s&o registradas quando um aplicativo cliente
S3 ou Swift faz uma solicitagéo para criar, modificar ou recuperar um objeto.

* As mensagens de auditoria de gerenciamento Registram solicitagdes de usuarios para a API de
gerenciamento.

Cada n6 Admin armazena mensagens de auditoria em arquivos de texto. O compartilhamento de auditoria
contém o arquivo ativo (audit.log), bem como logs de auditoria compatados de dias anteriores. Cada n6 na
grade também armazena uma copia das informagdes de auditoria geradas no no.

Para facilitar o acesso aos logs de auditoria, vocé pode "Configurar acesso de cliente de auditoria para NFS".
Vocé também pode acessar arquivos de log de auditoria diretamente da linha de comando do né Admin.

O StorageGRID pode enviar informagdes de auditoria por padrédo, ou vocé pode alterar o destino:

* O padrao do StorageGRID é destinos de auditoria de no local.
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* As entradas de log de auditoria do Grid Manager e do Tenant Manager podem ser enviadas para um né de
storage.

* Opcionalmente, vocé pode alterar o destino dos logs de auditoria e enviar informagdes de auditoria para
um servidor syslog externo. Os logs locais dos Registros de auditoria continuam a ser gerados e
armazenados quando um servidor syslog externo é configurado.

+ "Saiba mais sobre como configurar mensagens de auditoria e destinos de log".

Para obter detalhes sobre o arquivo de log de auditoria, o formato das mensagens de auditoria, os tipos de
mensagens de auditoria e as ferramentas disponiveis para analisar mensagens de auditoria, "Rever registos
de auditoria"consulte .

Colete arquivos de log e dados do sistema

Vocé pode usar o Gerenciador de Grade para recuperar arquivos de log e dados do
sistema (incluindo dados de configuracao) para seu sistema StorageGRID.

Antes de comecar

* Vocé deve estar conetado ao Gerenciador de Grade no né Admin principal usando um "navegador da web
suportado”.

* Vocé "permissdes de acesso especificas"tem .

* Vocé deve ter a senha de provisionamento.

Sobre esta tarefa

Vocé pode usar o Gerenciador de Grade para coletar "ficheiros de registo”, dados do sistema e dados de
configuragéo de qualquer n6 de grade para o periodo de tempo selecionado. Os dados séo coletados e
arquivados em um arquivo .tar.gz que vocé pode baixar para seu computador local.

Opcionalmente, vocé pode alterar o destino dos logs de auditoria e enviar informagdes de auditoria para um
servidor syslog externo. Os logs locais dos Registros de auditoria continuam a ser gerados e armazenados
quando um servidor syslog externo é configurado. "Configurar mensagens de auditoria e destinos de
log"Consulte .

Passos
1. Selecione SUPPORT > Tools > Logs.
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2. Selecione os nods de grade para os quais vocé deseja coletar arquivos de log.

Conforme necessario, vocé pode coletar arquivos de log para toda a grade ou para todo o site do data
center.

3. Selecione hora de inicio e hora de término para definir o intervalo de tempo dos dados a serem
incluidos nos arquivos de log.

Se vocé selecionar um periodo de tempo muito longo ou coletar logs de todos os nés em uma grade
grande, o arquivo de log pode se tornar muito grande para ser armazenado em um nd ou muito grande
para ser coletado para o n6 de administracao principal para download. Se isso ocorrer, vocé deve reiniciar
a coleta de logs com um conjunto menor de dados.

4. Selecione os tipos de registos que pretende recolher.

> Logs de aplicativos: Logs especificos de aplicativos que o suporte técnico utiliza com mais
frequéncia para solugao de problemas. Os registos recolhidos sdo um subconjunto dos registos de
aplicacoes disponiveis.

o Logs de auditoria: Logs contendo as mensagens de auditoria geradas durante a operagéo normal do
sistema.

- Rastreamento de rede: Logs usados para depuragao de rede.
o Prometheus Database: Métricas de séries temporais dos servigos em todos 0s nos.
5. Opcionalmente, insira notas sobre os arquivos de log que vocé esta reunindo na caixa de texto * Notas™.

Vocé pode usar essas notas para fornecer informagdes de suporte técnico sobre o problema que o levou a
coletar os arquivos de log. Suas anotagdes sdo adicionadas a um arquivo info.txt chamado,
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juntamente com outras informagdes sobre a colegao de arquivos de log. O info. txt ficheiro é guardado
no pacote de arquivo de registo.

6. Introduza a frase-passe de aprovisionamento do seu sistema StorageGRID na caixa de texto frase-passe
de aprovisionamento.

7. Selecione Collect Logs.
Quando vocé envia uma nova solicitagéo, a colegao anterior de arquivos de log é excluida.

Vocé pode usar a pagina Logs para monitorar o progresso da colegao de arquivos de log para cada né de
grade.

Se vocé receber uma mensagem de erro sobre o tamanho do log, tente coletar logs por um periodo de
tempo menor ou por menos nos.

8. Selecione Download quando a colegao de arquivos de log estiver concluida.

O arquivo .tar.gz contém todos os arquivos de log de todos os nés de grade onde a coleta de log foi bem-
sucedida. Dentro do arquivo combinado .tar.gz, ha um arquivo de log para cada n6 de grade.

Depois de terminar
Vocé pode baixar novamente o pacote de arquivo de log mais tarde, se precisar.

Opcionalmente, vocé pode selecionar Excluir para remover o pacote de arquivo de log e liberar espago em
disco. O pacote de arquivo de log atual é removido automaticamente da préxima vez que vocé coletar
arquivos de log.

Acione manualmente um pacote AutoSupport

Para ajudar o suporte técnico na solugédo de problemas com o sistema StorageGRID,
vocé pode acionar manualmente um pacote AutoSupport a ser enviado.

Antes de comecgar
* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

» Vocé deve ter a permissdo de acesso root ou outra configuracédo de grade.

Passos
1. Selecione SUPPORT > Tools > AutoSupport.

2. Na guia agoes, selecione Enviar AutoSupport acionado pelo usuario.
O StorageGRID tenta enviar um pacote AutoSupport para o site de suporte da NetApp. Se a tentativa for
bem-sucedida, os valores resultado mais recente e tultimo tempo bem-sucedido na guia resultados

serao atualizados. Se houver um problema, o valor resultado mais recente sera atualizado para "Falha"
e o StorageGRID nao tentara enviar o pacote AutoSupport novamente.

@ Depois de enviar um pacote AutoSupport acionado pelo usuario, atualize a pagina
AutoSupport no seu navegador apés 1 minuto para acessar os resultados mais recentes.

26


https://docs.netapp.com/pt-br/storagegrid-118/admin/web-browser-requirements.html

Veja a arvore de topologia de Grade

A arvore de topologia de grade fornece acesso a informagdes detalhadas sobre
elementos do sistema StorageGRID, incluindo sites, nds de grade, servigos e
componentes. Na maioria dos casos, vocé soO precisa acessar a arvore de topologia de
grade quando instruido na documentagao ou quando estiver trabalhando com suporte
técnico.

Para acessar a arvore de topologia de grade, selecione SUPPORT > Tools > Grid topology.

Deployment i m StorageGRID Webscale Deployment

Site s— E|-‘ Data Center 1
C1- ¢ DC1-ADM1

=N | F:

Services
i Events Components
1% Fesources
& Timing

[H- & AMS
[+~ CHMN
‘ - 44 NMS
-4 DC1-51
&
-y DC1-52
-‘, DC1-53
-4 DC1-54
&
-4 OC1-GW1
EJ—‘ Cata Center 2

Grid Nodes Services

Para expandir ou recolher a arvore de topologia de Grade, clique ou no local, né ou [=]nivel de servico.
Para expandir ou recolher todos os itens em todo o site ou em cada nd, mantenha pressionada a tecla <Ctrl>
e clique em.

Atributos do StorageGRID

Atributos reportam valores e status para muitas das fungdes do sistema StorageGRID. Os valores de atributo
estao disponiveis para cada né de grade, cada local e toda a grade.

Os atributos do StorageGRID s&o usados em varios lugares no Gerenciador de Grade:
* Pagina de nés: Muitos dos valores mostrados na pagina de nds sao atributos StorageGRID. (As métricas

Prometheus também s&o mostradas nas paginas de nos.)

» Alarmes: Quando os atributos atingem valores de limite definidos, os alarmes StorageGRID (sistema
legado) sdo acionados em niveis de gravidade especificos.

» Grid Topology tree: Os valores de atributo sdo mostrados na arvore Grid Topology (SUPPORT > Tools >
Grid topology).

« Eventos: Os eventos do sistema ocorrem quando certos atributos Registram uma condigédo de erro ou
falha para um nd, incluindo erros como erros de rede.
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Valores de atributo

Os atributos sao reportados com o melhor esforgo e estdo aproximadamente corretos. As atualizagbes de
atributos podem ser perdidas em algumas circunstancias, como a falha de um servigo ou a falha e
reconstru¢cdo de um né de grade.

Além disso, os atrasos de propagacao podem retardar o relatério de atributos. Os valores atualizados para a
maioria dos atributos s&o enviados para o sistema StorageGRID em intervalos fixos. Pode demorar varios
minutos até que uma atualizacdo seja visivel no sistema, e dois atributos que mudam mais ou menos
simultaneamente podem ser reportados em momentos ligeiramente diferentes.

Analise as métricas de suporte

Ao solucionar um problema, vocé pode trabalhar com suporte técnico para analisar
métricas e graficos detalhados do seu sistema StorageGRID.

Antes de comecar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

A pagina Metrics permite que vocé acesse as interfaces de usuario Prometheus e Grafana. Prometheus é um
software de cddigo aberto para coletar métricas. Grafana € um software de cédigo aberto para visualizagdo de
métricas.

As ferramentas disponiveis na pagina Metrics destinam-se a ser utilizadas pelo suporte técnico.

@ Alguns recursos e itens de menu dentro dessas ferramentas sdo intencionalmente nao
funcionais e estéo sujeitos a alteragdes. Consulte a lista "Métricas de Prometheus comumente
usadas"de .
Passos

1. Conforme indicado pelo suporte técnico, selecione SUPPORT > Tools > Metrics.

Um exemplo da pagina Metrics é mostrado aqui:
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Metrics

functional.

Prometheus

s hitpsii

Grafana

ADE

Account Service Overview
Alertmanager

Audit Overview

Cassandra Cluster Overview
Cassandra Network Overview
Cassandra Node Overview
Cross Grid Replication

Cloud Storage Pool Overview
EC-ADE

EC-Chunk Service

graphs of important metric values over time.

Access charts and metrics to help troubleshoot issues.

metrics and to view charts of the values over time.

EC Overview

Grid

ILM

ldentity Service Overview
Ingests

MNode

Node (Internal Use)

O5L - AsynclO

Platform Services Commits
Platiorm Services Overview

Platform Services Processing

@ The tools available on this page are intended for use by technical support. Some features and menu items within these tools are intentionally non-

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of

Access the Prometheus Ul using the link below. You must be signed in to the Grid Manager.

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

Replicated Read Path Overview
S3-Node

53 Overview

S3Select

Site

Support

Traces

Traffic Classification Palicy
Usage Procassing

Virtual Memory (vmstat)

2. Para consultar os valores atuais das métricas do StorageGRID e visualizar graficos dos valores ao longo

do tempo, clique no link na se¢do Prometheus.

A interface Prometheus € exibida. Vocé pode usar essa interface para executar consultas sobre as
métricas disponiveis do StorageGRID e para tragcar métricas do StorageGRID ao longo do tempo.

@ As métricas que incluem private em seus nomes séo destinadas apenas para uso interno e

estdo sujeitas a alteragdes entre as versdes do StorageGRID sem aviso prévio.

3. Para acessar painéis pré-construidos contendo graficos de métricas do StorageGRID ao longo do tempo,

clique nos links na segao Grafana.

Ainterface Grafana para o link selecionado € exibida.
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Execute o diagnéstico

Ao solucionar um problema, vocé pode trabalhar com o suporte técnico para executar
diagndsticos no sistema StorageGRID e analisar os resultados.

* "Analise as métricas de suporte"

¢ "Métricas de Prometheus comumente usadas"

Antes de comecar

* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

A pagina Diagnosticos executa um conjunto de verificagbes de diagnostico no estado atual da grade. Cada
verificagdo de diagndstico pode ter um de trés Estados:

30


https://docs.netapp.com/pt-br/storagegrid-118/monitor/commonly-used-prometheus-metrics.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/web-browser-requirements.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/admin-group-permissions.html

0 Normal: Todos os valores estdo dentro do intervalo normal.

Atencdo: Um ou mais valores estéo fora do intervalo normal.

9 Atencédo: Um ou mais dos valores estao significativamente fora do intervalo normal.

Os Estados de diagnéstico sao independentes dos alertas atuais e podem néao indicar problemas operacionais
com a grade. Por exemplo, uma verificagdo de diagndstico pode mostrar o estado de precaugdo mesmo que
nenhum alerta tenha sido acionado.

Passos
1. Selecione SUPPORT > Tools > Diagnostics.

A pagina Diagnosticos é exibida e lista os resultados de cada verificagdo de diagndstico. Os resultados
sao classificados por gravidade (cuidado, atencdo e, em seguida, normal). Dentro de cada gravidade, os
resultados s&o ordenados alfabeticamente.

Neste exemplo, todos os diagndsticos tém um estado normal.

Diagnostics

This page performs a set of diagnostic checks on the current state of the grid. A diagnostic check can have one of three statuses:

+" Normal: All values are within the normal range.
Attention: One or more of the values are outside of the normal range.
€ Caution: One or more of the values are significantly outside of the normal range.

Diagnostic statuses are independent of current alerts and might not indicate operational issues with the grid. For example, a

diagnostic check might show Caution status even if no alert has been triggered.

» Cassandra automatic restarts v
# Cassandra blocked task queue too large v
# Cassandra commit log latency v

" Cassandra commit log queue depth v

2. Para saber mais sobre um diagnéstico especifico, clique em qualquer lugar da linha.

Séo apresentados detalhes sobre o diagndstico e os seus resultados atuais. Os seguintes detalhes sé&o
listados:

o Status: O estado atual deste diagnostico: Normal, atengéo ou cuidado.

o Consulta Prometheus: Se usada para o diagndstico, a expressao Prometheus que foi usada para
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gerar os valores de status. (Uma expressao Prometheus néo é usada para todos os diagnoésticos.)

o Limiares: Se disponiveis para o diagnostico, os limiares definidos pelo sistema para cada estado de
diagnéstico anormal. (Os valores de limite ndo sao usados para todos os diagnosticos.)

@ Nao é possivel alterar esses limites.

> Valores de estado: Uma tabela que mostra o estado e o valor do diagndstico em todo o sistema
StorageGRID. Neste exemplo, a utilizacdo atual da CPU para cada né em um sistema StorageGRID é
mostrada. Todos os valores de nds estéo abaixo dos limites de atengéo e cuidado, portanto, o status
geral do diagndstico € normal.

CPU utilization -

Checks the current CPU utilization on each node.

To view charts of CPU utilization and other per-node metrics, access the Node Grafana dashboard.

Status Marmal
Prometheus sum by (instance) (sum by (instance, mode) (irste(node_cpu_seconds_total{mode!="idle"}[5m])) / count by
query (instance, mode)(node_cpu_seconds_total{mode!="idle"}))

View in Prometheus (4

Thresholds Attention == 75%
@ Caution ==95%

Instance 1T CPU utilization 11

Status »~
DC1-ADMA 2.598%
DC1-ARCH 0.937%
DC1-G1 2.119%
DC1-51 8.708%
DC1-52 8.142%
DC1-53 9.669%
DC2-ADMA 2.515%
DC2-ARCH 1.152%
DC2-51 8.204%
DC2-52 5.000%
DC2-53 10.4659%

3. Opcional: Para ver graficos do Grafana relacionados a este diagnéstico, clique no link painel do Grafana.
Este link n&o é exibido para todos os diagnosticos.

O painel do Grafana relacionado é exibido. Neste exemplo, o painel Node aparece mostrando a utilizagao
da CPU ao longo do tempo para este nd, bem como outros graficos Grafana para o no.

(D Vocé também pode acessar os painéis Grafana pré-construidos na se¢cao Grafana da
pagina SUPPORT > Tools > Metrics.
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Load Average (1m) and # of CPUs Blocked and Running Processes Context Switches

. Opcional: Para ver um grafico da expressao Prometheus ao longo do tempo, clique em Exibir em
Prometheus.

Aparece um grafico Prometheus da expresséo usada no diagnostico.
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Crie aplicativos de monitoramento personalizados

Vocé pode criar aplicativos e painéis de monitoramento personalizados usando as
métricas do StorageGRID disponiveis na API de gerenciamento de grade.

Se vocé quiser monitorar métricas que nao sao exibidas em uma pagina existente do Gerenciador de Grade
ou se quiser criar painéis personalizados para o StorageGRID, use a APl de Gerenciamento de Grade para
consultar métricas do StorageGRID.

Vocé também pode acessar métricas do Prometheus diretamente com uma ferramenta de monitoramento
externa, como Grafana. O uso de uma ferramenta externa requer que vocé carregue ou gere um certificado de
cliente administrativo para permitir que o StorageGRID autentique a ferramenta para seguranca. Consulte
"Instru¢des para administrar o StorageGRID".

Para exibir as operagdes da APl de métricas, incluindo a lista completa das métricas disponiveis, acesse o
Gerenciador de Grade. Na parte superior da pagina, selecione o icone de ajuda e selecione Documentagao
da API > métricas.
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metrics Cperations on metrics LY
GET Jgrid/metric-labels/{label}/values Lists the values for a metric label ﬁ
| /grid/metric-names Lists all available metric names ﬂ
GET Jgrid/metric-query Performs an instant metric query at a single point in time ﬁ
GET /grid/metric-query-range Performs a metric guery over a range of time ﬂ

Os detalhes de como implementar um aplicativo de monitoramento personalizado estdo além do escopo desta

documentagao.
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