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Gerenciar objetos com ILM

Gerenciar objetos com ILM

As regras de gerenciamento do ciclo de vida das informagdes (ILM) em uma politica de
ILM instruem o StorageGRID a criar e distribuir copias de dados de objetos e como
gerenciar essas copias ao longo do tempo.

Sobre estas instrugoes

Projetar e implementar regras e politicas de ILM requer um Planejamento cuidadoso. Vocé precisa entender
seus requisitos operacionais, a topologia do sistema StorageGRID, suas necessidades de protecéo de objetos
e os tipos de storage disponiveis. Em seguida, vocé deve determinar como deseja que diferentes tipos de
objetos sejam copiados, distribuidos e armazenados.

Use estas instrugdes para:

« Saiba mais sobre o StorageGRID ILM, "Como o ILM opera ao longo da vida de um objeto"incluindo .
» Saiba como configurar "pools de armazenamento”, "Pools de storage de nuvem"e "Regras do ILM".

» Saiba como "Crie, simule e ative uma politica ILM"isso protegera os dados de objetos em um ou mais
sites.

« Saiba como "Gerencie objetos com o S3 Object Lock", o que ajuda a garantir que os objetos em buckets
especificos do S3 ndo sejam excluidos ou substituidos por um periodo de tempo especificado.

Saiba mais
Para saber mais, reveja estes videos:

* "Video: Regras de gerenciamento do ciclo de vida das informagdes no StorageGRID 11,8".

+ "Video: Politicas de gerenciamento do ciclo de vida das informagdes no StorageGRID 11,8"

ILM e ciclo de vida do objeto

Como o ILM opera ao longo da vida de um objeto

Entender como o StorageGRID usa o ILM para gerenciar objetos durante cada estagio
de sua vida pode ajuda-lo a projetar uma politica mais eficaz.

* Ingest: O ingest comega quando um aplicativo cliente S3 ou Swift estabelece uma conexao para salvar
um objeto no sistema StorageGRID, e é concluido quando o StorageGRID retorna uma mensagem "ingest
successful" para o cliente. Os dados de objeto sédo protegidos durante a ingestao, aplicando instrugdes de
ILM imediatamente (posicionamento sincrono) ou criando cépias provisorias e aplicando ILM mais tarde
(commit duplo), dependendo de como os requisitos de ILM foram especificados.

» Gerenciamento de cépias: Depois de criar o niUmero e o tipo de copias de objetos especificados nas
instrucdes de colocagao do ILM, o StorageGRID gerencia locais de objetos e protege objetos contra


https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=cb6294c0-e9cf-4d04-9d73-b0b901025b2f
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=cb6294c0-e9cf-4d04-9d73-b0b901025b2f
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=fb967139-e032-49ef-b529-b0ba00a7f0ad
https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=fb967139-e032-49ef-b529-b0ba00a7f0ad

perda.

o * Digitalizagéo e avaliagdo ILM*: O StorageGRID verifica continuamente a lista de objetos
armazenados na grade e verifica se as copias atuais atendem aos requisitos do ILM. Quando
diferentes tipos, numeros ou locais de copias de objetos sdo necessarios, o StorageGRID cria, exclui
ou move copias conforme necessario.

o * Verificagdo em segundo plano*: O StorageGRID realiza continuamente a verificagdo em segundo
plano para verificar a integridade dos dados do objeto. Se um problema for encontrado, o
StorageGRID criara automaticamente uma nova cépia de objeto ou um fragmento de objeto codificado
de apagamento de substituicdo em um local que atenda aos requisitos atuais do ILM. "Verifique a
integridade do objeto"Consulte .

* Exclusao de objeto: O gerenciamento de um objeto termina quando todas as cépias sdo removidas do
sistema StorageGRID. Os objetos podem ser removidos como resultado de uma solicitagéo de exclusédo
por um cliente, ou como resultado de exclusao por ILM ou exclusédo causada pela expiragao de um ciclo
de vida de bucket do S3.

Os objetos em um bucket que tem o bloqueio de objeto S3 ativado ndo podem ser
excluidos se estiverem sob uma retengao legal ou se uma data de retengao até tiver sido
especificada, mas ainda ndo cumprida.

O diagrama resume como o ILM opera ao longo do ciclo de vida de um objeto.


https://docs.netapp.com/pt-br/storagegrid-118/troubleshoot/verifying-object-integrity.html
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Como os objetos sao ingeridos

Opcoes de ingestao

Ao criar uma regra ILM, vocé especifica uma das trés opgdes para proteger objetos na
ingestao: Commit duplo, estrito ou balanceado.

Dependendo de sua escolha, o StorageGRID faz copias provisorias e coloca os objetos em fila para avaliagao



do ILM mais tarde, ou usa o posicionamento sincrono e faz cépias imediatamente para atender aos requisitos
do ILM.

Fluxograma das opg¢odes de ingestao

O fluxograma mostra o que acontece quando os objetos sdo combinados por uma regra ILM que usa cada
uma das trés opgdes de ingestao.

Client application saves
object to StorageGRID

Dual commit Balanced Strict
Y
Interim object copies Can day 0 copies be Can day O copies be "TEESHY
stored. made immediately? made immediately? failed
~—

“Ingest

successful”

v

Object queued for ILM Copies created to satisfy
LML

evaluation.

ILM evaluation l

“Ingest
successful”

Copies created to satisfy
ILM.

Any interim copies that are
not needed are deleted.

td

StorageGRID responds to the client.

StorageGRID completes the
actions that were prompted by
the client save operation.

Commit duplo

Quando vocé seleciona a opg¢ao de confirmagao dupla, o StorageGRID imediatamente faz cépias provisoérias
de objetos em dois nds de armazenamento diferentes e retorna uma mensagem de "ingestdo bem-sucedida"
ao cliente. O objeto € colocado em fila para avaliagéo ILM e cdpias que atendem as instrugdes de colocagao
da regra séao feitas posteriormente. Se a politica de ILM nao puder ser processada imediatamente apds a
confirmagéao dupla, a protegédo contra perda de site pode levar algum tempo para ser alcangada.

Use a opgao de confirmacao dupla em qualquer um desses casos:



* Vocé esta usando regras de ILM de varios sites e a laténcia de ingestéo de clientes é sua principal
consideracdo. Ao usar o Dual Commit, vocé deve garantir que sua grade possa executar o trabalho
adicional de criar e remover as copias de duplo commit se elas ndo satisfizerem o ILM. Especificamente:

> A carga na grade deve ser baixa o suficiente para evitar um backlog ILM.

o A grade deve ter recursos de hardware em excesso (IOPS, CPU, memoria, largura de banda da rede,
etc.).

* Vocé esta usando regras ILM de varios sites e a conexdao WAN entre os sites geralmente tem alta laténcia
ou largura de banda limitada. Nesse cenario, usar a opgao de confirmagéo dupla pode ajudar a evitar
tempos limite do cliente. Antes de escolher a opgao Dual Commit, vocé deve testar o aplicativo cliente com
cargas de trabalho realistas.

Equilibrado (padréao)

Quando vocé seleciona a opgéo equilibrada, o StorageGRID também usa o posicionamento sincrono na
ingestao e faz imediatamente todas as copias especificadas nas instru¢gdes de posicionamento da regra. Em
contraste com a opgéo estrita, se o StorageGRID nao puder fazer imediatamente todas as copias, ele usara o
Dual Commit. Se a politica de ILM usar colocacdes em varios sites e a protecédo imediata contra perda de
sites n&o puder ser alcangada, o alerta posicionamento ILM inalcangavel é acionado.

Use a opgao equilibrada para obter a melhor combinacgéo de protecdo de dados, desempenho de grade e
sucesso de ingestdo. Balanced é a opgéo padrédo no assistente criar regra ILM.

Rigoroso

Quando vocé seleciona a opgao estrita, o StorageGRID usa o posicionamento sincrono na ingestao e faz
imediatamente todas as copias de objetos especificadas nas instrugdes de posicionamento da regra. A
ingestao falha se o StorageGRID nao puder criar todas as copias, por exemplo, porque um local de
armazenamento necessario esta temporariamente indisponivel. O cliente deve tentar novamente a operacao.

Use a opcgao estrita se vocé tiver um requisito operacional ou regulamentar para armazenar imediatamente
objetos apenas nos locais descritos na regra ILM. Por exemplo, para atender a um requisito regulatorio, talvez
seja necessario usar a opgao estrita e um filtro avangado de restricdo de localizagao para garantir que os
objetos nunca sejam armazenados em determinados data centers.

"Exemplo 5: Regras de ILM e politica para comportamento de ingestao rigorosa"Consulte .

Vantagens, desvantagens e limitagdes das op¢oes de ingestao

Compreender as vantagens e desvantagens de cada uma das trés opg¢des de protecao
de dados na ingestao (equilibrada, rigorosa ou dupla confirmacao) pode ajuda-lo a
decidir qual escolher para uma regra ILM.

Para obter uma visdo geral das op¢des de ingestdo, "Opcdes de ingestdo”consulte .

Vantagens das opgodes equilibradas e estritas

Quando comparado ao Dual Commit, que cria copias provisorias durante a ingestao, as duas opgbes de
posicionamento sincrono podem oferecer as seguintes vantagens:

* Melhor seguranga de dados: Os dados do objeto s&o imediatamente protegidos conforme especificado
nas instrugdes de colocagao da regra ILM, que podem ser configurados para proteger contra uma ampla
variedade de condigdes de falha, incluindo a falha de mais de um local de armazenamento. A confirmagéo
dupla s6 pode proteger contra a perda de uma Unica copia local.



Operacao de grade mais eficiente: Cada objeto é processado apenas uma vez, pois € ingerido. Como o
sistema StorageGRID nao precisa rastrear ou excluir cépias provisérias, ha menos carga de
processamento e menos espago no banco de dados é consumido.

* (Equilibrado) recomendado®: A opgao equilibrada proporciona uma eficiéncia ideal de ILM. O uso da
opgéao Balanced é recomendado, a menos que um comportamento de ingestao rigoroso seja necessario
ou a grade atenda a todos os critérios para usar o Dual Commit.

(strict) certeza sobre locais de objetos: A opgao strict garante que os objetos sédo imediatamente
armazenados de acordo com as instrugdes de colocagéo na regra ILM.

Desvantagens das opgoes equilibradas e estritas

Quando comparado ao Dual Commit, as opg¢des equilibradas e estritas tém algumas desvantagens:

* Maiores ingeréncias de clientes™: As laténcias de ingestao de clientes podem ser mais longas. Quando
vocé usa as opgdes balanceadas ou rigorosas, uma mensagem "ingerir bem-sucedida" ndo sera retornada
ao cliente até que todos os fragmentos codificados por apagamento ou cépias replicadas sejam criados e
armazenados. No entanto, os dados de objetos provavelmente alcangardo seu posicionamento final muito
mais rapido.

(strict) taxas mais altas de falha de ingestao: Com a opgao estrita, a ingestédo falha sempre que o
StorageGRID nao puder fazer imediatamente todas as copias especificadas na regra ILM. Vocé pode ver
altas taxas de falha de ingestao se um local de armazenamento necessario estiver temporariamente off-
line ou se problemas de rede causarem atrasos na copia de objetos entre sites.

(strict) S3 colocagodes de upload de varias partes podem nédo ser como esperado em algumas
circunstancias: Com strict, vocé espera que objetos sejam colocados como descrito pela regra ILM ou
para que a ingestao falhe. No entanto, com um upload multipart S3, o ILM é avaliado para cada parte do
objeto a medida que ele é ingerido e para o objeto como um todo quando o upload multipart € concluido.
Nas seguintes circunstancias, isso pode resultar em colocagdes que sao diferentes do que vocé espera:

> Se o ILM mudar enquanto um upload multipart S3 esta em andamento: Porque cada parte é
colocada de acordo com a regra que esta ativa quando a pecga € ingerida, algumas partes do objeto
podem nao atender aos requisitos atuais do ILM quando o upload multipart & concluido. Nesses casos,
a ingestédo do objeto nao falha. Em vez disso, qualquer peg¢a que nao seja colocada corretamente &
colocada na fila para reavaliagdo ILM e € movida para o local correto mais tarde.

> Quando as regras do ILM filtram no tamanho: Ao avaliar o ILM para uma peca, o StorageGRID filtra
o tamanho da pecga, ndo o tamanho do objeto. Isso significa que partes de um objeto podem ser
armazenadas em locais que ndo atendem aos requisitos de ILM para o objeto como um todo. Por
exemplo, se uma regra especifica que todos os objetos de 10 GB ou maior sdo armazenados em DC1
enquanto todos os objetos menores sao armazenados em DC2, na ingestao cada parte de 1 GB de
um upload multipart de 10 partes € armazenado em DC2. Quando ILM é avaliado para o objeto, todas
as partes do objeto sdo movidas para DCA1.

(strict) ingest ndo falha quando tags de objeto ou metadados séo atualizados e nao é possivel fazer
posicionamentos recém-solicitados: Com strict, vocé espera que objetos sejam colocados conforme
descrito pela regra ILM ou para falha de ingestdo. No entanto, quando vocé atualiza metadados ou tags
para um objeto que ja esta armazenado na grade, o objeto n&o é reingerido. Isso significa que quaisquer
alteragdes no posicionamento de objetos que sdo acionadas pela atualizagao ndo sao feitas
imediatamente. As alteragdes de posicionamento sio feitas quando o ILM é reavaliado por processos
normais de ILM em segundo plano. Se as alteragbes de posicionamento necessarias nao puderem ser
feitas (por exemplo, porque um local recém-solicitado ndo esta disponivel), o objeto atualizado mantém
seu posicionamento atual até que as alteragdes de posicionamento sejam possiveis.



Limitacdes em posicionamentos de objetos com op¢des equilibradas e estritas

As opc¢des equilibradas ou estritas n&do podem ser usadas para regras de ILM que tenham qualquer uma
destas instrugcdes de colocacgao:

» Colocagao em um pool de storage de nuvem no dia 0.
* Colocacdo em um no de arquivo no dia 0.
* Posicionamentos em um pool de armazenamento em nuvem ou em um né de arquivamento quando a

regra tiver um tempo de criagao definido pelo usuario como seu tempo de referéncia.

Essas restricoes existem porque o StorageGRID nao pode fazer cépias sincronamente para um pool de
armazenamento em nuvem ou um no de arquivamento, e um tempo de criagdo definido pelo usuario pode ser
resolvido até o momento.

Como as regras de ILM e a consisténcia interagem para afetar a prote¢ao de dados

Tanto sua regra ILM quanto sua escolha de consisténcia afetam a forma como os objetos sédo protegidos.
Essas configuracdes podem interagir.

Por exemplo, o comportamento de ingestéo selecionado para uma regra ILM afeta o posicionamento inicial de
copias de objetos, enquanto a consisténcia usada quando um objeto € armazenado afeta o posicionamento
inicial dos metadados de objetos. Como o StorageGRID requer acesso aos dados e metadados de um objeto
para atender as solicitacdes do cliente, selecionar niveis de protecao correspondentes para o comportamento
de consisténcia e ingestao pode fornecer melhor protegao de dados iniciais e respostas do sistema mais
previsiveis.

Aqui esta um breve resumo dos valores de consisténcia que estao disponiveis no StorageGRID:

* Todos: Todos 0s nés recebem metadados de objeto imediatamente ou a solicitagéo falhara.

» Strong-global: Metadados de objetos sdo imediatamente distribuidos para todos os sites. Garante
consisténcia de leitura apds gravacgao para todas as solicitacdes de clientes em todos os sites.

» Strong-site: Metadados de objetos sao imediatamente distribuidos para outros nés no site. Garante
consisténcia de leitura apos gravagao para todas as solicitagdes de clientes dentro de um site.

+ Read-after-novo-write: Fornece consisténcia de leitura apds gravacgao para novos objetos e consisténcia
para atualizagdes de objetos. Oferece alta disponibilidade e garantias de protegéo de dados.
Recomendado para a maioria dos casos.

» Disponivel: Fornece consisténcia eventual para novos objetos e atualizagdes de objetos. Para buckets do
S3, use somente conforme necessario (por exemplo, para um bucket que contém valores de log
raramente lidos, ou para operagdes HEAD ou GET em chaves que nao existem). Nao compativel com
buckets do FabricPool S3.

@ Antes de selecionar um valor de consisténcia, "leia a descricdo completa da consisténcia”. Vocé
deve entender os beneficios e limitagdes antes de alterar o valor padrao.
Exemplo de como a consisténcia e as regras do ILM podem interagir

Suponha que vocé tenha uma grade de dois locais com a seguinte regra ILM e a seguinte consisténcia:

* Regra ILM: Crie duas cépias de objeto, uma no local e outra em um local remoto. Use um comportamento
rigoroso de ingestao.

» Consisténcia: Strong-global (metadados de objetos sdo imediatamente distribuidos para todos os sites).


https://docs.netapp.com/pt-br/storagegrid-118/s3/consistency-controls.html

Quando um cliente armazena um objeto na grade, o StorageGRID faz copias de objeto e distribui metadados
para ambos os sites antes de retornar sucesso ao cliente.

O objeto é totalmente protegido contra perda no momento da mensagem de ingestao bem-sucedida. Por
exemplo, se o local for perdido logo apds a ingestao, copias dos dados do objeto e dos metadados do objeto
ainda existem no local remoto. O objeto é totalmente recuperavel.

Se, em vez disso, vocé usou a mesma regra ILM e a consisténcia do site forte, o cliente pode receber uma
mensagem de sucesso depois que os dados do objeto sao replicados para o site remoto, mas antes que os
metadados do objeto sejam distribuidos 14. Nesse caso, o nivel de protecdo dos metadados de objetos nao
corresponde ao nivel de protecdo dos dados de objeto. Se o site local for perdido logo apds a ingestao, os
metadados do objeto serdo perdidos. O objeto ndo pode ser recuperado.

A inter-relagdo entre consisténcia e regras de ILM pode ser complexa. Contacte a NetApp se necessitar de
assisténcia.

Informacgdes relacionadas
» "Exemplo 5: Regras de ILM e politica para comportamento de ingestéo rigorosa"

Como os objetos sdo armazenados (replicagao ou codificagao de apagamento)
O que é replicagao?

A replicacédo é um dos dois métodos usados pelo StorageGRID para armazenar dados
de objetos. Quando os objetos correspondem a uma regra de ILM que usa replicacéo, o
sistema cria copias exatas de dados de objetos e armazena as copias em nos de storage
ou nds de arquivamento.

Quando vocé configura uma regra ILM para criar copias replicadas, vocé especifica quantas copias devem ser
criadas, onde essas copias devem ser colocadas e por quanto tempo as copias devem ser armazenadas em
cada local.

No exemplo a seguir, a regra ILM especifica que duas copias replicadas de cada objeto serdo colocadas em
um pool de storage que contém trés nds de storage.



- Make 2 Copies

Storage Pool

Quando o StorageGRID faz a correspondéncia de objetos a essa regra, ele cria duas copias do objeto,
colocando cada copia em um noé de storage diferente no pool de storage. As duas copias podem ser
colocadas em qualquer um dos trés nos de storage disponiveis. Nesse caso, a regra colocou copias de objeto
nos nos de storage 2 e 3. Como ha duas cépias, o objeto pode ser recuperado se algum dos nés no pool de
storage falhar.

O StorageGRID pode armazenar apenas uma copia replicada de um objeto em qualquer no6 de
@ storage. Se sua grade incluir trés nds de storage e vocé criar uma regra de ILM de 4 copias,

apenas trés copias serao feitas - uma cépia para cada né de storage. O alerta ILM Placement

Unachievable é acionado para indicar que a regra ILM ndo péde ser completamente aplicada.

Informacgdes relacionadas
* "O que é codificagdo de apagamento”
* "O que é um pool de armazenamento"

« "Habilite a protegado contra perda de site usando replicagao e codificagdo de apagamento”

Por que vocé nao deve usar replicagdo de copia Unica

Ao criar uma regra ILM para criar copias replicadas, vocé deve sempre especificar pelo
menos duas cépias para qualquer periodo de tempo nas instru¢des de colocacéao.

N&o use uma regra ILM que crie apenas uma copia replicada para qualquer periodo de tempo.

@ Se houver apenas uma copia replicada de um objeto, esse objeto sera perdido se um né de
armazenamento falhar ou tiver um erro significativo. Vocé também perde temporariamente o
acesso ao objeto durante procedimentos de manutengéo, como atualizagdes.

No exemplo a seguir, a regra Make 1 Copy ILM especifica que uma coépia replicada de um objeto seja
colocada em um pool de storage que contém trés nés de storage. Quando um objeto € ingerido que



corresponde a essa regra, o StorageGRID coloca uma uUnica copia em apenas um no de storage.

— Make 1 Copy

Storage Pool

Quando uma regra ILM cria apenas uma copia replicada de um objeto, o objeto fica inacessivel quando o n6
de armazenamento n&o esta disponivel. Neste exemplo, vocé perdera temporariamente o acesso ao objeto
AAA sempre que o n6 de armazenamento 2 estiver offline, como durante uma atualizacdo ou outro
procedimento de manutencao. Vocé perdera o objeto AAA inteiramente se o n6 de storage 2 falhar.
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— Make 1 Copy

Storage Pool

Para evitar a perda de dados de objetos, vocé sempre deve fazer pelo menos duas copias de todos os objetos
que deseja proteger com a replicagdo. Se existirem duas ou mais copias, ainda podera aceder ao objeto se
um noé de armazenamento falhar ou ficar offline.
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- Make 2 Copies

Storage Pool

O que é codificagao de apagamento?

A codificagdo de apagamento € um dos dois métodos que o StorageGRID usa para
armazenar dados de objetos. Quando os objetos correspondem a uma regra ILM que
usa codificacdo de apagamento, esses objetos sdo cortados em fragmentos de dados,
fragmentos de paridade adicionais sdo computados e cada fragmento é armazenado em
um no6 de armazenamento diferente.

Quando um objeto é acessado, ele é remontado usando os fragmentos armazenados. Se um dado ou um
fragmento de paridade ficar corrompido ou perdido, o algoritmo de codificagdo de apagamento pode recriar
esse fragmento usando um subconjunto dos dados restantes e fragmentos de paridade.

A medida que vocé cria regras de ILM, o StorageGRID cria perfis de codificacdo de apagamento que
suportam essas regras. E possivel exibir uma lista de perfis de codificacdo de apagamento, "renomeie um
perfil de codificagdo de apagamento”, ou "Desative um perfil de codificagdo de apagamento se ele néo for
usado atualmente em nenhuma regra ILM".

O exemplo a seguir ilustra o uso de um algoritmo de codificagao de apagamento nos dados de um objeto.
Neste exemplo, a regra ILM usa um esquema de codificagdo de apagamento 4-2. Cada objeto é dividido em
quatro fragmentos de dados iguais, e dois fragmentos de paridade sdo computados a partir dos dados do
objeto. Cada um dos seis fragmentos € armazenado em um no diferente em trés locais de data center para
fornecer protegédo de dados para falhas de nés ou perda de local.
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O esquema de codificagdo de apagamento 4-2 pode ser configurado de varias maneiras. Por exemplo, vocé
pode configurar um pool de storage de um Unico local que contenha seis nés de storage. Para "protecao
contra perda de local", vocé pode usar um pool de storage que contém trés locais com trés nos de storage em
cada local. Um objeto pode ser recuperado desde que quaisquer quatro dos seis fragmentos (dados ou
paridade) permanegam disponiveis. Até dois fragmentos podem ser perdidos sem perda dos dados do objeto.
Se um site inteiro for perdido, o objeto ainda pode ser recuperado ou reparado, desde que todos os outros
fragmentos permanegam acessiveis.

Parity |8 F’at'it\;.r
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Se mais de dois nds de storage forem perdidos, o objeto ndo podera ser recuperado.

Informagdes relacionadas

* "O que é replicagao”

* "O que é um pool de armazenamento"

* "O que sao esquemas de codificacdo de apagamento”
* "Renomeie um perfil de codificagdo de apagamento”

+ "Desativar um perfil de codificagdo de apagamento”

O que sdo esquemas de codificacdo de apagamento?

Os esquemas de codificacdo de apagamento controlam quantos fragmentos de dados e
quantos fragmentos de paridade sdo criados para cada objeto.

Ao configurar o perfil de codificagdo de apagamento para uma regra ILM, vocé seleciona um esquema de
codificagao de apagamento disponivel com base em quantos nds de storage e sites compdem o pool de
storage que vocé planeja usar.

O sistema StorageGRID usa o algoritmo de codificagdo de apagamento de Reed-Solomon. O algoritmo corta
um objeto em k fragmentos de dados e calcula m fragmentos de paridade. k + m = n 0Os fragmentos
sdo espalhados pelos n nos de storage para fornecer protegdo de dados. Um objeto pode sustentar
até m fragmentos perdidos ou corrompidos. Para recuperar ou reparar um objeto, k fragmentos sao
necessarios.

Ao selecionar o pool de armazenamento a ser usado para uma regra que criara uma coépia codificada por
apagamento, use as seguintes diretrizes para pools de armazenamento:

* O pool de storage deve incluir trés ou mais locais, ou exatamente um local.

14



@ Nao é possivel usar a codificagdo de apagamento se o pool de armazenamento incluir dois
sites.

o Esquemas de codificacdo de apagamento para pools de storage que contém trés ou mais locais
o Esquemas de codificacdo de apagamento para pools de storage de um local
* Nao use um pool de armazenamento que inclua o site padréo, todos os sites.

* O pool de storage deve incluir pelo menos k+m +1 nds de storage que podem armazenar dados de
objetos.

Os nos de storage podem ser configurados durante a instalagao para conter apenas
@ metadados de objetos e ndo dados de objetos. Para obter mais informacdes, "Tipos de nos
de storage"consulte .

O numero minimo de nés de storage necessario € k+m. No entanto, ter pelo menos um né de
armazenamento adicional pode ajudar a evitar falhas de ingestao ou backlogs de ILM se um n6 de
armazenamento necessario estiver temporariamente indisponivel.

A sobrecarga de armazenamento de um esquema de codificagdo de apagamento é calculada dividindo o
numero de fragmentos de paridade (m) pelo nimero de fragmentos de (‘k’dados ). Vocé pode usar a
sobrecarga de storage para calcular quanto espaco em disco cada objeto com codificagdo de apagamento
requer:

disk space = object size + (object size * storage overhead)

Por exemplo, se vocé armazenar um objeto de 10 MB usando o esquema 4-2 (que tem 50% de sobrecarga de
armazenamento), o objeto consome 15 MB de armazenamento em grade. Se vocé armazenar 0 mesmo
objeto de 10 MB usando o esquema 6-2 (que tem 33% de sobrecarga de armazenamento), o objeto consome
aproximadamente 13,3 MB.

Selecione o esquema de codificagdo de apagamento com o menor valor total k+m que atenda as suas
necessidades. Em geral, os esquemas de codificagdo de apagamento com um numero menor de fragmentos
sdo mais eficientes em termos computacionais, pois menos fragmentos sao criados e distribuidos (ou
recuperados) por objeto podem mostrar melhor desempenho devido ao tamanho de fragmento maior e podem
exigir menos nés adicionados em uma expansao quando mais storage é necessario. (Para obter informagbes
sobre como Planejar uma expanséo de armazenamento, consulte "Instrucoes para expandir StorageGRID".)

Esquemas de codificacdo de apagamento para pools de storage que contém trés ou mais locais

A tabela a seguir descreve os esquemas de codificagdo de apagamento atualmente compativeis com o
StorageGRID para pools de storage que incluem trés ou mais locais. Todos esses esquemas fornecem
protecéo contra perda de sites. Um site pode ser perdido, e o objeto ainda estara acessivel.

Para esquemas de codificagdo de apagamento que fornecem proteg¢ao contra perda de local, o nimero

recomendado de nds de storage no pool de storage excede k+m +1 porque cada local requer um minimo de
trés nos de storage.
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Esquema de NUmero minimo Numero Numero total Protecao contra Sobrecarga de

codificagdo de de locais recomendado recomendado perda de site? storage
apagamento (k) implantados de nés de de nés de

storage em storage

cada local
4-2 3 3 9 Sim 50%
6-2 4 3 12 Sim 33%
8-2 5 3 15 Sim 25%
6-3 3 4 12 Sim 50%
9-3 4 4 16 Sim 33%
2-1 3 3 9 Sim 50%
4-1 5 3 15 Sim 25%
6-1 7 3 21 Sim 17%
7-5 3 5 15 Sim 71%

O StorageGRID requer um minimo de trés nés de storage por local. Para usar o esquema 7-5,
cada local requer um minimo de quatro nés de storage. Recomenda-se o uso de cinco nos de
storage por local.

Ao selecionar um esquema de codificagdo de apagamento que fornega protecao do site, equilibre a
importancia relativa dos seguintes fatores:

* Numero de fragmentos: Desempenho e flexibilidade de expanséo sao geralmente melhores quando o
numero total de fragmentos € menor.

* Tolerancia a falhas: A tolerancia a falhas € aumentada por ter mais segmentos de paridade (ou seja, m
quando tem um valor mais alto).

* Trafego de rede: Ao recuperar de falhas, usar um esquema com mais fragmentos (ou seja, um total maior
para k+m) cria mais trafego de rede.

» * Sobrecarga de armazenamento*: Esquemas com maior sobrecarga requerem mais espago de
armazenamento por objeto.

Por exemplo, ao decidir entre um esquema 4-2 e um esquema 6-3 (Qque ambos tém uma sobrecarga de
armazenamento de 50%), selecione o esquema 6-3 se for necessaria uma tolerancia de falha adicional.
Selecione o0 esquema 4-2 se os recursos de rede forem restritos. Se todos os outros fatores forem iguais,
selecione 4-2 porque ele tem um numero total menor de fragmentos.

@ Se vocé nao tiver certeza de qual esquema usar, selecione 4 3 ou 2 ou 6 ou entre em Contato
com o suporte técnico.
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Esquemas de codificacdo de apagamento para pools de storage de um local

Um pool de storage de um local da suporte a todos os esquemas de codificagdo de apagamento definidos
para trés ou mais locais, desde que o local tenha nds de storage suficientes.

O numero minimo de nds de storage necessario € k+m, mas é recomendavel usar um pool de storage com

k+m +1 nos de storage. Por exemplo, o esquema de codificagdo de apagamento 2 mais de 1 requer um pool
de storage com no minimo trés nds de storage, mas quatro nés de storage sdo recomendados.

Esquema de codificagdo Numero minimo de nés Numero recomendado  Sobrecarga de storage

de apagamento (k) de storage de nés de storage

4-2 6 7 50%
6-2 8 9 33%
8-2 10 11 25%
6-3 9 10 50%
9-3 12 13 33%
2-1 3 4 50%
4-1 5 6 25%
6-1 7 8 17%
7-5 12 13 71%

Vantagens, desvantagens e requisitos para codificagdo de apagamento

Antes de decidir se deve usar a replicacdo ou a codificacdo de apagamento para
proteger os dados do objeto contra perda, vocé deve entender as vantagens,
desvantagens e os requisitos para codificacdo de apagamento.

Vantagens da codificacdo de apagamento

Em comparagéo com a replicacéo, a codificagdo de apagamento oferece maior confiabilidade, disponibilidade
e eficiéncia de storage.

» Confiabilidade: A confiabilidade é medida em termos de tolerancia a falhas - ou seja, o numero de falhas
simultédneas que podem ser sustentadas sem perda de dados. Com a replicagéo, varias copias idénticas
sdo armazenadas em nos diferentes e em locais diferentes. Com a codificagdo de apagamento, um objeto
é codificado em dados e fragmentos de paridade e distribuido em muitos nds e sites. Essa disperséo
fornece protegao contra falha de local e n6. Em comparagéo com a replicagéo, a codificagdo de
apagamento oferece maior confiabilidade a custos de storage comparaveis.

» Disponibilidade: A disponibilidade pode ser definida como a capacidade de recuperar objetos se 0os nos
de armazenamento falharem ou ficarem inacessiveis. Em comparacao com a replicacao, a codificagao de
apagamento oferece maior disponibilidade a custos de storage comparaveis.
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« Eficiéncia de storage: Para niveis semelhantes de disponibilidade e confiabilidade, os objetos protegidos

por meio da codificagao de apagamento consomem menos espago em disco do que 0os mesmos objetos
se protegidos por meio da replicagéo. Por exemplo, um objeto de 10 MB replicado para dois locais
consome 20 MB de espago em disco (duas copias), enquanto um objeto codificado por apagamento em
trés locais com um esquema de codificagdo de apagamento 6-3 consome apenas 15 MB de espago em
disco.

O espago em disco para objetos codificados por apagamento é calculado como o tamanho
do objeto, além da sobrecarga de storage. A porcentagem de sobrecarga de storage € o
numero de fragmentos de paridade divididos pelo numero de fragmentos de dados.

Desvantagens da codificagao de apagamento

Quando comparada a replicagéo, a codificacdo de apagamento tem as seguintes desvantagens:

* Recomenda-se um numero maior de nos e sites de storage, dependendo do esquema de codificagédo de

apagamento. Em contraste, se vocé replicar dados de objeto, precisara de apenas um né de storage para
cada cépia. "Esquemas de codificacdo de apagamento para pools de storage que contém trés ou mais
locais"Consulte e "Esquemas de codificacao de apagamento para pools de storage de um local".

* Aumento do custo e complexidade das expansdes de armazenamento. Para expandir uma implantagéo

que usa replicagao, vocé adiciona capacidade de storage em todos os locais onde sao feitas copias de
objetos. Para expandir uma implantagcao que usa codificagdo de apagamento, vocé deve considerar tanto
0 esquema de codificagdo de apagamento em uso quanto o numero total de nés de storage existentes.
Por exemplo, se vocé esperar até que os nos existentes estejam 100% cheios, sera necessario adicionar
pelo menos k+m nds de storage. No entanto, se vocé expandir quando os nds existentes estiverem 70%
cheios, podera adicionar dois nds por local e ainda maximizar a capacidade de storage utilizavel. Para
obter mais informacoes, "Adicionar capacidade de storage para objetos codificados por
apagamento"consulte .

Ha maiores laténcias de recuperacédo quando vocé usa codificagdo de apagamento em sites distribuidos
geograficamente. Os fragmentos de objeto para um objeto que é codificado por apagamento e distribuido
entre locais remotos levam mais tempo para recuperar conexdes WAN do que um objeto que é replicado e
disponivel localmente (0 mesmo local ao qual o cliente se coneta).

Quando vocé usa codificagao de apagamento em sites distribuidos geograficamente, ha maior uso de
trafego de rede WAN para recuperagdes e reparos, especialmente para objetos recuperados com
frequéncia ou para reparos de objetos em conexdes de rede WAN.

Quando vocé usa codificagao de apagamento em todos os sites, a taxa de transferéncia maxima de
objetos diminui drasticamente a medida que a laténcia de rede entre sites aumenta. Esta diminuigdo deve-
se a diminuigéo correspondente da taxa de transferéncia da rede TCP, que afeta a rapidez com que o
sistema StorageGRID pode armazenar e recuperar fragmentos de objeto.

* Maior uso de recursos de computagao.

Quando usar codificagdao de apagamento

A codificagdo de apagamento € mais adequada para os seguintes requisitos:

» Objetos com mais de 1 MB de tamanho.
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* Armazenamento a longo prazo ou a frio para conteudo pouco recuperado.
« Alta disponibilidade e confiabilidade de dados.

* Protegao contra falhas completas no local e no né.

« Eficiéncia de storage.

* Implantagdes de um unico local que exigem protegédo de dados eficiente com apenas uma copia
codificada de apagamento em vez de varias copias replicadas.

 Implantagdes de varios locais em que a laténcia entre locais € inferior a 100 ms.

Como a retengao de objetos é determinada

O StorageGRID fornece opgdes para administradores de grade e usuarios individuais de
locatarios especificarem por quanto tempo armazenar objetos. Em geral, todas as
instrucdes de retencio fornecidas por um usuario locatario tém precedéncia sobre as
instrucdes de retengao fornecidas pelo administrador da grade.

Como os usuarios do locatario controlam a retengao de objetos

Os usuarios do locatario tém trés maneiras principais de controlar por quanto tempo seus objetos séo
armazenados no StorageGRID:

« Se a configuragao global S3 Object Lock estiver ativada para a grade, os usuarios do locatario S3 poderéao
criar buckets com o S3 Object Lock ativado e, em seguida, usar a APl REST S3 para especificar as
configuragdes de retengao de data e retengéo legal para cada versao de objeto adicionada a esse bucket.

o Uma versao de objeto que esta sob uma retencéo legal ndo pode ser excluida por nenhum método.

o Antes que a data de retencdo de uma verséo de objeto seja alcangada, essa versdo nao pode ser
excluida por nenhum método.

> Objetos em buckets com o S3 Object Lock ativado séo retidos pelo ILM "Forever". No entanto, apds a
data de retengao ser alcangada, uma verséo de objeto pode ser excluida por uma solicitagcao de
cliente ou pela expiragéo do ciclo de vida do bucket. "Gerencie objetos com o S3 Object Lock"Consulte

» S3 os usuarios de locatarios podem adicionar uma configuragao de ciclo de vida aos buckets que
especifica uma agao de expiragao. Se existir um ciclo de vida de bucket, o StorageGRID armazena um
objeto até que a data ou o numero de dias especificados na agéo de expiragéo sejam atendidos, a menos
que o cliente exclua o objeto primeiro. "Crie a configuracao do ciclo de vida do S3"Consulte .

» Um cliente S3 ou Swift pode emitir uma solicitacdo de excluséo de objeto. O StorageGRID sempre prioriza
solicitagbes de exclusao de clientes ao longo do ciclo de vida do bucket S3 ou ILM ao determinar se
deseja excluir ou reter um objeto.

Como os administradores de grade controlam a retencao de objetos

Os administradores de grade usam instru¢des de posicionamento ILM para controlar quanto tempo os objetos
sdo armazenados. Quando os objetos sdo correspondidos por uma regra ILM, o StorageGRID armazena
esses objetos até que o ultimo periodo de tempo na regra ILM tenha decorrido. Os objetos sdo mantidos
indefinidamente se "para sempre" for especificado para as instrugdes de colocacgao.

Independentemente de quem controla por quanto tempo os objetos sao retidos, as configuragdes do ILM

controlam quais tipos de copias de objetos (replicadas ou codificadas para apagamento) sdo armazenadas e
onde as copias estéo localizadas (nds de storage, pools de storage de nuvem ou nos de arquivamento).
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Como o ciclo de vida do bucket do S3 e o ILM interagem

Quando um ciclo de vida do bucket do S3 é configurado, as agdes de expiragéo do ciclo de vida substituem a
politica do ILM para objetos que correspondem ao filtro do ciclo de vida. Como resultado, um objeto pode ser
retido na grade mesmo depois que quaisquer instru¢des ILM para colocar o objeto tenham expirado.

Exemplos para retengao de objetos

Para entender melhor as interagdes entre o bloqueio de objetos S3, as configuragdes do ciclo de vida do
bucket, as solicitagdes de excluséo do cliente e o ILM, considere os exemplos a seguir.

Exemplo 1: O ciclo de vida do bucket S3 mantém objetos mais longos do que o ILM

ILM
Armazenar duas coépias por 1 ano (365 dias)

Ciclo de vida do balde
Expira objetos em 2 anos (730 dias)

Resultado

O StorageGRID armazena o objeto por 730 dias. O StorageGRID usa as configuragbes do ciclo de vida do
bucket para determinar se deseja excluir ou reter um objeto.

Se o ciclo de vida do bucket especificar que os objetos devem ser mantidos por mais tempo do

@ que o especificado pelo ILM, o StorageGRID continuara a usar as instrugdes de colocagéo do
ILM ao determinar o numero e o tipo de copias a armazenar. Neste exemplo, duas copias do
objeto continuardo sendo armazenadas no StorageGRID de dias 366 a 730.

Exemplo 2: O ciclo de vida do bucket S3 expira objetos antes do ILM
ILM

Armazenar duas coépias por 2 anos (730 dias)

Ciclo de vida do balde
Expira objetos em 1 ano (365 dias)

Resultado
O StorageGRID exclui ambas as cépias do objeto apos o dia 365.

Exemplo 3: A exclusao do cliente substitui o ciclo de vida do bucket e o ILM
ILM

Armazenar duas copias em nos de storage "para sempre”

Ciclo de vida do balde
Expira objetos em 2 anos (730 dias)

Solicitagao de exclusao do cliente
Emitido no dia 400

Resultado

O StorageGRID exclui ambas as cépias do objeto no dia 400 em resposta a solicitagdo de exclusao do
cliente.
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Exemplo 4: S3 Object Lock substitui a solicitagao de exclusao do cliente

S3 bloqueio de objetos
Reter-até-data para uma verséo de objeto € 2026-03-31. Uma retencéo legal ndo esta em vigor.

Regra ILM compativel
Armazenar duas cépias em nos de storage "para sempre"

Solicitagao de exclusao do cliente
Emitido em 2024-03-31

Resultado

O StorageGRID néo excluira a versao do objeto porque a data de retengao ainda esta a 2 anos de
distancia.

Como os objetos sdo excluidos

O StorageGRID pode excluir objetos em resposta direta a uma solicitagao de cliente ou
automaticamente como resultado da expiragao de um ciclo de vida de bucket do S3 ou
dos requisitos da politica do ILM. Entender as diferentes maneiras pelas quais os objetos
podem ser excluidos e como o StorageGRID lida com solicitagées de exclusdo pode
ajudar vocé a gerenciar objetos com mais eficiéncia.

O StorageGRID pode usar um dos dois métodos para excluir objetos:

» Exclusédo sincrona: Quando o StorageGRID recebe uma solicitagéo de exclusao de cliente, todas as
copias de objeto sdo removidas imediatamente. O cliente é informado de que a excluséo foi bem-sucedida
apos as copias terem sido removidas.

» Os objetos séo enfileirados para exclusdo: Quando o StorageGRID recebe uma solicitagéo de excluséo, o
objeto é enfileirado para exclusdo e o cliente € informado imediatamente de que a exclusao foi bem-
sucedida. Cdpias de objeto sdo removidas posteriormente pelo processamento ILM em segundo plano.

Ao excluir objetos, o StorageGRID usa o método que otimiza o desempenho de exclusdo, minimiza possiveis
backlogs de excluséo e libera espago mais rapidamente.

A tabela resume quando o StorageGRID usa cada método.
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Método de execugdo da Quando utilizado
exclusdo

Os objetos estao na fila Quando qualquer das seguintes condigbes for verdadeira:
para exclusdo
» A exclusdo automatica de objetos foi acionada por um dos seguintes eventos:

> A data de expiragdo ou o numero de dias na configuragao do ciclo de
vida de um bucket do S3 é atingida.

> O ultimo periodo de tempo especificado em uma regra ILM decorre.

Observacao: objetos em um bucket que tenha o bloqueio de objeto S3
ativado ndo podem ser excluidos se estiverem sob uma retengao legal ou se
uma data de retencgao até tiver sido especificada, mas ainda ndo cumprida.

* Um cliente S3 ou Swift solicita a exclusdo e uma ou mais destas condi¢des é
verdadeira:

o As copias ndo podem ser excluidas dentro de 30 segundos porque, por
exemplo, um local de objeto esta temporariamente indisponivel.

> As filas de exclusdo em segundo plano estédo ociosas.

Os objetos s&o removidos Quando um cliente S3 ou Swift faz uma solicitacdo de excluséo e todas das
imediatamente (exclusdo seguintes condi¢des sédo atendidas:
sincrona)

» Todas as copias podem ser removidas dentro de 30 segundos.

* As filas de exclusdo em segundo plano contém objetos a serem processados.

Quando os clientes S3 ou Swift fazem solicitagdes de exclusdo, o StorageGRID comega adicionando objetos
a fila de exclusdo. Em seguida, ele alterna para executar a exclusao sincrona. Certificar-se de que a fila de
exclusdo em segundo plano tem objetos para processar permite que o StorageGRID processe exclusdes de
forma mais eficiente, especialmente para clientes de baixa simultaneidade, ao mesmo tempo que ajuda a
impedir que o cliente exclua backlogs.

Tempo necessario para excluir objetos

A forma como o StorageGRID exclui objetos pode afetar o desempenho do sistema:

* Quando o StorageGRID executa a excluséo sincrona, pode levar StorageGRID até 30 segundos para
retornar um resultado ao cliente. Isso significa que a excluséo pode parecer estar acontecendo mais
lentamente, mesmo que as copias estejam sendo removidas mais rapidamente do que quando o
StorageGRID coloca objetos em fila para exclusao.

» Se vocé estiver monitorando de perto o desempenho de exclusdo durante uma exclusdo em massa, vocé
pode notar que a taxa de exclusao parece ser lenta apos um certo nimero de objetos ter sido excluido.
Essa alteragao ocorre quando o StorageGRID muda de enfileirar objetos para exclusao para a execugao
da excluséao sincrona. A aparente redugéo na taxa de exclusdo nao significa que as cépias de objetos
estejam sendo removidas mais lentamente. Pelo contrario, indica que, em média, o espaco estd agora a
ser libertado mais rapidamente.

Se vocé estiver excluindo grandes numeros de objetos e sua prioridade for liberar espago rapidamente,
considere usar uma solicitacado de cliente para excluir objetos em vez de exclui-los usando ILM ou outros
métodos. Em geral, o espaco é liberado mais rapidamente quando a excluséo é realizada pelos clientes
porque o StorageGRID pode usar a exclusao sincrona.
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A quantidade de tempo necessario para liberar espaco depois que um objeto é excluido depende de varios
fatores:

» Se as copias de objetos sdo removidas de forma sincrona ou estdo em fila para serem removidas
posteriormente (para solicitagbes de exclusao de clientes).

« Qutros fatores, como o numero de objetos na grade ou a disponibilidade de recursos da grade quando as
copias de objetos sado enfileiradas para remocgéao (para exclusdes de clientes e outros métodos).

Como objetos com versao S3 sao excluidos

Quando o controle de versao esta habilitado para um bucket do S3, o StorageGRID segue o comportamento
do Amazon S3 ao responder a solicitagdes de exclusio, sejam elas provenientes de um cliente S3, a
expiracao de um ciclo de vida de bucket do S3 ou os requisitos da politica do ILM.

Quando os objetos séo versionados, as solicitagdes de exclusdo de objetos ndo excluem a verséo atual do
objeto e ndo libertam espacgo. Em vez disso, uma solicitagdo de exclusdo de objeto cria um marcador de
exclusdo de byte zero como a versao atual do objeto, o que torna a versao anterior do objeto "n&o atual". Um
marcador de excluséo de objeto torna-se um marcador de exclusdo de objeto expirado quando é a verséo
atual e n&o ha versdes nao atuais.

Mesmo que o objeto ndo tenha sido removido, o StorageGRID se comporta como se a versao atual do objeto
nao estivesse mais disponivel. Solicitagdes para esse objeto retornam 404 NotFound. No entanto, como os
dados de objetos nao atuais n&o foram removidos, as solicitagbes que especificam uma versao nao atual do
objeto podem ser bem-sucedidas.

Para liberar espago ao excluir objetos com controle de versdo ou remover marcadores de excluséo, use um
dos seguintes procedimentos:

« Solicitagio de cliente S3: Especifique o ID da versao do objeto na solicitagdo DE EXCLUSAO de objeto
S3 (DELETE /object?versionId=ID). Tenha em mente que essa solicitagcdo s6 remove copias de
objetos para a versao especificada (as outras versdes ainda estdo ocupando espago).

* Ciclo de vida do bucket: Use a NoncurrentVersionExpiration agdo na configuragao do ciclo de
vida do bucket. Quando o numero de dias nao-correntes especificado é atendido, o StorageGRID remove
permanentemente todas as copias de versdes de objetos ndo-atuais. Essas versdes de objeto ndo podem
ser recuperadas.

ANewerNoncurrentVersions agdo na configuragcéo do ciclo de vida do bucket especifica o numero de
versoes nao atuais retidas em um bucket S3 com verséo. Se houver mais versdées nao atuais do que
NewerNoncurrentVersions 0 especificado, o StorageGRID removera as versdes mais antigas quando
o valor nao-atual tiver decorrido. O NewerNoncurrentVersions limite substitui as regras de ciclo de
vida fornecidas pelo ILM, o que significa que um objeto ndo atual com uma versao dentro do
NewerNoncurrentVersions limite € retido se o ILM solicitar sua exclusao.

Para remover marcadores de exclusao de objetos expirados, use a Expiration agdo com uma das
seguintes tags: ExpiredObjectDeleteMarker Days , Ou Date.
« ILM: "Clonar uma politica ativa" E adicione duas regras ILM a nova politica:

> Primeira regra: Use "tempo nao atual" como tempo de referéncia para corresponder as versdes nao
atuais do objeto. No "Etapa 1 (Digite detalhes) do assistente criar uma regra ILM", selecione Sim para
a pergunta: "Aplicar esta regra apenas a versdes de objetos mais antigas (em buckets do S3 com
controle de versao ativado)?"

o Segunda regra: Use tempo de ingestao para corresponder a verséo atual. A regra "hora ndo atual"
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deve aparecer na politica acima da regra tempo de ingestao.

O ILM nao pode ser usado para remover marcadores de excluséo de objetos atuais.
Use uma solicitagao de cliente S3 ou o ciclo de vida do bucket S3 para remover
marcadores de exclusdo de objeto atuais.

« Excluir objetos no bucket: Use o gerenciador de locatarios para "eliminar todas as versdes de objetos”,
incluindo excluir marcadores, de um bucket.

Quando um objeto versionado ¢é excluido, o StorageGRID cria um marcador de exclusao de byte zero
como a versao atual do objeto. Todos os objetos e marcadores de exclusdo devem ser removidos antes
que um bucket versionado possa ser excluido.

o Excluir marcadores criados no StorageGRID 11,7 ou anterior sé pode ser removido por meio de
solicitacoes de cliente S3, eles ndo sao removidos pelo ILM, regras de ciclo de vida do bucket ou
Excluir objetos em operagdes de bucket.

o Excluir marcadores de um bucket criado no StorageGRID 11,8 ou posterior pode ser removido pelo
ILM, regras de ciclo de vida do bucket, Excluir objetos em operag¢des de bucket ou uma exclusao
explicita do cliente S3. Os marcadores de exclusdo expirados no StorageGRID 11,8 ou posterior
devem ser removidos por regras de ciclo de vida do bucket ou por uma solicitagéo de cliente S3
explicita com um ID de versao especificado.

Informacgoes relacionadas
* "USE AAPI REST DO S3"

» "Exemplo 4: Regras ILM e politica para objetos com versdo S3"

Criar e atribuir notas de armazenamento

Os graus de armazenamento identificam o tipo de armazenamento usado por um né de
armazenamento. Vocé pode criar classes de storage se quiser que as regras do ILM
coloquem determinados objetos em determinados nés de storage.

Antes de comecar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Quando vocé instala o StorageGRID pela primeira vez, o nivel de armazenamento padrao ¢ atribuido
automaticamente a cada n6é de armazenamento no sistema. Conforme necessario, vocé pode, opcionalmente,
definir categorias de storage personalizadas e atribui-las a diferentes nds de storage.

O uso de classes de armazenamento personalizadas permite criar pools de armazenamento ILM que contém
apenas um tipo especifico de né de armazenamento. Por exemplo, vocé pode querer que certos objetos
sejam armazenados em seus nos de storage mais rapidos, como dispositivos de storage all-flash
StorageGRID.

Os nos de storage podem ser configurados durante a instalagao para conter apenas metadados

@ de objetos e ndo dados de objetos. Os nds de storage somente de metadados ndao podem ser
atribuidos a um nivel de storage. Para obter mais informagdes, "Tipos de nds de
storage"consulte .
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Se o grau de armazenamento nao for um problema (por exemplo, todos os nés de armazenamento sé&o
idénticos), vocé pode ignorar este procedimento e usar a selegao inclui todas as classes de
armazenamento para o grau de armazenamento quando "crie pools de armazenamento"vocé . O uso dessa
selegao garante que o pool de armazenamento incluira todos os nés de armazenamento no local,
independentemente de seu nivel de armazenamento.

N&o crie mais notas de armazenamento do que o necessario. Por exemplo, ndo crie um nivel

@ de armazenamento para cada n6 de armazenamento. Em vez disso, atribua cada nivel de
storage a dois ou mais nos. Os graus de armazenamento atribuidos a apenas um n6 podem
causar backlogs de ILM se esse no ficar indisponivel.

Passos
1. Selecione ILM > classes de armazenamento.

2. Definir graus de armazenamento personalizados:

a. Para cada grau de armazenamento personalizado que vocé deseja adicionar, selecione Inserir @
para adicionar uma linha.

b. Introduza uma etiqueta descritiva.

Storage Grades

Updated: 2017-05-26 11:22:28 MDT

Storage Grade Definitions i
‘Storage Grade Label Actions

0 Default

1 [atisk 70

Storage Grades i
Data Center 1/DC1-S1/LDR Default 4

Data Center 1/DC1-32/L.0R Default f

Data Center 1/DC1-33/L0OR Default _?

Data Center 2/DC2-51/LOR Default 4

Data Center 2/DC2-S2/LDR Default V7 4

Data Center 2/DC2-83/LOR Default _?

Data Center 3/DC3-S1/LOR Default _?

Data Center 3/DC3-32/L0OR Default Y 4

Data Center 3/DC3-S3/LDR Default 4

Apply Changes $

c. Selecione aplicar alteracoes.

d. Opcionalmente, se vocé precisar modificar um rétulo salvo, selecione Editar j e selecione aplicar
alteragoes.
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@ N&o é possivel excluir graus de armazenamento.

3. Atribuir novos graus de storage aos nés de storage:

a. Localize o n6 de armazenamento na lista LDR e selecione o icone Editar /

b. Selecione o grau de armazenamento adequado na lista.

Storage Grades &
LDR Storage Grade Actions
Diata Center 1/DC1-S1/LOR IDefauIt ;I j
Data Center 1/DC1-52/LDR. b V4
Data Center 1/DC1-S3/LDR Default V4
Data Center 2/DC2-51/LDR. Default V4
Data Center 2/DC2-S2/LOR Default _?
Data Center 2/DC2-53/LDR. Default V4
Data Center 3/DC3-S1/LDR Default _?
Data Center 3/DC3-52/LDR. Default V4
Data Center 3/DC3-S3/LOR Default _?

Apply Changes .

Atribua um nivel de storage a um determinado né de storage somente uma vez. Um n6 de
armazenamento recuperado de falha mantém o grau de armazenamento atribuido

@ anteriormente. Nao altere esta atribuicdo depois de a politica ILM estar ativada. Se a
atribuicéo for alterada, os dados serdo armazenados com base no novo nivel de
armazenamento.

a. Selecione aplicar alteragoes.

Use pools de armazenamento

O que é um pool de storage?

Um pool de storage € um agrupamento l6gico de nds de storage ou nés de
arquivamento.

Quando vocé instala o StorageGRID, um pool de storage por site é criado automaticamente. Vocé pode
configurar pools de storage adicionais conforme necessario para seus requisitos de storage.

Os nos de storage podem ser configurados durante a instalagao para conter dados de objetos e

@ metadados de objetos, ou apenas metadados de objetos. Os nds de storage somente de
metadados ndo podem ser usados em pools de storage. Para obter mais informacgoes, "Tipos
de nos de storage"consulte .
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O suporte para nés de arquivo esta obsoleto e sera removido em uma versao futura. Mover

@ objetos de um né de arquivamento para um sistema de armazenamento de arquivamento
externo por meio da API S3 foi substituido por ILM Cloud Storage Pools, que oferecem mais
funcionalidade.

Os pools de armazenamento tém dois atributos:

« Storage grade: Para nos de storage, o desempenho relativo do armazenamento de backup.

« Site: O centro de dados onde os objetos serdo armazenados.
Os pools de armazenamento sao usados em regras ILM para determinar onde os dados do objeto sédo
armazenados e o tipo de armazenamento usado. Ao configurar regras de ILM para replicagéo, vocé seleciona

um ou mais pools de storage que incluem nos de storage ou nés de arquivamento. Ao criar perfis de
codificagdo de apagamento, vocé seleciona um pool de storage que inclui nés de storage.

Diretrizes para a criagcao de pools de armazenamento

Configure e use pools de storage para se proteger contra a perda de dados, distribuindo
dados em varios locais. As copias replicadas e as copias codificadas por apagamento
exigem configuragdes de pool de storage diferentes.

"Exemplos de ativagao da protecdo contra perda de sites usando replicacéo e codificacéo de
apagamento”Consulte .

Diretrizes para todos os pools de armazenamento

* Mantenha as configuragdes do pool de storage o mais simples possivel. Nao crie mais pools de
armazenamento do que o necessario.

+ Crie pools de storage com tantos nés quanto possivel. Cada pool de storage deve conter dois ou mais
nos. Um pool de storage com nos insuficientes pode causar backlogs de ILM se um no ficar indisponivel.

« Evite criar ou usar pools de storage que se sobrepdem (contém um ou mais dos mesmos noés). Se 0s
pools de armazenamento se sobrepuserem, mais de uma copia dos dados de objeto podera ser salva no
mesmo no.

* Em geral, ndo use o pool de storage todos os nés de storage (StorageGRID 11,6 e anterior) ou o site
todos os sites. Esses itens sdo atualizados automaticamente para incluir novos sites adicionados em uma
expansao, o que pode nao ser o comportamento desejado.

Diretrizes para pools de storage usados para copias replicadas

» Para protegao contra perda de local usando "replicagéo”o , especifique um ou mais pools de
armazenamento especificos do local no "Instrucdes de colocacao para cada regra ILM".

Um pool de storage € criado automaticamente para cada local durante a instalagdo do StorageGRID.
O uso de um pool de storage para cada local garante que as cépias de objetos replicadas sejam
colocadas exatamente onde vocé espera (por exemplo, uma copia de cada objeto em cada local para

protecao contra perda de local).

» Se vocé adicionar um site em uma expansao, crie um novo pool de armazenamento que contenha apenas
o novo site. Em seguida"Atualizar regras ILM", para controlar quais objetos sdo armazenados no novo site.

* Se o numero de copias for menor que o numero de pools de storage, o sistema as distribuira para
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equilibrar a utilizagao de disco entre os pools.

» Se os pools de storage se sobreporem (contiverem os mesmos nds de storage), todas as copias do objeto
poderédo ser salvas em apenas um local. Vocé deve garantir que os pools de storage selecionados nao
contenham os mesmos nos de storage.

Diretrizes para pools de storage usados para cépias codificadas por apagamento

 Para protegao contra perda de local usando "codificacéo de apagamento”o , crie pools de armazenamento
que consistem em pelo menos trés locais. Se um pool de armazenamento incluir apenas dois sites, vocé
nao podera usar esse pool de armazenamento para codificagdo de apagamento. Nao ha esquemas de
codificagdo de apagamento disponiveis para um pool de storage que tenha dois locais.

* O numero de nds de storage e sites contidos no pool de storage determina quais "esquemas de
codificacao de apagamento"estao disponiveis.

« Se possivel, um pool de storage deve incluir mais do que o numero minimo de nds de storage necessario
para o esquema de codificagdo de apagamento selecionado. Por exemplo, se vocé usar um 3 esquema
de codificagdo de apagamento de mais de 6 anos, precisara ter pelo menos nove nés de storage. No
entanto, € recomendavel ter pelo menos um né de armazenamento adicional por local.

Distribua os nés de storage entre locais da forma mais uniforme possivel. Por exemplo, para dar suporte a
um 3 esquema de codificacdo de apagamento de mais de 6 horas por dia, configure um pool de storage
que inclua pelo menos trés nos de storage em trés locais.

» Se vocé tiver altos requisitos de taxa de transferéncia, usar um pool de armazenamento que inclua varios
locais ndo é recomendado se a laténcia de rede entre locais for maior que 100 ms. A medida que a
laténcia aumenta, a taxa na qual o StorageGRID pode criar, colocar e recuperar fragmentos de objetos
diminui drasticamente devido a diminuicdo da taxa de transferéncia da rede TCP.

A diminuigéo na taxa de transferéncia afeta as taxas maximas alcangaveis de ingestéo e recuperacao de
objetos (quando balanceado ou rigoroso séo selecionados como o comportamento de ingestdo) ou pode
levar a backlogs de fila ILM (quando Dual Commit € selecionado como o comportamento de ingestéo).
"Comportamento de ingestao de regra de ILM"Consulte .

Se a grade incluir apenas um local, vocé sera impedido de usar o pool de storage todos os

@ nos de storage (StorageGRID 11,6 e anterior) ou o site padrao todos os sites em um perfil
de codificagdo de apagamento. Esse comportamento impede que o perfil se torne invalido
se um segundo site for adicionado.

* Nao é possivel usar nés de arquivamento para dados codificados por apagamento.

Diretrizes para pools de storage usados para copias arquivadas

O suporte para nés de arquivo esta obsoleto e sera removido em uma versao futura. Mover
objetos de um né de arquivamento para um sistema de armazenamento de arquivamento
externo por meio da API S3 foi substituido por ILM Cloud Storage Pools, que oferecem mais
funcionalidade.

@ A opgéao Cloud Tiering - Simple Storage Service (S3) também esta obsoleta. Se vocé estiver
usando atualmente um n6 de arquivo com essa opg¢ao, "Migre seus objetos para um Cloud
Storage Pool" em vez disso.

Além disso, vocé deve remover nos de arquivamento da politica ILM ativa no StorageGRID 11,7

ou anterior. A remocgéao de dados de objetos armazenados nos nds de arquivamento simplificara
futuras atualizacdes. "Trabalhando com regras de ILM e politicas de ILM"Consulte .
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* N&o € possivel criar um pool de storage que inclua nés de storage e nés de arquivamento. As cépias
arquivadas exigem um pool de storage que inclui apenas nos de arquivamento.

* Ao usar um pool de storage que inclua nés de arquivamento, vocé também deve manter pelo menos uma
copia replicada ou codificada de apagamento em um pool de storage que inclua nés de storage.

» Se a configuragao global S3 Object Lock estiver ativada e vocé estiver criando uma regra ILM compativel,
nao sera possivel usar um pool de armazenamento que inclua nés de arquivamento. Consulte as
instrugdes para gerenciar objetos com o S3 Object Lock.

» Se o tipo de destino de um n6 de arquivamento for Cloud Tiering - Simple Storage Service (S3), o n6 de
arquivamento devera estar em seu préprio pool de storage.

Ativar a protecao contra perda de local

Se a implantagao do StorageGRID incluir mais de um local, vocé podera usar a
replicagao e a codificacdo de apagamento com pools de storage configurados
adequadamente para habilitar a protecdo contra perda de site.

Areplicacao e a codificagdo de apagamento exigem configuragdes diferentes de pool de storage:

» Para usar a replicagao para protegao contra perda de site, use os pools de storage especificos do local
que sao criados automaticamente durante a instalacdo do StorageGRID. Em seguida, crie regras ILM com
"instrucdes de colocacao" que especificam varios pools de armazenamento de modo que uma copia de
cada objeto seja colocada em cada local.

» Para usar a codificagdo de apagamento para protegao contra perda de site"crie pools de armazenamento
que consistem em varios locais", . Em seguida, crie regras ILM que usam um pool de armazenamento que
consiste em varios sites e qualquer esquema de codificagdo de apagamento disponivel.

@ Ao configurar a implantagao do StorageGRID para protegao contra perda de site, vocé também
deve levar em conta os efeitos do "opcoes de ingestao" e "consisténcia"do .

Exemplo de replicagao

Por padrao, um pool de armazenamento é criado para cada local durante a instalagdo do StorageGRID. Ter
pools de storage que consistem em apenas um local permite configurar regras de ILM que usam replicacao
para protecéo contra perda de site. Neste exemplo:
* O pool de armazenamento 1 contém o local 1
* O pool de armazenamento 2 contém o local 2
* Aregra ILM contém dois posicionamentos:
o Armazene objetos replicando cépia 1 no local 1

o Armazene objetos replicando cépia 1 no local 2

Colocagdes de regra ILM:

-~

Store objects by  replicating W 1 copiesat | Sitel X ," 4

and store objects by  replicating A 1 % copiesat | Site?2 X j‘ p
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Site 1 (Storage pool 1) Site 2 (Storage pool 2)

Se um site for perdido, copias dos objetos estarédo disponiveis no outro site.

Exemplo de codificagdo de apagamento

Ter pools de storage compostos por mais de um local por pool de storage permite configurar regras de ILM
que usam codificagdo de apagamento para protegéo contra perda de site. Neste exemplo:

* O pool de armazenamento 1 contém os locais 1 a 3

» Aregra ILM contém um posicionamento: Armazenar objetos por codificagao de apagamento usando um
esquema EC 4-2 no pool de armazenamento 1, que contém trés locais

Colocagdes de regra ILM:

Store objects by = erasurecoding w | using 442 EC at Storage pool 1 (3 sites) 7

Neste exemplo:

* Aregra ILM usa um esquema de codificagdo de apagamento 4-2.

» Cada objeto é dividido em quatro fragmentos de dados iguais, e dois fragmentos de paridade sao
computados a partir dos dados do objeto.

« Cada um dos seis fragmentos € armazenado em um no diferente em trés locais de data center para
fornecer protecao de dados para falhas de nés ou perda de local.

@ A codificagdo de apagamento é permitida em pools de armazenamento contendo qualquer
numero de sites exceto dois sites.

Regra ILM usando o esquema de codificacdo de apagamento 4-2:
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Storage Modes
Site 1

Storage Modes
Site 2

Storage MNodes
Site 3

Se um site for perdido, os dados ainda podem ser recuperados:

Crie um pool de armazenamento

Vocé cria pools de storage para determinar onde o sistema StorageGRID armazena
dados de objetos e o tipo de storage usado. Cada pool de storage inclui um ou mais
locais e um ou mais tipos de storage.

Quando vocé instala o StorageGRID 11,8 em uma nova grade, os pools de storage sao criados

@ automaticamente para cada local. No entanto, se vocé instalou inicialmente o StorageGRID
11,6 ou anterior, os pools de armazenamento ndo serdo criados automaticamente para cada
site.

Se vocé quiser criar pools de armazenamento em nuvem para armazenar dados de objetos fora do sistema
StorageGRID, consulte "Informacdes sobre como usar Cloud Storage Pools".

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

* Vocé revisou as diretrizes para a criacdo de pools de armazenamento.

Sobre esta tarefa

Os pools de storage determinam onde os dados do objeto s&do armazenados. O numero de pools de storage
de que vocé precisa depende do numero de locais na grade e dos tipos de cépias que vocé deseja:
Replicados ou codificados para apagamento.

» Para replicagao e codificacdo de apagamento de um unico local, crie um pool de storage para cada local.
Por exemplo, se vocé quiser armazenar copias de objetos replicadas em trés locais, crie trés pools de
storage.

» Para codificagdo de apagamento em trés ou mais locais, crie um pool de storage que inclua uma entrada
para cada local. Por exemplo, se vocé quiser apagar objetos de cédigo em trés locais, crie um pool de
storage.
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N&o inclua o site todos os sites em um pool de armazenamento que sera usado em um

@ perfil de codificagdo de apagamento. Em vez disso, adicione uma entrada separada ao pool
de storage para cada local que armazenara dados codificados por apagamento. este
passoConsulte para obter um exemplo.

» Se voceé tiver mais de um nivel de armazenamento, n&o crie um pool de armazenamento que inclua

diferentes graus de armazenamento em um unico local. Consulte "Diretrizes para a criagdo de pools de
armazenamento”.

Passos

1.

7.
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Selecione ILM > Storage Pools.

A guia pools de armazenamento lista todos os pools de armazenamento definidos.

Para novas instalagdes do StorageGRID 11,6 ou anterior, o pool de storage de todos os nos
de storage é atualizado automaticamente sempre que vocé adiciona novos locais de data
center. Nao use esse pool nas regras do ILM.

. Para criar um novo pool de armazenamento, selecione criar.

. Insira um nome exclusivo para o pool de armazenamento. Use um nome que sera facil de identificar

qguando vocé configurar perfis de codificagdo de apagamento e regras ILM.

. Na lista suspensa Site, selecione um site para esse pool de armazenamento.

Quando vocé seleciona um site, o numero de nés de storage e nds de arquivamento na tabela
atualizado automaticamente.

Em geral, ndo use o site todos os sites em nenhum pool de armazenamento. As regras de ILM que usam
um pool de armazenamento de todos os sites colocam objetos em qualquer site disponivel,
proporcionando menos controle sobre o posicionamento de objetos. Além disso, um pool de storage All
Sites usa os nés de storage em um novo local imediatamente, o que pode nao ser o comportamento
esperado.

. Na lista suspensa Storage grade, selecione o tipo de armazenamento que sera usado se uma regra ILM

usar esse pool de armazenamento.

O nivel de storage, inclui todos os tipos de storage, inclui todos os nés de storage no local selecionado. O
grau de storage padrao dos nos de arquivamento inclui todos os nés de arquivamento no local
selecionado. Se vocé criou graus de storage adicionais para os nos de storage na grade, eles seréao
listados na lista suspensa.

se vocé quiser usar o pool de armazenamento em um perfil de codificagao de apagamento de varios
sites, selecione Add More Nodes para adicionar uma entrada para cada site ao pool de armazenamento.

Nao é possivel criar entradas duplicadas ou criar um pool de storage que inclua o nivel de
storage dos nds de arquivamento e qualquer tipo de storage que contenha nés de storage.

®

Vocé sera avisado se vocé adicionar mais de uma entrada com diferentes graus de
armazenamento para um site.

Para remover uma entrada, selecione o icone de exclusédo .

Quando estiver satisfeito com suas selegdes, selecione Salvar.



O novo pool de armazenamento € adicionado a lista.

Veja os detalhes do pool de armazenamento

Vocé pode visualizar os detalhes de um pool de storage para determinar onde o pool de
storage € usado e ver quais nés e categorias de storage estio incluidos.

Antes de comecar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé "permissdes de acesso especificas"tem .

Passos
1. Selecione ILM > Storage Pools.

A tabela Storage Pools inclui as seguintes informagdes para cada pool de storage que inclui nds de
storage:

> Nome: O nome de exibigdo exclusivo do pool de armazenamento.

o Contagem de nés: O numero de nos no pool de storage.

> Uso do armazenamento: A porcentagem do espaco utilizavel total que foi usado para dados de
objeto neste nd. Esse valor ndo inclui metadados de objetos.

o Capacidade total: O tamanho do pool de armazenamento, que é igual a quantidade total de espaco
utilizavel para dados de objetos para todos os nés no pool de armazenamento.

> Uso de ILM: Como o pool de armazenamento esta sendo usado atualmente. Um pool de storage pode
nao ser usado ou pode ser usado em uma ou mais regras do ILM, perfis de codificagao de
apagamento ou ambos.

@ Vocé nao pode remover um pool de armazenamento se ele estiver sendo usado.

2. Para exibir detalhes sobre um pool de armazenamento especifico, selecione seu nome.
A pagina de detalhes do pool de armazenamento é exibida.

3. Exiba a guia nés para saber mais sobre os nés de armazenamento ou nés de arquivamento incluidos no
pool de armazenamento.

A tabela inclui as seguintes informagdes para cada né:

o Nome do nd
> Nome do local
o Grau de armazenamento

> Uso do storage: A porcentagem do espago utilizavel total para dados de objetos que foram usados
para o no de storage. Este campo nao esta visivel para pools de nos de arquivo.

O mesmo valor de uso de armazenamento (%) também é mostrado no grafico
@ armazenamento usado - dados de objetos para cada né de armazenamento (selecione
NOS > Storage Node > Storage).
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4. Selecione a guia uso de ILM para determinar se o pool de armazenamento esta sendo usado atualmente
em quaisquer regras de ILM ou perfis de codificagdo de apagamento.

5. Opcionalmente, va para a pagina regras ILM para saber mais e gerenciar quaisquer regras que usem o
pool de armazenamento.

Consulte "Instrugdes para trabalhar com regras ILM".

Editar pool de armazenamento

Vocé pode editar um pool de armazenamento para alterar seu nome ou atualizar sites e
classes de armazenamento.

Antes de comecar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .
* Vocé revisou o "diretrizes para a criagéo de pools de armazenamento”.

» Se vocé planeja editar um pool de armazenamento que € usado por uma regra na politica ILM ativa, vocé
considerou como suas alteragdes afetarao o posicionamento dos dados do objeto.

Sobre esta tarefa

Se vocé estiver adicionando um novo local ou nivel de storage a um pool de storage usado na politica de ILM
ativa, saiba que os nés de storage no novo local ou nivel de storage néo serdo usados automaticamente. Para
forgar o StorageGRID a usar um novo local ou nivel de armazenamento, vocé deve ativar uma nova politica
de ILM depois de salvar o pool de armazenamento editado.

Passos
1. Selecione ILM > Storage Pools.

2. Marque a caixa de selegédo do pool de armazenamento que deseja editar.
N&ao é possivel editar o pool de storage de todos os nés de storage (StorageGRID 11,6 e anterior).

3. Selecione Editar.
4. Conforme necessario, altere o nome do pool de armazenamento.

5. Conforme necessario, selecione outros locais e categorias de armazenamento.

Vocé é impedido de alterar o local ou o nivel de armazenamento se o pool de
armazenamento for usado em um perfil de codificagdo de apagamento e a alteragao fizer
com que o esquema de codificagdo de apagamento se torne invalido. Por exemplo, se um

@ pool de armazenamento usado em um perfil de codificagdo de apagamento incluir
atualmente um grau de armazenamento com apenas um local, vocé sera impedido de usar
um grau de armazenamento com dois sites porque a alteragéo tornaria o esquema de
codificagcado de apagamento invalido.

6. Selecione Guardar.

Depois de terminar

Se vocé adicionou um novo local ou nivel de armazenamento a um pool de armazenamento usado na politica
ILM ativa, ative uma nova politica ILM para for¢car o StorageGRID a usar o novo local ou nivel de
armazenamento. Por exemplo, clone sua politica ILM existente e, em seguida, ative o clone. "Trabalhe com
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regras ILM e politicas ILM"Consulte .

Remova um pool de armazenamento
Vocé pode remover um pool de armazenamento que nao esta sendo usado.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé tem o "permissdes de acesso necessarias".

Passos
1. Selecione ILM > Storage Pools.

2. Observe a coluna de uso do ILM na tabela para determinar se vocé pode remover o pool de
armazenamento.

N&o é possivel remover um pool de armazenamento se ele estiver sendo usado em uma regra ILM ou em
um perfil de codificagdo de apagamento. Conforme necessario, selecione storage pool name > ILM
usage para determinar onde o pool de armazenamento é usado.

3. Se o pool de armazenamento que vocé deseja remover nao estiver sendo usado, marque a caixa de
selecao.

4. Selecione Remover.

5. Selecione OK.

Use Cloud Storage Pools

O que é um Cloud Storage Pool?

Um pool de armazenamento em nuvem permite que vocé use o ILM para mover dados
de objetos para fora do seu sistema StorageGRID. Por exemplo, vocé pode migrar
objetos acessados com pouca frequéncia para storage de nuvem de baixo custo, como
Amazon S3 Glacier, S3 Glacier Deep Archive, Google Cloud ou a categoria Acesso de
arquivamento no storage de Blobs do Microsoft Azure. Ou, talvez vocé queira manter um
backup na nuvem de objetos do StorageGRID para aprimorar a recuperacao de
desastres.

Do ponto de vista do ILM, um Cloud Storage Pool é semelhante a um pool de storage. Para armazenar
objetos em qualquer local, selecione o pool ao criar as instru¢gdes de posicionamento para uma regra ILM. No
entanto, embora os pools de storage consistam em nds de storage ou nds de arquivamento no sistema
StorageGRID, um pool de storage de nuvem consiste em um bucket externo (S3) ou contéiner (storage Blob
do Azure).

Mover objetos de um né de arquivo para um sistema de armazenamento de arquivamento
externo por meio da API S3 foi obsoleto e foi substituido por ILM Cloud Storage Pools, que

@ oferecem mais funcionalidade. Se vocé estiver usando um né de arquivamento com a opgéao
Cloud Tiering - Simple Storage Service (S3), "Migre seus objetos para um Cloud Storage Pool"
em vez disso.

A tabela compara pools de armazenamento com pools de armazenamento em nuvem e mostra as
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semelhancas e diferencas de alto nivel.

Pool de storage

Como é Usando a opcéo ILM >
criado? Storage Pools no
Gerenciador de Grade.

Quantas [limitado.

piscinas

vocé pode

criar?

Onde os Em um ou mais nés de

objetos sdo storage ou nés de
armazenado arquivamento no

s? StorageGRID.

O que Uma regra ILM nas
controlao  politicas ILM ativas.
posicionam

ento do

objeto?

Que método Replicagao ou codificagédo
de prote¢cdo de apagamento.

de dados é

usado?
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Cloud Storage Pool

Usando a opgao ILM > Storage Pools > Cloud Storage Pools no
Grid Manager.

Vocé deve configurar o bucket externo ou o contéiner antes de criar
0 pool de storage de nuvem.

Até 10 TB.

Em um bucket do Amazon S3, o contéiner de storage do Blob do
Azure ou 0 Google Cloud externo ao sistema StorageGRID.

Se o Cloud Storage Pool for um bucket do Amazon S3:

» Opcionalmente, é possivel configurar um ciclo de vida do
bucket para migrar objetos para storage de baixo custo e longo
prazo, como Amazon S3 Glacier ou S3 Glacier Deep Archive. O
sistema de armazenamento externo deve suportar a classe de
armazenamento Glacier e a APl S3 RestoreObject.

* Vocé pode criar pools de armazenamento na nuvem para uso
com os Servigos comerciais da AWS (C2S), que oferecem
suporte a regido secreta da AWS.

Se o pool de storage de nuvem for um contéiner de storage de Blob
do Azure, o StorageGRID fara o transigédo do objeto para a
categoria Archive.

Observacgao: em geral, ndo configure o gerenciamento do ciclo de
vida de armazenamento do Blob do Azure para o contéiner usado
em um pool de storage do Cloud Storage. As operagdes de
RestoreObject em objetos no Cloud Storage Pool podem ser
afetadas pelo ciclo de vida configurado.

Uma regra ILM nas politicas ILM ativas.

Replicacao.



Pool de storage Cloud Storage Pool

Quantas Varios. Uma copia no pool de storage de nuvem e, opcionalmente, uma ou
copias de mais copias no StorageGRID.

cada objeto

sao Observagao: vocé ndo pode armazenar um objeto em mais de um
permitidas? pool de armazenamento em nuvem a qualquer momento.

Quais sdo  Os objetos sao Armazenamento de baixo custo.

as rapidamente acessiveis a

vantagens? qualquer momento.

Nota: Os dados do FabricPool ndo podem ser dispostos em
camadas nos pools de armazenamento em nuvem. Os objetos com
bloqueio de objeto S3 ativado ndo podem ser colocados em pools
de armazenamento em nuvem.

Ciclo de vida de um objeto Cloud Storage Pool

Antes de implementar Cloud Storage Pools, revise o ciclo de vida dos objetos
armazenados em cada tipo de Cloud Storage Pool.

S3: Ciclo de vida de um objeto Cloud Storage Pool

As etapas descrevem os estagios do ciclo de vida de um objeto que é armazenado em um pool de
armazenamento em nuvem S3.

"Glacier" refere-se a classe de armazenamento Glacier e a classe de armazenamento Glacier

@ Deep Archive, com uma excecéo: A classe de armazenamento Glacier Deep Archive nao
suporta o nivel de restauragdo Expedited. Apenas a recuperagdo em massa ou padréo é
suportada.
@ O Google Cloud Platform (GCP) oferece suporte a recuperagao de objetos de armazenamento
de longo prazo sem exigir uma operagdo POS-restauragao.

1. Objeto armazenado no StorageGRID
Para iniciar o ciclo de vida, um aplicativo cliente armazena um objeto no StorageGRID.

2. Objeto movido para o pool de armazenamento em nuvem S3

> Quando o objeto é correspondido por uma regra ILM que usa um pool de armazenamento em nuvem
S3 como local de colocagédo, o StorageGRID move o objeto para o bucket externo S3 especificado
pelo pool de armazenamento em nuvem.

> Quando o objeto for movido para o pool de armazenamento em nuvem S3, o aplicativo cliente podera
recupera-lo usando uma solicitacdo GetObject S3 do StorageGRID, a menos que o objeto tenha sido
transferido para o armazenamento Glacier.

3. Objeto transicionado para Glacier (estado nao recuperavel)

> Opcionalmente, o objeto pode ser transferido para 0 armazenamento Glacier. Por exemplo, o bucket
externo do S3 pode usar a configuragéo do ciclo de vida para fazer a transicdo de um objeto para o
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armazenamento do Glacier imediatamente ou apds algum ndimero de dias.

Se vocé quiser fazer a transigéo de objetos, crie uma configuragéo de ciclo de vida para
@ o bucket externo do S3 e use uma solugao de armazenamento que implemente a classe
de armazenamento Glacier e oferega suporte a APl S3 RestoreObject.

Nao use Cloud Storage Pools para objetos que foram ingeridos por clientes Swift. O Swift
nao suporta solicitagbes de RestoreObject, entdo o StorageGRID nao sera capaz de

@ recuperar quaisquer objetos Swift que tenham sido transferidos para o armazenamento do
Glacier S3. Emitir uma solicitagdo de objeto Swift GET para recuperar esses objetos falhara
(403 Forbidden).

o Durante a transigao, o aplicativo cliente pode usar uma solicitagdo de S3 HeadObject para monitorar o
status do objeto.

4. * Objeto restaurado a partir do armazenamento Glacier*
Se um objeto tiver sido transferido para o armazenamento Glacier, o aplicativo cliente podera emitir uma
solicitagdo de S3 RestoreObject para restaurar uma copia recuperavel para o pool de armazenamento em
nuvem S3. A solicitagao especifica quantos dias a cépia deve estar disponivel no Cloud Storage Pool e no
nivel de acesso a dados a ser usado para a operagao de restauragéo (Expedited, Standard ou Bulk).

Quando a data de expiracéo da cépia recuperavel é atingida, a copia é automaticamente devolvida a um
estado ndo recuperavel.

Se uma ou mais copias do objeto também existirem em nos de storage no StorageGRID,

@ nao sera necessario restaurar o objeto do Glacier emitindo uma solicitagéo de
RestoreObject. Em vez disso, a copia local pode ser recuperada diretamente, usando uma
solicitagao GetObject.

5. Objeto recuperado

Uma vez que um objeto foi restaurado, o aplicativo cliente pode emitir uma solicitagdo GetObject para
recuperar o objeto restaurado.

Azure: Ciclo de vida de um objeto Cloud Storage Pool

As etapas descrevem os estagios do ciclo de vida de um objeto que é armazenado em um pool de
armazenamento em nuvem do Azure.

1. Objeto armazenado no StorageGRID
Para iniciar o ciclo de vida, um aplicativo cliente armazena um objeto no StorageGRID.
2. Objeto movido para o Azure Cloud Storage Pool
Quando o objeto & correspondido por uma regra de ILM que usa um pool de storage do Azure Cloud como

local de posicionamento, o StorageGRID move o objeto para o contéiner de storage externo de Blob
especificado pelo pool de storage do Cloud.
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Nao use Cloud Storage Pools para objetos que foram ingeridos por clientes Swift. O Swift
nao oferece suporte a solicitacdes de RestoreObiject, portanto, o StorageGRID nao sera

@ capaz de recuperar objetos Swift que tenham sido transferidos para a camada de
arquivamento de armazenamento de Blobs do Azure. Emitir uma solicitagéo de objeto Swift
GET para recuperar esses objetos falhara (403 Forbidden).

3. Objeto transicionado para o nivel de Arquivo (estado nao recuperavel)

Imediatamente apds a migragéo do objeto para o pool de storage de nuvem do Azure, o StorageGRID faz

a transicdo automatica do objeto para a categoria de arquivamento de storage de Blob do Azure.
4. Objeto restaurado a partir do nivel de Arquivo

Se um objeto tiver sido transferido para o nivel Archive, o aplicativo cliente podera emitir uma solicitagao

de S3 RestoreObject para restaurar uma copia recuperavel para o pool de armazenamento em nuvem do

Azure.

Quando o StorageGRID recebe o RestoreObject, ele faz a transicao temporaria do objeto para a camada

de recuperacao de storage do Blob do Azure. Assim que a data de expiragc&o na solicitacéo de
RestoreObiject for atingida, o StorageGRID faz a transi¢ao do objeto de volta para o nivel de
arquivamento.

Se uma ou mais cépias do objeto também existirem em noés de storage no StorageGRID,

@ nao sera necessario restaurar o objeto do nivel de acesso de arquivamento emitindo uma
solicitacdo de RestoreObject. Em vez disso, a copia local pode ser recuperada diretamente,
usando uma solicitagao GetObiject.

5. Objeto recuperado

Depois que um objeto for restaurado para o Azure Cloud Storage Pool, o aplicativo cliente podera emitir
uma solicitagdo GetObject para recuperar o objeto restaurado.

Informacgdes relacionadas
"USE AAPI REST DO S3"

Quando usar Cloud Storage Pools

Com o Cloud Storage Pools, € possivel fazer backup ou categorizar dados em um local
externo. Além disso, vocé pode fazer backup ou categorizar dados em mais de uma
nuvem.

Faca backup dos dados do StorageGRID em um local externo

Vocé pode usar um pool de armazenamento em nuvem para fazer backup de objetos do StorageGRID para
um local externo.

Se as copias no StorageGRID estiverem inacessiveis, os dados de objeto no pool de armazenamento em
nuvem podem ser usados para atender solicitagdes de clientes. No entanto, talvez seja necessario emitir a
solicitagdo S3 RestoreObject para acessar a copia de objeto de backup no pool de armazenamento em
nuvem.

Os dados de objeto em um pool de storage de nuvem também podem ser usados para recuperar dados
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perdidos do StorageGRID devido a uma falha de volume de storage ou no6 de storage. Se a Unica copia
restante de um objeto estiver em um pool de armazenamento em nuvem, o StorageGRID restaurara
temporariamente o objeto e criard uma nova copia no né de armazenamento recuperado.

Para implementar uma solu¢ao de backup:

1. Crie um unico pool de storage de nuvem.

2. Configurar uma regra de ILM que armazene simultaneamente cépias de objetos em nos de storage (como
copias replicadas ou codificadas por apagamento) e uma unica cépia de objeto no Cloud Storage Pool.

3. Adicione a regra a sua politica ILM. Em seguida, simule e ative a politica.

Categorize os dados do StorageGRID para o local externo

Vocé pode usar um pool de armazenamento em nuvem para armazenar objetos fora do sistema
StorageGRID. Por exemplo, suponha que vocé tenha um grande niumero de objetos que vocé precisa reter,
mas vocé espera acessar esses objetos raramente, se nunca. Vocé pode usar um pool de storage de nuvem
para categorizar os objetos em storage de baixo custo e liberar espago no StorageGRID.

Para implementar uma soluc¢éo de disposi¢do em camadas:

1. Crie um Unico pool de storage de nuvem.

2. Configure uma regra de ILM que mova objetos raramente usados de nos de storage para o Cloud Storage
Pool.

3. Adicione a regra a sua politica ILM. Em seguida, simule e ative a politica.

Manter varios pontos de extremidade de nuvem

Vocé pode configurar varios pontos de extremidade do Cloud Storage Pool se quiser categorizar ou fazer
backup de dados de objetos em mais de uma nuvem. Os filtros nas regras do ILM permitem especificar quais
objetos sdo armazenados em cada pool de armazenamento em nuvem. Por exemplo, vocé pode querer
armazenar objetos de alguns locatarios ou buckets no Amazon S3 Glacier e objetos de outros locatarios ou
buckets no storage Blob do Azure. Ou, talvez vocé queira mover dados entre o Amazon S3 Glacier e o
storage Azure Blob.

@ Ao usar varios pontos de extremidade do Cloud Storage Pool, lembre-se de que um objeto
pode ser armazenado em apenas um pool de armazenamento em nuvem de cada vez.

Para implementar varios pontos de extremidade de nuvem:

1. Crie até 10 pools de armazenamento em nuvem.

2. Configure as regras do ILM para armazenar os dados de objeto apropriados no momento apropriado em
cada pool de armazenamento em nuvem. Por exemplo, armazene objetos do bucket A no Cloud Storage
Pool A e armazene objetos do bucket B no Cloud Storage Pool B. ou armazene objetos no Cloud Storage
Pool A por algum tempo e, em seguida, mova-os para o Cloud Storage Pool B.

3. Adicione as regras a sua politica ILM. Em seguida, simule e ative a politica.

Consideragoes para pools de storage em nuvem

Se vocé planeja usar um pool de armazenamento em nuvem para mover objetos para
fora do sistema StorageGRID, leia as consideragdes sobre como configurar e usar pools
de armazenamento em nuvem.

40



Consideragoes gerais

» Em geral, o storage de arquivamento em nuvem, como o armazenamento Amazon S3 Glacier ou Azure
Blob, € um local econémico para armazenar dados de objetos. No entanto, os custos para recuperar
dados do armazenamento de arquivamento em nuvem sao relativamente altos. Para alcancar o menor
custo geral, vocé deve considerar quando e com que frequéncia acessara os objetos no Cloud Storage
Pool. O uso de um Cloud Storage Pool é recomendado apenas para conteddo que vocé espera acessar
com pouca frequéncia.

* Nao use Cloud Storage Pools para objetos que foram ingeridos por clientes Swift. O Swift ndo oferece
suporte a solicitagdes de RestoreObject, portanto, o StorageGRID nao sera capaz de recuperar objetos
Swift que tenham sido transferidos para o armazenamento S3 Glacier ou para o nivel de arquivamento de
armazenamento Blob do Azure. Emitir uma solicitagéo de objeto Swift GET para recuperar esses objetos
falhara (403 Forbidden).

* O uso de pools de armazenamento em nuvem com FabricPool ndo é suportado devido a laténcia adicional
para recuperar um objeto do destino de pool de armazenamento em nuvem.

* Os objetos com bloqueio de objeto S3 ativado ndo podem ser colocados em pools de armazenamento em
nuvem.

» Se o bucket S3 de destino para um pool de armazenamento em nuvem tiver o bloqueio de objeto S3
ativado, a tentativa de configurar a replicagdo de bucket (PutBucketReplication) falhara com um erro
AccessDenied.

Consideragdes para as portas usadas para pools de armazenamento em nuvem

Para garantir que as regras do ILM possam mover objetos de e para o pool de armazenamento em nuvem
especificado, vocé deve configurar a rede ou redes que contém os ndés de armazenamento do sistema. Vocé
deve garantir que as seguintes portas possam se comunicar com o Cloud Storage Pool.

Por padrao, os pools de armazenamento em nuvem usam as seguintes portas:

» 80: Para URIs de endpoint que comegam com http

* 443: Para URIs de endpoint que comegam com https
Vocé pode especificar uma porta diferente ao criar ou editar um pool de armazenamento em nuvem.

Se vocé usar um servidor proxy ndo transparente, também devera "configurar um proxy de
armazenamento"permitir que as mensagens sejam enviadas para endpoints externos, como um endpoint na
Internet.

Consideragoes sobre custos

O acesso ao storage na nuvem usando um pool de armazenamento em nuvem requer conetividade de rede
com a nuvem. Vocé deve considerar o custo da infraestrutura de rede que usara para acessar a nuvem e
provisiona-la adequadamente, com base na quantidade de dados que espera mover entre o StorageGRID e a
nuvem usando o pool de armazenamento em nuvem.

Quando o StorageGRID se coneta ao endpoint externo do pool de armazenamento em nuvem, ele emite
varias solicitagdes para monitorar a conetividade e garantir que ele possa executar as operagdes necessarias.
Embora alguns custos adicionais sejam associados a essas solicitagdes, o custo do monitoramento de um
pool de armazenamento em nuvem deve ser apenas uma pequena fragao do custo geral de armazenamento
de objetos no S3 ou Azure.

Custos mais significativos podem ser incorridos se vocé precisar mover objetos de um endpoint externo do
pool de armazenamento em nuvem de volta para o StorageGRID. Os objetos podem ser movidos de volta

41


https://docs.netapp.com/pt-br/storagegrid-118/admin/configuring-storage-proxy-settings.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/configuring-storage-proxy-settings.html

para o StorageGRID em qualquer um destes casos:

* A Unica copia do objeto esta em um pool de storage de nuvem e vocé decide armazenar o objeto no
StorageGRID. Nesse caso, vocé reconfigura suas regras e politicas de ILM. Quando a avaliagéo do ILM
ocorre, o StorageGRID emite varias solicitagdes para recuperar o objeto do pool de armazenamento em
nuvem. Em seguida, o StorageGRID cria o numero especificado de copias replicadas ou codificadas para
apagamento localmente. Depois que o objeto € movido de volta para o StorageGRID, a cépia no pool de
armazenamento em nuvem é excluida.

* Os objetos sao perdidos devido a falha do né de storage. Se a Unica copia restante de um objeto estiver
em um pool de armazenamento em nuvem, o StorageGRID restaurara temporariamente o objeto e criara
uma nova coépia no né de armazenamento recuperado.

Quando os objetos sdo movidos de volta para o StorageGRID de um pool de armazenamento
em nuvem, o StorageGRID emite varias solicitagbes para o ponto de extremidade do pool de

@ armazenamento em nuvem para cada objeto. Antes de mover um grande nimero de objetos,
entre em Contato com o suporte técnico para obter ajuda na estimativa do prazo e dos custos
associados.

S3: Permissoes necessarias para o bucket do Cloud Storage Pool

A politica de bucket do bucket externo do S3 usada em um pool de armazenamento em nuvem deve conceder
permissao StorageGRID para mover um objeto para o bucket, obter o status de um objeto, restaurar um
objeto do armazenamento do Glacier quando necessario e muito mais. Idealmente, o StorageGRID deve ter
acesso de controle total ao bucket (s3: *); no entanto, se isso nao for possivel, a politica de bucket deve
conceder as seguintes permissdes do S3 ao StorageGRID:

* s3:AbortMultipartUpload

* s3:Deletelbject

®* s3:GetObject

* s3:ListBucket

®* s3:ListBucketMultipartUploads
®* s3:ListMultipartUploadParts

* s3:PutObject

* s3:RestoreObject

S3: Consideragoes sobre o ciclo de vida do balde externo

O movimento de objetos entre o StorageGRID e o bucket externo do S3 especificado no pool de storage de
nuvem é controlado pelas regras do ILM e pelas politicas ativas do ILM no StorageGRID. Em contraste, a
transigao de objetos do bucket externo S3 especificado no pool de armazenamento em nuvem para o Amazon
S3 Glacier ou o S3 Glacier Deep Archive (ou para uma solugao de armazenamento que implemente a classe
de armazenamento Glacier) é controlada pela configuragéo do ciclo de vida desse bucket.

Se vocé quiser fazer a transigao de objetos do Cloud Storage Pool, crie a configuragéo de ciclo de vida
apropriada no bucket externo do S3 e use uma solucdo de armazenamento que implemente a classe de
armazenamento Glacier e ofereca suporte a APl S3 RestoreObject.

Por exemplo, suponha que vocé queira que todos os objetos movidos do StorageGRID para o pool de
armazenamento em nuvem sejam transferidos imediatamente para o armazenamento do Amazon S3 Glacier.
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Vocé criaria uma configuragéo de ciclo de vida no bucket externo do S3 que especifica uma Unica agao
(transition) da seguinte forma:

<LifecycleConfiguration>
<Rule>
<ID>Transition Rule</ID>
<Filter>
<Prefix></Prefix>
</Filter>
<Status>Enabled</Status>
<Transition>
<Days>0</Days>
<StorageClass>GLACIER</StorageClass>
</Transition>
</Rule>
</LifecycleConfiguration>

Essa regra faria a transi¢cao de todos os objetos de bucket para o Amazon S3 Glacier no dia em que foram
criados (ou seja, no dia em que foram movidos do StorageGRID para o pool de storage de nuvem).

Ao configurar o ciclo de vida do bucket externo, nunca use as a¢des Expiration para definir

@ quando os objetos expiram. As agdes de expiragdo fazem com que o sistema de
armazenamento externo exclua objetos expirados. Se vocé tentar acessar um objeto expirado
do StorageGRID, o objeto excluido n&o sera encontrado.

Se vocé quiser fazer a transi¢gao de objetos no Cloud Storage Pool para o S3 Glacier Deep Archive (em vez de
para o Amazon S3 Glacier), especifique <StorageClass>DEEP ARCHIVE</StorageClass> no ciclo de
vida do bucket. No entanto, esteja ciente de que vocé ndo pode usar o0 Expedited nivel para restaurar
objetos do S3 Glacier Deep Archive.

Azure: Consideragdes para o nivel de acesso

Ao configurar uma conta de armazenamento do Azure, vocé pode definir o nivel de acesso padrao como Hot
or Cool. Ao criar uma conta de storage para uso com um Cloud Storage Pool, vocé deve usar o Hot Tier como
o nivel padrao. Mesmo que o StorageGRID defina imediatamente o nivel para Arquivo quando ele move
objetos para o pool de armazenamento em nuvem, usar uma configuragédo padrao do Hot garante que vocé
nao sera cobrada uma taxa de exclusdo antecipada para objetos removidos do nivel Cool antes do minimo de
30 dias.

Azure: Gerenciamento de ciclo de vida ndao suportado

N&o use o gerenciamento do ciclo de vida do storage Azure Blob para o contéiner usado com um Cloud
Storage Pool. As operagdes do ciclo de vida podem interferir nas operagdes do Cloud Storage Pool.

Informacgodes relacionadas

+ "Crie um pool de storage em nuvem"
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Compare os pools do Cloud Storage e a replicagao do CloudMirror

A medida que vocé comeca a usar o Cloud Storage Pools, pode ser util entender as
semelhancas e diferencas entre o Cloud Storage Pools e o servico de replicagao do
StorageGRID CloudMirror.

Qual é o
objetivo
principal?

Como é
configurado?

Quem é
responsavel
por monta-lo?

Qual éo
destino?

O que faz
com que 0s
objetos sejam
movidos para
o destino?
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Cloud Storage Pool

Atua como um destino de arquivo. A copia de
objeto no Cloud Storage Pool pode ser a
unica copia do objeto ou pode ser uma copia
adicional. Ou seja, em vez de manter duas
copias no local, vocé pode manter uma copia
no StorageGRID e enviar uma cépia para o
pool de storage de nuvem.

Definido da mesma forma que os pools de
armazenamento, usando o Gerenciador de
Grade ou a API de Gerenciamento de Grade.
Pode ser selecionado como o local de
colocagdo em uma regra ILM. Enquanto um
pool de storage consiste em um grupo de nos
de storage, um pool de armazenamento em
nuvem é definido usando um endpoint remoto
S3 ou Azure (endereco IP, credenciais etc.).

Normalmente, um administrador de grade

* Qualquer infraestrutura S3 compativel
(incluindo Amazon S3)

« Camada de arquivamento de Blob do
Azure

* Google Cloud Platform (GCP)

Uma ou mais regras ILM nas politicas ILM
ativas. As regras do ILM definem quais
objetos o StorageGRID move para o pool de
armazenamento em nuvem e quando os
objetos sdo movidos.

Servigo de replicagdao do CloudMirror

Permite que um locatario replique
automaticamente objetos de um bucket no
StorageGRID (origem) para um bucket
externo do S3 (destino). Cria uma copia
independente de um objeto em uma
infraestrutura S3 independente.

Um usuario de locatario "Configura a
replicacéo do CloudMirror"definindo um
endpoint do CloudMirror (endereco IP,
credenciais, etc.) usando o Gerenciador do
locatario ou a APl do S3. Depois que o
endpoint do CloudMirror for configurado,
qualquer bucket de propriedade dessa conta
de locatario podera ser configurado para
apontar para o endpoint do CloudMirror.

Normalmente, um usuario locatario

* Qualquer infraestrutura S3 compativel
(incluindo Amazon S3)

* Google Cloud Platform (GCP)

O ato de inserir um novo objeto em um
bucket de origem que foi configurado com um
endpoint do CloudMirror. Os objetos que
existiam no bucket de origem antes do bucket
ser configurado com o endpoint do
CloudMirror nédo sao replicados, a menos que
sejam modificados.
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Cloud Storage Pool Servico de replicagdao do CloudMirror

Como os Os aplicativos devem fazer solicitagdes ao Como a copia espelhada no intervalo de

objetos sao StorageGRID para recuperar objetos que destino é uma cépia independente, os

recuperados? foram movidos para um pool de aplicativos podem recuperar o objeto fazendo
armazenamento em nuvem. Se a Unica copia solicitagdes para o StorageGRID ou para o
de um objeto tiver sido transferida para destino S3. Por exemplo, suponha que vocé

armazenamento de arquivo, o StorageGRID  use a replicagdo do CloudMirror para

gerencia o processo de restauracédo do objeto espelhar objetos em uma organizacgéo

para que ele possa ser recuperado. parceira. O parceiro pode usar seus proprios
aplicativos para ler ou atualizar objetos
diretamente do destino S3. Nao é necessario
utilizar o StorageGRID.

Vocé pode ler N&o. Os objetos movidos para um pool de Sim, porque a copia espelhada é uma copia
diretamente  storage de nuvem sdo gerenciados pelo independente.
do destino? StorageGRID. As solicitagbes de leitura

devem ser direcionadas ao StorageGRID (e o

StorageGRID sera responsavel pela

recuperacao do pool de armazenamento em

nuvem).
O que O objeto também é excluido do Cloud A acgao de excluséo nao é replicada. Um
acontece se  Storage Pool. objeto excluido n&o existe mais no bucket do
um objeto for StorageGRID, mas continua a existir no
excluido da bucket de destino. Da mesma forma, os
origem? objetos no intervalo de destino podem ser

excluidos sem afetar a origem.

Como vocé Os nos de StorageGRID com falha devem ser As cépias de objeto no destino do

acessa recuperados. Durante esse processo, copias CloudMirror sdo independentes do

objetos apdés  de objetos replicados podem ser restauradas StorageGRID, portanto, podem ser

um desastre  usando as copias no Cloud Storage Pool. acessadas diretamente antes que os nos do
(sistema StorageGRID sejam recuperados.
StorageGRID

nao

operacional)?

Crie um pool de storage em nuvem

Um Cloud Storage Pool especifica um unico bucket externo do Amazon S3 ou outro
fornecedor compativel com o S3 ou contéiner de storage Azure Blob.

Ao criar um pool de storage de nuvem, especifique o nome e o local do bucket ou do contéiner externo que o
StorageGRID usara para armazenar objetos, o tipo de fornecedor de nuvem (storage Amazon S3/GCP ou
Azure Blob) e as informagdes que o StorageGRID precisa para acessar o bucket ou o contéiner externo.

O StorageGRID valida o pool de armazenamento em nuvem assim que vocé o salva, portanto, vocé deve
garantir que o bucket ou o contentor especificado no pool de armazenamento em nuvem existe e esta

acessivel.

Antes de comecar
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* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.
* Vocé tem o "permissdes de acesso necessarias".
* Vocé revisou o "Consideragoes para pools de storage em nuvem".

* O bucket externo ou o contentor referenciado pelo Cloud Storage Pool ja existe e vocé sabe o nome e a
localizacao dele.

« Para acessar o bucket ou o contentor, vocé tem as seguintes informagdes para o tipo de autenticagao que
vocé escolhera:

S3 tecla de acesso
Para o bucket externo S3

o O ID da chave de acesso para a conta que possui 0 bucket externo.

o A chave de acesso secreto associada.
Alternativamente, vocé pode especificar Anonymous para o tipo de autenticagao.

Portal de acesso C2S
Para servigos comerciais de nuvem (C2S) S3 Service

Vocé tem o seguinte:

o URL completa que o StorageGRID usara para obter credenciais temporarias do servidor do portal
de acesso C2S (CAP), incluindo todos os parametros de API necessarios e opcionais atribuidos
a sua conta C2S.

o Certificado de CA do servidor emitido por uma autoridade de certificagdo governamental (CA)
apropriada. O StorageGRID usa esse certificado para verificar a identidade do SERVIDOR CAP.
O certificado de CA do servidor deve usar a codificagdo PEM.

o Certificado de cliente emitido por uma autoridade de certificacdo governamental (CA) adequada.
O StorageGRID usa esse certificado para identificar-se para o servidor CAP. O certificado de
cliente deve usar codificacdo PEM e deve ter acesso a sua conta C2S.

o Chave privada codificada PEM para o certificado do cliente.

> Frase-passe para desencriptar a chave privada do certificado do cliente, se estiver encriptada.

@ Se o certificado de cliente for encriptado, utilize o formato tradicional para a
encriptagéo. O formato criptografado PKCS n° 8 n&o € suportado.

Storage Azure Blob
Para o contentor externo

> URI (Uniform Resource Identifier) usado para acessar o contentor de armazenamento de Blob.

o Nome da conta de armazenamento e da chave de conta. Vocé pode usar o portal do Azure para
encontrar esses valores.

Passos
1. Selecione ILM > Storage Pools > Cloud Storage Pools.

2. Selecione criar e insira as seguintes informacgoes:
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Campo Descrigcao

Nome do Cloud Storage Um nome que descreve brevemente o Cloud Storage Pool e sua finalidade.

Pool Use um nome que sera facil de identificar quando vocé configurar regras ILM.
Tipo de fornecedor Qual provedor de nuvem vocé usara para este pool de armazenamento em
nuvem:

* Amazon S3/GCP: Selecione essa opc¢ao para um Amazon S3,
Commercial Cloud Services (C2S) S3, Google Cloud Platform (GCP) ou
outro provedor compativel com S3.

« Armazenamento de Blobs do Azure

Balde ou recipiente O nome do bucket externo do S3 ou do recipiente do Azure. Nao € possivel
alterar esse valor depois que o pool de armazenamento em nuvem for salvo.

3. Com base na selegao do tipo de fornecedor, introduza as informagdes do ponto de extremidade do
servico.
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Amazon S3/GCP
a. Para o protocolo, selecione HTTPS ou HTTP.

@ N&o use conexdes HTTP para dados confidenciais.

b. Introduza o nome do anfitrido. Exemplo:
s3-aws-region.amazonaws.com

c. Selecione o estilo de URL:

Opcao Descrigao

Detecgao automatica  Tente detetar automaticamente qual estilo de URL usar, com base nas
informacgdes fornecidas. Por exemplo, se vocé especificar um enderego
IP, o StorageGRID usara um URL estilo caminho. Selecione esta opgao
somente se vocé nao souber qual estilo especifico usar.

Virtual-hospedado- Use um URL de estilo virtual hospedado para acessar o bucket. URLs

estilo de estilo virtual hospedadas incluem o nome do intervalo como parte do
nome de dominio. Exemplo: https://bucket-
name.s3.company.com/key-name

Estilo de caminho Use um URL de estilo de caminho para acessar o bucket. URLs de
estilo de caminho incluem o nome do intervalo no final Exemplo:
https://s3.company.com/bucket-name/key-name

Nota: a opcao URL estilo caminho n&o é recomendada e sera obsoleta
em uma versao futura do StorageGRID.

d. Opcionalmente, insira o nUmero da porta ou use a porta padrao: 443 para HTTPS ou 80 para
HTTP.

Storage Blob do Azure
a. Usando um dos formatos a seguir, insira o URI para o endpoint de servigo.

" https://host:port

" http://host:port
Exemplo: https://myaccount.blob.core.windows.net:443

Se vocé nao especificar uma porta, por padrao, a porta 443 sera usada para HTTPS e a porta 80
sera usada para HTTP.

4. Selecione continuar. Em seguida, selecione o tipo de autenticacao e insira as informagdes necessarias
para o endpoint do Cloud Storage Pool:
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Chave de acesso
Somente para o tipo de provedor do Amazon S3/GCP

a. Para ID da chave de acesso, insira o ID da chave de acesso para a conta que possui o bucket
externo.

b. Para chave de acesso secreta, insira a chave de acesso secreto.

CAP (portal de acesso C2S)
Para servigos comerciais de nuvem (C2S) S3 Service

a. Para URL de credenciais temporarias, insira o URL completo que o StorageGRID usara para
obter credenciais temporarias do SERVIDOR CAP, incluindo todos os parametros de API
necessarios e opcionais atribuidos a sua conta C2S.

b. Para certificado CA do servidor, selecione Procurar e carregue o certificado CA codificado em
PEM que o StorageGRID usara para verificar o servidor CAP.

c. Para certificado de cliente, selecione Procurar e carregue o certificado codificado PEM que o
StorageGRID usara para se identificar no servidor CAP.

d. Para chave privada do cliente, selecione Procurar e carregue a chave privada codificada pelo
PEM para o certificado do cliente.

e. Se a chave privada do cliente estiver encriptada, introduza a frase-passe para desencriptar a
chave privada do cliente. Caso contrario, deixe o campo Client private key passphrase em
branco.

Storage Blob do Azure

a. Para Nome da conta, insira o nome da conta de armazenamento Blob que possui o contentor de
servigo externo.

b. Para chave de conta, insira a chave secreta da conta de armazenamento Blob.
Andénimo
Nenhuma informacéao adicional é necessaria.
5. Selecione continuar. Em seguida, escolha o tipo de verificagdo de servidor que vocé deseja usar:

Opcao Descricao

Use certificados de CAraiz no SO Use os certificados Grid CA instalados no sistema operacional para
no de armazenamento proteger conexoes.

Use certificado CA personalizado Use um certificado de CA personalizado. Selecione Procurar e
carregue o certificado codificado em PEM.

Né&o verifique o certificado O certificado usado para a conexao TLS nao é verificado.

6. Selecione Guardar.

Quando vocé salva um pool de storage de nuvem, o StorageGRID faz o seguinte:
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> Valida que o bucket ou o contentor e o endpoint de servigo existem e que eles podem ser alcangcados
usando as credenciais que vocé especificou.

o Grava um arquivo de marcador no bucket ou no contéiner para identifica-lo como um pool de
armazenamento em nuvem. Nunca remova esse arquivo, que € x-ntap-sgws—-cloud-pool-uuid
chamado .

Se a validagéo do Cloud Storage Pool falhar, vocé recebera uma mensagem de erro que explica por
que a validacao falhou. Por exemplo, um erro pode ser relatado se houver um erro de certificado ou se
o bucket ou contentor especificado ainda nao existir.

7. Se ocorrer um erro, consulte o "Instrucdes para solugéao de problemas de Cloud Storage Pools", resolva
quaisquer problemas e, em seguida, tente salvar o pool de armazenamento em nuvem novamente.

Edite um pool de armazenamento em nuvem

Vocé pode editar um pool de armazenamento em nuvem para alterar seu nome, ponto
de extremidade de servigo ou outros detalhes; no entanto, n&o € possivel alterar o
bucket do S3 ou o contentor do Azure para um pool de armazenamento em nuvem.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé "permissdes de acesso especificas"tem .

* Vocé revisou o "Consideragdes para pools de storage em nuvem".

Passos
1. Selecione ILM > Storage Pools > Cloud Storage Pools.

A tabela Cloud Storage Pools lista os pools de armazenamento em nuvem existentes.

2. Marque a caixa de selegéo do pool de armazenamento em nuvem que deseja editar.
3. Selecione agdes > Editar.

4. Conforme necessario, altere o nome de exibicao, o ponto de extremidade do servico, as credenciais de
autenticacdo ou o método de validagao do certificado.

@ Nao é possivel alterar o tipo de provedor, o bucket do S3 ou o contentor do Azure para um
pool de armazenamento em nuvem.

Se vocé carregou anteriormente um certificado de servidor ou cliente, vocé pode selecionar Detalhes do
certificado para revisar o certificado que esta atualmente em uso.

5. Selecione Guardar.

Quando vocé salva um pool de armazenamento em nuvem, o StorageGRID valida que o bucket ou o
contentor e o endpoint de servigo existem e que eles podem ser alcangados usando as credenciais
especificadas.

Se a validagao do Cloud Storage Pool falhar, uma mensagem de erro sera exibida. Por exemplo, um erro
pode ser relatado se houver um erro de certificado.

Consulte as instrugdes do "Solucao de problemas de Cloud Storage Pools", resolva o problema e tente
salvar o pool de armazenamento em nuvem novamente.
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Remova um pool de armazenamento em nuvem

Vocé pode remover um Cloud Storage Pool se ele ndo for usado em uma regra ILM e
nao contiver dados de objeto.

Antes de comecar
» Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "permissdes de acesso necessarias".

Se necessario, use o ILM para mover dados de objeto

Se o pool de armazenamento em nuvem que vocé deseja remover contiver dados de objeto, use o ILM para
mover os dados para um local diferente. Por exemplo, vocé pode mover os dados para nés de storage na
grade ou para um pool de storage de nuvem diferente.

Passos
1. Selecione ILM > Storage Pools > Cloud Storage Pools.
2. Veja a coluna de uso do ILM na tabela para determinar se vocé pode remover o pool de armazenamento
em nuvem.

Nao é possivel remover um Cloud Storage Pool se ele estiver sendo usado em uma regra ILM ou em um
perfil de codificagdo de apagamento.

3. Se o Cloud Storage Pool estiver sendo usado, selecione cloud storage pool name > ILM usage.

4. "Clonar cada regra de ILM" Que atualmente coloca objetos no pool de armazenamento em nuvem que
vocé deseja remover.

5. Determine onde vocé deseja mover os objetos existentes gerenciados por cada regra clonada.
Vocé pode usar um ou mais pools de storage ou outro pool de storage de nuvem.

6. Edite cada uma das regras que clonou.
Para a Etapa 2 do assistente criar regra ILM, selecione o novo local no campo Copies at.

7. "Crie uma nova politica ILM" e substituir cada uma das regras antigas por uma regra clonada.
8. Ative a nova politica.

9. Aguarde que o ILM remova objetos do pool de armazenamento em nuvem e os coloque no novo local.

Excluir Cloud Storage Pool

Quando o pool de armazenamento em nuvem esta vazio e ndo é usado em nenhuma regra ILM, vocé pode
exclui-lo.

Antes de comecgar

* Vocé removeu quaisquer regras ILM que possam ter usado o pool.

* Vocé confirmou que o bucket do S3 ou o contentor do Azure ndo contém nenhum objeto.

Um erro ocorre se vocé tentar remover um pool de armazenamento em nuvem se ele contém objetos.
"Solucionar problemas em Cloud Storage Pools"Consulte .
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Quando vocé cria um pool de storage de nuvem, o StorageGRID grava um arquivo de
marcador no bucket ou no contentor para identifica-lo como um pool de storage de nuvem.
N&o remova esse arquivo, que é x-ntap-sgws-cloud-pool-uuid chamado .

Passos
1. Selecione ILM > Storage Pools > Cloud Storage Pools.

2. Se a coluna de uso do ILM indicar que o Cloud Storage Pool ndo esta sendo usado, marque a caixa de
selecao.

3. Selecione agdes > Remover.
4. Selecione OK.

Solucionar problemas em Cloud Storage Pools

Use estas etapas de solugao de problemas para ajudar a resolver erros que vocé pode
encontrar ao criar, editar ou excluir um pool de armazenamento em nuvem.

Determine se ocorreu um erro

O StorageGRID executa uma verificagao simples de integridade em cada pool de armazenamento em nuvem
uma vez por minuto para garantir que o pool de armazenamento em nuvem possa ser acessado e que ele
esteja funcionando corretamente. Se a verificacado de integridade detetar um problema, uma mensagem sera
exibida na coluna ultimo erro da tabela Cloud Storage Pools na pagina Storage Pools.

A tabela mostra o erro mais recente detetado para cada pool de armazenamento em nuvem e indica ha
quanto tempo o erro ocorreu.

Além disso, um alerta de erro de conetividade do Cloud Storage Pool & acionado se a verificagao de
integridade detetar que um ou mais novos erros do Cloud Storage Pool ocorreram nos ultimos 5 minutos. Se
vocé receber uma notificagdo por e-mail para esse alerta, va para a pagina pools de armazenamento
(selecione ILM > pools de armazenamento), revise as mensagens de erro na coluna ultimo erro e consulte
as diretrizes de solugao de problemas abaixo.

Verifique se um erro foi resolvido

Depois de resolver quaisquer problemas subjacentes, vocé pode determinar se o erro foi resolvido. Na pagina
Cloud Storage Pool, selecione o ponto final e selecione Limpar erro. Uma mensagem de confirmagao indica
que o StorageGRID apagou o erro do pool de armazenamento em nuvem.

Se o problema subjacente tiver sido resolvido, a mensagem de erro ja ndo é apresentada. No entanto, se o
problema subjacente nao foi corrigido (ou se um erro diferente for encontrado), a mensagem de erro sera
mostrada na coluna ultimo erro dentro de alguns minutos.

Erro: Este pool de armazenamento em nuvem contém contetido inesperado

Vocé pode encontrar esse erro ao tentar criar, editar ou excluir um pool de armazenamento em nuvem. Este
erro ocorre se o intervalo ou recipiente incluir o x-ntap-sgws—-cloud-pool-uuid arquivo marcador, mas
esse arquivo ndo tiver o UUID esperado.

Normalmente, vocé so vera esse erro se estiver criando um novo pool de armazenamento em nuvem e outra
instancia do StorageGRID ja estiver usando o mesmo pool de armazenamento em nuvem.
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Tente estas etapas para corrigir o problema:

 Verifique se ninguém na sua organizagao também esta usando este pool de armazenamento em nuvem.

* Exclua o x-ntap-sgws-cloud-pool-uuid arquivo e tente configurar o pool de armazenamento em
nuvem novamente.

Erro: Nao foi possivel criar ou atualizar o Cloud Storage Pool. Erro do endpoint

Vocé pode encontrar esse erro ao tentar criar ou editar um pool de armazenamento em nuvem. Esse erro
indica que algum tipo de problema de conetividade ou configuragdo esta impedindo a gravagéo do
StorageGRID no pool de armazenamento em nuvem.

Para corrigir o problema, revise a mensagem de erro do endpoint.
* Se a mensagem de erro contiver Get url: EOF, verifique se o endpoint de servigo usado para o Cloud
Storage Pool ndo usa HTTP para um contentor ou bucket que requer HTTPS.

* Se a mensagem de erro contiver Get url: net/http: request canceled while waiting for
connection, verifique se a configuragcéo de rede permite que os nés de armazenamento acessem o
endpoint de servico usado para o pool de armazenamento em nuvem.

» Para todas as outras mensagens de erro de endpoint, tente uma ou mais das seguintes opgoes:

o Crie um recipiente ou bucket externo com o0 mesmo nome que vocé inseriu para o Cloud Storage Pool
e tente salvar o novo Cloud Storage Pool novamente.

> Corrija o nome do recipiente ou do bucket especificado para o pool de armazenamento em nuvem e
tente salvar o novo pool de armazenamento em nuvem novamente.

Erro: Falha ao analisar o certificado CA

Vocé pode encontrar esse erro ao tentar criar ou editar um pool de armazenamento em nuvem. O erro ocorre
se o StorageGRID nao puder analisar o certificado digitado ao configurar o pool de armazenamento em
nuvem.

Para corrigir o problema, verifique se ha problemas no certificado da CA fornecido.

Erro: Um pool de armazenamento em nuvem com esta ID nao foi encontrado

Vocé pode encontrar esse erro ao tentar editar ou excluir um pool de armazenamento em nuvem. Esse erro
ocorre se o endpoint retornar uma resposta 404, o que pode significar uma das seguintes opg¢des:

* As credenciais usadas para o Cloud Storage Pool ndo tém permissao de leitura para o bucket.

* O intervalo usado para o pool de armazenamento em nuvem n&o inclui 0 x-ntap-sgws-cloud-pool-
uuid arquivo de marcador.

Tente um ou mais destes passos para corrigir o problema:

« Verifique se o usuario associado a chave de acesso configurada tem as permissées necessarias.
« Edite o Cloud Storage Pool com credenciais que tenham as permissdes necessarias.

» Se as permissdes estiverem corretas, entre em Contato com o suporte.
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Erro: Nao foi possivel verificar o conteido do pool de armazenamento em nuvem. Erro do endpoint

Vocé pode encontrar esse erro ao tentar excluir um pool de armazenamento em nuvem. Esse erro indica que
algum tipo de problema de conetividade ou configuragéo esta impedindo o StorageGRID de ler o conteudo do
bucket do pool de armazenamento em nuvem.

Para corrigir o problema, revise a mensagem de erro do endpoint.

Erro: Os objetos ja foram colocados neste intervalo

Vocé pode encontrar esse erro ao tentar excluir um pool de armazenamento em nuvem. Nao é possivel excluir
um Cloud Storage Pool se ele contiver dados que foram movidos pelo ILM, dados que estavam no bucket
antes de configurar o Cloud Storage Pool ou dados que foram colocados no bucket por outra fonte apds a
criagdo do Cloud Storage Pool.

Tente um ou mais destes passos para corrigir o problema:
+ Siga as instrugdes para mover objetos de volta para o StorageGRID em "ciclo de vida de um objeto de

pool de armazenamento em nuvem".

« Se vocé tiver certeza de que os objetos restantes ndo foram colocados no Cloud Storage Pool pelo ILM,
exclua manualmente os objetos do bucket.

Nunca exclua manualmente objetos de um pool de armazenamento em nuvem que possam
@ ter sido colocados la pelo ILM. Se vocé tentar acessar um objeto excluido manualmente do
StorageGRID, o objeto excluido ndo sera encontrado.

Erro: O proxy encontrou um erro externo ao tentar alcangar o pool de armazenamento em nuvem

Vocé pode encontrar esse erro se tiver configurado um proxy de armazenamento ndo transparente entre nos
de armazenamento e o endpoint S3 externo usado para o Cloud Storage Pool. Esse erro ocorre se o servidor
proxy externo ndo conseguir alcangar o ponto de extremidade do Cloud Storage Pool. Por exemplo, o servidor
DNS pode nao conseguir resolver o nome do host ou pode haver um problema de rede externo.

Tente um ou mais destes passos para corrigir o problema:

* Verifique as configuragdes do pool de armazenamento em nuvem (ILM > pools de armazenamento).

« Verifique a configuragido de rede do servidor proxy de armazenamento.

Informacgdes relacionadas
"Ciclo de vida de um objeto Cloud Storage Pool"

Gerenciar perfis de codificacao de apagamento

Vocé pode exibir os detalhes de um perfil de codificacdo de apagamento e renomear um
perfil, se necessario. Vocé pode desativar um perfil de codificacdo de apagamento se ele
ndo for usado atualmente em nenhuma regra ILM.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé tem o "permissdes de acesso necessarias".
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Ver detalhes do perfil de codificagdo de apagamento

Vocé pode visualizar os detalhes de um perfil de codificagdo de apagamento para determinar seu status, o
esquema de codificagdo de apagamento usado e outras informacgdes.

Passos
1. Selecione ILM > codificagdo de apagamento.

2. Selecione o perfil. E apresentada a pagina de detalhes do perfil.

3. Opcionalmente, exiba a guia regras ILM para obter uma lista de regras ILM que usam o perfil e as politicas
ILM que usam essas regras.

4. Como opgao, exiba a guia nos de storage para obter detalhes sobre cada né de storage no pool de
storage do perfil, como o local onde ele esta localizado e o uso do storage.

Renomeie um perfil de codificagdo de apagamento

Vocé pode querer renomear um perfil de codificacdo de apagamento para torna-lo mais 6bvio o que o perfil
faz.

Passos
1. Selecione ILM > codificagdo de apagamento.

2. Selecione o perfil que deseja renomear.
3. Selecione Renomear.
4. Insira um nome exclusivo para o perfil de codificagdo de apagamento.

O nome do perfil de codificagdo de apagamento € anexado ao nome do pool de armazenamento na
instrucdo de colocagédo de uma regra ILM.

Os nomes de perfis de codificagdo de apagamento devem ser exclusivos. Um erro de
validagao ocorre se vocé usar o nome de um perfil existente, mesmo que esse perfil tenha
sido desativado.

5. Selecione Guardar.

Desativar um perfil de codificagdo de apagamento

Vocé pode desativar um perfil de codificacdo de apagamento se vocé nao planeja mais usa-lo e se o perfil ndo
for usado atualmente em nenhuma regra ILM.

Confirme se ndo estdo em curso operagdes de reparo de dados codificados por apagamento ou

procedimentos de desativagdo. Uma mensagem de erro sera retornada se vocé tentar desativar
um perfil de codificagdo de apagamento enquanto qualquer uma dessas operagdes estiver em
andamento.

Sobre esta tarefa

O StorageGRID impede que vocé desative um perfil de codificagdo de apagamento se uma das seguintes
opgodes for verdadeira:

O perfil de codificagdo de apagamento € usado atualmente em uma regra ILM.

+ O perfil de codificagdo de apagamento ndo é mais usado em nenhuma regra ILM, mas os dados de
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objetos e fragmentos de paridade para o perfil ainda existem.

Passos
1. Selecione ILM > codificacdao de apagamento.
2. Na guia Ativo, revise a coluna Status para confirmar que o perfil de codificagdo de apagamento que vocé
deseja desativar n&o € usado em nenhuma regra ILM.

Vocé nao pode desativar um perfil de codificagdo de apagamento se ele for usado em qualquer regra ILM.
No exemplo, o perfil 2 mais 1 Data Center 1 € usado em pelo menos uma regra ILM.

O Profile name @ = Status @ = Storagepocl @ = Erasure-coding scheme @ =
|:| 2+1 Data Center 1 Used in5rules | Data Center 1 2+1
|:| New profile Deactivated Data Center 1 2+1

3. Se o perfil for usado em uma regra ILM, siga estas etapas:
a. Selecione ILM > regras.

b. Selecione cada regra e revise o diagrama de retencao para determinar se a regra usa o perfil de
codificacdo de apagamento que vocé deseja desativar.

c. Se aregra ILM usar o perfil de codificagao de apagamento que vocé deseja desativar, determine se a
regra € usada em qualquer politica ILM.

d. Conclua as etapas adicionais na tabela, com base em onde o perfil de codificagdo de apagamento é

usado.
Onde o perfil foi usado?  Etapas adicionais a serem executadas antes de Consulte
desativar o perfil estas
instrugoes
adicionais

Nunca usado em nenhuma N&o sao necessarios passos adicionais. Continue com Nenhum

regra ILM este procedimento.
Em uma regra ILM que i. Edite ou exclua todas as regras ILM afetadas. Se "Trabalhe
nunca foi usada em vocé editar a regra, remova todos os canais que com regras
nenhuma politica ILM usam o perfil de codificagdo de apagamento. ILMe

i. Continue com este procedimento. Ffl\l/'lf,'cas
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Onde o perfil foi usado? Etapas adicionais a serem executadas antes de Consulte

desativar o perfil estas
instrugdes
adicionais
Em uma regra ILM que esta i. Clonar a politica. "Crie uma
?lfuMaIarE\elgte em uma politica i. Remova a regra ILM que usa o perfil de codificagao politica ILM
de apagamento. "Trabalhe
iii. Adicione uma ou mais novas regras ILM para garantir com regras
que os objetos estejam protegidos. ILMe
. . . s politicas
iv. Salve, simule e ative a nova politica. ILM"
v. Aguarde que a nova politica seja aplicada e que os
objetos existentes sejam movidos para novos locais
com base nas novas regras adicionadas.
Observagao: dependendo do numero de objetos e
do tamanho do seu sistema StorageGRID, pode levar
semanas ou até meses para que as operagdes do
ILM movam os objetos para novos locais, com base
nas novas regras do ILM.
Embora vocé possa tentar desativar um perfil de
codificagdo de apagamento com seguranga enquanto
ele ainda estiver associado a dados, a operacao de
desativacao falhara. Uma mensagem de erro ira
informa-lo se o perfil ainda nao esta pronto para ser
desativado.
vi. Edite ou exclua a regra que vocé removeu da
politica. Se vocé editar a regra, remova todos os
canais que usam o perfil de codificacéo de
apagamento.
vii. Continue com este procedimento.
Em umaregra ILM que esta i. Edite a politica. "Crie uma
T\I_tuMaImente em uma politica i. Remova a regra ILM que usa o perfil de codificagao politica ILM
de apagamento. "Trabalhe
iii. Adicione uma ou mais novas regras ILM para garantir com regras
que todos os objetos estejam protegidos. ILMe
. . politicas
. Sal litica.
iv. Salve a politica ILM"

v. Edite ou exclua a regra que vocé removeu da
politica. Se vocé editar a regra, remova todos os
canais que usam o perfil de codificagdo de
apagamento.

vi. Continue com este procedimento.

e. Atualize a pagina Perfis de codificagcdo de apagamento para garantir que o perfil ndo seja usado em
uma regra ILM.
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4. Se o perfil ndo for usado em uma regra ILM, selecione o botdo de op¢ao e selecione Deactivate. A caixa
de dialogo Desativar perfil de codificagao de apagamento é exibida.

Vocé pode selecionar varios perfis para desativar ao mesmo tempo, desde que cada perfil
nao seja usado em nenhuma regra.

5. Se tiver a certeza de que pretende desativar o perfil, selecione Desativar.

Resultados

+ Se o StorageGRID for capaz de desativar o perfil de codificagdo de apagamento, seu status sera
desativado. Vocé ndo pode mais selecionar este perfil para qualquer regra ILM. N&o é possivel reativar um
perfil desativado.

» Se o StorageGRID nao conseguir desativar o perfil, € apresentada uma mensagem de erro. Por exemplo,
uma mensagem de erro sera exibida se os dados do objeto ainda estiverem associados a esse perfil.
Talvez seja necessario esperar varias semanas antes de tentar novamente o processo de desativagao.

Configurar regioes (opcional e apenas S3)

As regras do ILM podem filtrar objetos com base nas regides em que os buckets do S3
sdo criados, permitindo armazenar objetos de diferentes regides em diferentes locais de
armazenamento.

Se vocé quiser usar uma regiao de bucket do S3 como filtro em uma regra, primeiro crie as regibes que
podem ser usadas pelos buckets do sistema.

@ N&o é possivel alterar a regido de um bucket apds o bucket ter sido criado.

Antes de comecar
» Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Ao criar um bucket do S3, vocé pode especificar que o bucket seja criado em uma regido especifica. A
especificagdo de uma regido permite que o bucket esteja geograficamente proximo de seus usuarios, o que
pode ajudar a otimizar a laténcia, minimizar custos e atender aos requisitos regulatorios.

Ao criar uma regra ILM, vocé pode querer usar a regiao associada a um bucket do S3 como um filtro
avangado. Por exemplo, vocé pode criar uma regra que se aplique apenas a objetos em buckets do S3
criados na us-west-2 regido. Em seguida, & possivel especificar que as copias desses objetos serdo
colocadas em nos de storage em um local de data center nessa regido para otimizar a laténcia.

Ao configurar regides, siga estas diretrizes:

* Por padrao, todos os buckets sédo considerados como pertencentes a us-east-1 regido.

* Vocé deve criar as regides usando o Gerenciador de Grade antes de especificar uma regido nao padréao
ao criar buckets usando o Gerenciador de locatario ou a API de gerenciamento de locatario ou com o
elemento de solicitagdo de LocationConstraint para solicitagdes de API de bucket do S3 PUT. Um erro
ocorre se uma solicitagdo COLOCAR balde usar uma regido que nao foi definida no StorageGRID.

* Vocé deve usar o nome exato da regido ao criar o bucket do S3. Os nomes de regido sao sensiveis a
maiusculas e minusculas. Os carateres validos sao numeros, letras e hifens.
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@ A UE nao é considerada um apelido para a ue-oeste-1. Se vocé quiser usar a regiao da UE
ou da ue-oeste-1, vocé deve usar o nome exato.

* N&o € possivel excluir ou modificar uma regiéo se ela for usada em uma regra atribuida a qualquer politica
(ativa ou inativa).

» Se vocé usar uma regido invalida como filiro avangado em uma regra ILM, nao sera possivel adicionar
essa regra a uma politica.

Uma regido invalida pode resultar se vocé usar uma regido como um filtro avangado em uma regra ILM,
mas excluir essa regido posteriormente, ou se vocé usar a APl de Gerenciamento de Grade para criar
uma regra e especificar uma regido que vocé nao definiu.

» Se vocé excluir uma regido depois de usa-la para criar um bucket do S3, sera necessario adicionar
novamente a regido se quiser usar o filtro avangado restricdo de localizagao para encontrar objetos nesse
bucket.

Passos
1. Selecione ILM > Regides.

E apresentada a pagina Regi6es, com as regides atualmente definidas listadas. Regido 1 mostra a regido
padrdo us-east-1, que ndo pode ser modificada ou removida.

2. Para adicionar uma regiao:
a. Selecione Adicionar outra regido.

b. Insira 0 nome de uma regido que vocé deseja usar ao criar buckets do S3.

Vocé deve usar esse nome exato da regido como o elemento de solicitagdo LocationConstraint ao
criar o bucket S3 correspondente.

3. Para remover uma regido nao utilizada, selecione o icone de exclusédo .

Uma mensagem de erro sera exibida se vocé tentar remover uma regiao atualmente usada em qualquer
politica (ativa ou inativa).

4. Quando terminar de fazer alteragoes, selecione Guardar.

Agora vocé pode selecionar essas regides na se¢ao filtros avangados na etapa 1 do assistente criar regra
ILM. "Use filtros avangados nas regras do ILM"Consulte .

Criar regra ILM

Criar uma regra ILM: Visao geral

Para gerenciar objetos, vocé cria um conjunto de regras de gerenciamento do ciclo de
vida das informagdes (ILM) e as organiza em uma politica ILM.

Cada objeto ingerido no sistema é avaliado em relagéo a politica ativa. Quando uma regra na politica

corresponde aos metadados de um objeto, as instrugdes na regra determinam quais ag¢des o StorageGRID
executa para copiar e armazenar esse objeto.
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Os metadados de objetos ndo sédo gerenciados pelas regras do ILM. Em vez disso, os

@ metadados de objetos sdo armazenados em um banco de dados Cassandra no que é
conhecido como armazenamento de metadados. Trés copias dos metadados de objetos sao
mantidas automaticamente em cada local para proteger os dados da perda.

Elementos de uma regra ILM

Uma regra ILM tem trés elementos:

« Critérios de filtragem: Os filtros basicos e avangados de uma regra definem a que objetos a regra se
aplica. Se um objeto corresponder a todos os filtros, o StorageGRID aplicara a regra e criara as copias de
objeto especificadas nas instrugdes de colocagao da regra.

* Instrugdes de colocagao: As instrugdes de colocagdo de uma regra definem o niumero, o tipo € a
localizagdo das copias de objetos. Cada regra pode incluir uma sequéncia de instrugdes de
posicionamento para alterar o nimero, o tipo e a localizagao das copias de objetos ao longo do tempo.
Quando o periodo de tempo para um posicionamento expira, as instrugdes na proxima colocagado sao
aplicadas automaticamente pela proxima avaliagéo ILM.

« Comportamento de ingestédo: O comportamento de ingestdo de uma regra permite que vocé escolha
como os objetos filtrados pela regra sao protegidos a medida que sao ingeridos (quando um cliente S3 ou
Swift salva um objeto na grade).

Filtragem de regras ILM

Quando vocé cria uma regra ILM, vocé especifica filtros para identificar quais objetos a regra se aplica.

No caso mais simples, uma regra pode ndo usar nenhum filtro. Qualquer regra que nao use filtros se aplica a
todos os objetos, portanto, deve ser a ultima regra (padrao) em uma politica ILM. A regra padrao fornece
instrucbes de armazenamento para objetos que nao correspondem aos filtros em outra regra.

* Os filtros basicos permitem que vocé aplique regras diferentes a grupos grandes e distintos de objetos.
Esses filtros permitem que vocé aplique uma regra a contas de locatario especificas, buckets especificos
do S3 ou contentores Swift, ou ambos.

Os filtros basicos oferecem uma maneira simples de aplicar regras diferentes a um grande niumero de
objetos. Por exemplo, os Registros financeiros da sua empresa podem precisar ser armazenados para
atender aos requisitos regulatorios, enquanto os dados do departamento de marketing podem precisar ser
armazenados para facilitar as operagdes diarias. Depois de criar contas de inquilino separadas para cada
departamento ou depois de segregar dados dos diferentes departamentos em intervalos separados do S3,
vocé pode facilmente criar uma regra que se aplica a todos os Registros financeiros e uma segunda regra
que se aplica a todos os dados de marketing.

* Filtros avancados oferecem controle granular. Vocé pode criar filtros para selecionar objetos com base nas
seguintes propriedades do objeto:
o Tempo de ingestao
o Ultimo tempo de acesso
> Todo ou parte do nome do objeto (chave)
o Restrigao de localizagdo (apenas S3)
o Tamanho do objeto
o Metadados do usuario

o Etiqueta de objeto (apenas S3)
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Vocé pode filtrar objetos em critérios muito especificos. Por exemplo, os objetos armazenados pelo
departamento de imagiologia de um hospital podem ser utilizados frequentemente quando tém menos de 30
dias de idade e pouco depois, enquanto os objetos que contém informagdes sobre a visita do paciente podem
precisar de ser copiados para o departamento de faturagéo na sede da rede de saude. Vocé pode criar filtros
que identificam cada tipo de objeto com base no nome, tamanho, tags de objeto S3D ou qualquer outro
critério relevante e, em seguida, criar regras separadas para armazenar cada conjunto de objetos
adequadamente.

Vocé pode combinar filtros conforme necessario em uma unica regra. Por exemplo, o departamento de
marketing pode querer armazenar arquivos de imagem grandes de forma diferente dos Registros de seus
fornecedores, enquanto o departamento de recursos humanos pode precisar armazenar Registros de pessoal
em uma geografia especifica e informagdes de politicas centralmente. Nesse caso, vocé pode criar regras que
filtram por conta de locatario para segregar os Registros de cada departamento, enquanto usa filtros em cada
regra para identificar o tipo especifico de objetos aos quais a regra se aplica.

Instrucoes de colocagédo de regra ILM

As instrugdes de posicionamento determinam onde, quando e como os dados do objeto sdo armazenados.
Uma regra ILM pode incluir uma ou mais instrugdes de colocagao. Cada instrugéo de colocagéao aplica-se a
um unico periodo de tempo.

Ao criar instru¢des de colocagéo:

* Vocé comega especificando o tempo de referéncia, que determina quando as instrugdes de colocagao
comegam. O tempo de referéncia pode ser quando um objeto é ingerido, quando um objeto € acessado,
quando um objeto versionado se torna ndo atual ou um tempo definido pelo usuario.

+ Em seguida, vocé especifica quando o posicionamento sera aplicado, em relagdo ao tempo de referéncia.
Por exemplo, uma colocagao pode comecar no dia 0 e continuar por 365 dias, em relagéo a quando o
objeto foi ingerido.

 Por fim, vocé especifica o tipo de copias (replicacédo ou codificagdo de apagamento) e o local onde as
copias sdo armazenadas. Por exemplo, vocé pode querer armazenar duas copias replicadas em dois sites
diferentes.

Cada regra pode definir varios posicionamentos para um unico periodo de tempo e diferentes
posicionamentos para diferentes periodos de tempo.

 Para colocar objetos em varios locais durante um unico periodo de tempo, selecione Adicionar outro tipo
ou local para adicionar mais de uma linha para esse periodo de tempo.

» Para colocar objetos em locais diferentes em periodos de tempo diferentes, selecione Adicionar outro
periodo de tempo para adicionar o proximo periodo de tempo. Em seguida, especifique uma ou mais
linhas dentro do periodo de tempo.

O exemplo mostra duas instrugbes de posicionamento na pagina Definir posicionamentos do assistente criar
regra ILM.
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Time period and placements + Sort by start date

If you want a rule to apply only to specific objects, select Previous and add advanced filters. When objects are evaluated, the rule is
applied if the object's metadata matches the criteria in the filter.

Time period1l FromDay O Z | store for v 365 - days X
Store objects by = replicating v 2 ¢ copiesat DataCenterl X , DataCenter2 X " X

and store objectsby ~ erasure coding v  using 6+3ECschemeatallsites »#° X

Add other type or location
Time period2  From Day 365 2 | store forever w b4

Store objects by = replicating v 2 s copiesat DataCenter3 X = g* ( 2“;

Add other type or location

1

A primeira instrucao de colocacéao tem duas linhas para o primeiro ano:

» A primeira linha cria duas cdpias de objeto replicadas em dois locais de data center.

» A segunda linha cria uma cépia codificada por apagamento de mais de 6 3 usando todos os sites de data
center.

A segunda instrugéo de colocagéo "% /cria duas copias apds um ano e mantém essas copias para sempre.

Quando vocé define o conjunto de instrugdes de colocagao para uma regra, vocé deve garantir que pelo
menos uma instru¢éo de colocagdo comece no dia 0, que ndo haja lacunas entre os periodos de tempo
definidos e que a instrugédo de colocagéo final continue para sempre ou até que vocé nao precise mais
nenhuma copia de objeto.

A medida que cada periodo de tempo na regra expira, as instrucdes de colocagao de contetido para o proximo
periodo de tempo sao aplicadas. Novas copias de objetos sao criadas e todas as copias desnecessarias séo
excluidas.

Comportamento de ingestao de regra de ILM

O comportamento de ingestao controla se as copias de objeto sdo imediatamente colocadas de acordo com
as instru¢des na regra, ou se copias provisorias sao feitas e as instrugdes de posicionamento sdo aplicadas
posteriormente. Os seguintes comportamentos de ingestao estao disponiveis para regras ILM:

» Balanced: O StorageGRID tenta fazer todas as copias especificadas na regra ILM no ingest; se isso ndo
for possivel, copias provisorias séo feitas e o sucesso é retornado ao cliente. As copias especificadas na
regra ILM sao feitas quando possivel.

« Strict: Todas as copias especificadas na regra ILM devem ser feitas antes que o sucesso seja devolvido
ao cliente.

» * Commit duplo*: O StorageGRID faz imediatamente copias provisorias do objeto e retorna sucesso ao
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cliente. Copias especificadas na regra ILM sao feitas quando possivel.

Informacgdes relacionadas
* "Opgdes de ingestao"
* "Vantagens, desvantagens e limitacdes das opc¢des de ingestdo”

« "Como a consisténcia e as regras de ILM interagem para afetar a protecéo de dados"

Exemplo de regra ILM

Como exemplo, uma regra ILM pode especificar o seguinte:

* Aplicar apenas aos objetos pertencentes ao Locatario A..
» Faga duas copias replicadas desses objetos e armazene cada copia em um local diferente.

» Guarde as duas copias "para sempre", o que significa que o StorageGRID nao as eliminara
automaticamente. Em vez disso, o StorageGRID mantera esses objetos até que sejam excluidos por uma
solicitacdo de exclusao de cliente ou pela expiracao de um ciclo de vida de bucket.

* Use a opc¢ao equilibrada para comportamento de ingestéo: A instrugdo de colocagao de dois locais é
aplicada assim que o locatario A salva um objeto no StorageGRID, a menos que nao seja possivel fazer
imediatamente ambas as copias necessarias.

Por exemplo, se o local 2 estiver inacessivel quando o locatario A salva um objeto, o StorageGRID fara
duas copias provisorias nos nés de storage no local 1. Assim que o Site 2 estiver disponivel, a
StorageGRID fara a copia necessaria nesse site.

Informacgdes relacionadas
* "O que é um pool de armazenamento”

* "O que é um Cloud Storage Pool"

Acesse o assistente criar uma regra ILM

As regras do ILM permitem gerenciar o posicionamento dos dados do objeto ao longo do
tempo. Para criar uma regra ILM, use o assistente criar uma regra ILM.

@ Se vocé quiser criar a regra ILM padréo para uma politica, siga o "Instrucdes para criar uma
regra ILM padrao" em vez disso.

Antes de comecar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

» Se vocé quiser especificar a que contas de locatario esta regra se aplica, vocé tem o "Permissao de
contas de inquilino"ID da conta ou sabe o ID de cada conta.

« Se vocé quiser que a regra filtre objetos nos metadados da ultima hora de acesso, as atualizagbes da
ultima hora de acesso devem ser habilitadas por bucket para S3 ou por container para Swift.

» Vocé configurou todos os pools de armazenamento em nuvem que planeja usar. "Crie Cloud Storage
Pool"Consulte .

* Vocé esta familiarizado com o "opc¢oes de ingestao".

« Se vocé precisar criar uma regra compativel para usar com o bloqueio de objetos S3, vocé estara
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familiarizado com o "Requisitos para o bloqueio de objetos S3".

» Opcionalmente, vocé assistiu o video: "Video: Regras de gerenciamento do ciclo de vida das informacoes
no StorageGRID 11,8".

Sobre esta tarefa
Ao criar regras ILM:

» Considere a topologia do sistema StorageGRID e as configuragdes de storage.

» Considere quais tipos de copias de objetos vocé deseja fazer (replicadas ou codificadas para
apagamento) e o numero de cépias de cada objeto que sdo necessarias.

» Determine quais tipos de metadados de objetos sdo usados nos aplicativos que se conetam ao sistema
StorageGRID. As regras do ILM filtram objetos com base em seus metadados.

» Considere onde vocé quer que copias de objeto sejam colocadas ao longo do tempo.

» Decida qual opgéao de ingestado usar (Balanced, strict ou Dual Commit).

Passos
1. Selecione ILM > regras.

2. Selecione criar. "Passo 1 (introduzir detalhes)" Do assistente criar uma regra ILM é exibido.

Passo 1 de 3: Insira os detalhes

A etapa Inserir detalhes do assistente criar uma regra ILM permite inserir um nome e
uma descri¢do para a regra e definir filtros para a regra.

Inserir uma descrigao e definir filiros para a regra sdo opcionais.

Sobre esta tarefa

Ao avaliar um objeto em relagéo a um "Regra ILM", o StorageGRID compara os metadados do objeto com os
filtros da regra. Se os metadados do objeto corresponderem a todos os filtros, o StorageGRID usara a regra
para colocar o objeto. Vocé pode criar uma regra para aplicar a todos os objetos ou especificar filtros basicos,
como uma ou mais contas de locatario ou nomes de bucket, ou filtros avangados, como o tamanho do objeto
ou metadados do usuario.

Passos
1. Digite um nome exclusivo para a regra no campo Nome.

2. Opcionalmente, insira uma breve descrigdo para a regra no campo Description.
Vocé deve descrever o proposito ou fungéo da regra para que vocé possa reconhecer a regra mais tarde.

3. Opcionalmente, selecione uma ou mais contas de inquilino S3 ou Swift as quais esta regra se aplica. Se
esta regra se aplicar a todos os inquilinos, deixe este campo em branco.

Se vocé nao tiver a permissao de acesso root ou a permissdo Contas do locatario, nao sera possivel
selecionar locatarios na lista. Em vez disso, insira o ID do locatario ou insira varios IDs como uma cadeia
delimitada por virgulas.

4. Opcionalmente, especifique os buckets S3 ou os contentores Swift aos quais esta regra se aplica.

Se aplica a todos os buckets estiver selecionado (padrdo), a regra se aplica a todos os buckets S3 ou
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Swift Containers.

5. Para locatarios S3, selecione opcionalmente Yes para aplicar a regra apenas a versoes de objetos mais
antigas em buckets do S3 que tenham o controle de versao habilitado.

Se selecionar Sim, a opgao "hora n&o atual" sera selecionada automaticamente para o tempo de
referéncia em "Etapa 2 do assistente criar uma regra ILM".

O tempo néo atual aplica-se apenas a objetos S3D em buckets habilitados para
@ versionamento. "Operacoes em buckets, PutBucketControle de versao"Consulte e
"Gerencie objetos com o S3 Object Lock".

Vocé pode usar essa opgao para reduzir o impactos de armazenamento de objetos com controle de
versao filtrando versdes de objetos n&o atuais. "Exemplo 4: Regras ILM e politica para objetos com versao
S3"Consulte .

6. Opcionalmente, selecione Adicionar um filtro avangado para especificar filtros adicionais.

Se vocé nao configurar a filiragem avangada, a regra se aplica a todos os objetos que correspondem aos
filtros basicos. Para obter mais informagdes sobre filtragem avangada, Use filtros avancados nas regras do
ILMconsulte e Especifique varios tipos e valores de metadados.

7. Selecione continuar. "Passo 2 (definir posicionamentos)" Do assistente criar uma regra ILM é exibido.

Use filtros avangados nas regras do ILM

A filiragem avangada permite criar regras ILM que se aplicam somente a objetos especificos com base em
seus metadados. Ao configurar a filtragem avancada para uma regra, vocé seleciona o tipo de metadados que
deseja corresponder, seleciona um operador e especifica um valor de metadados. Quando os objetos sédo
avaliados, a regra ILM ¢é aplicada somente aos objetos que tém metadados correspondentes ao filtro
avancado.

A tabela mostra os tipos de metadados que vocé pode especificar em filtros avancados, os operadores que
vocé pode usar para cada tipo de metadados e os valores de metadados esperados.

Tipo de metadados Operadores suportados Valor dos metadados
Tempo de ingestao . is Hora e data em que o objeto foi ingerido.
* ndo é

Observacgao: para evitar problemas de recursos ao
* & antes ativar uma nova politica ILM, vocé pode usar o filtro
avancado de tempo de ingestdo em qualquer regra
que possa alterar a localizagao de grandes numeros
* € depois de objetos existentes. Defina o tempo de ingestéo
para ser maior ou igual ao tempo aproximado em que
a nova politica entrara em vigor para garantir que os
objetos existentes ndo sejam movidos
desnecessariamente.

esta ligado ou antes

esta ligado ou depois
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Tipo de metadados

Chave

Ultimo tempo de acesso

Restricao de localizacao
(apenas S3)

Tamanho do objeto
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Operadores suportados

igual a

nao € igual
contém

nao contém
comega com
nao comecga com
termina com

nao termina com

is

nao é

€ antes

esta ligado ou antes
€ depois

esta ligado ou depois

igual a

nao é igual

igual a

nao é igual
menos de
inferior ou igual a
superior a.

maior ou igual a

Valor dos metadados

Toda ou parte de uma chave de objeto S3 ou Swift
unica.

Por exemplo, vocé pode querer combinar objetos que
terminam com . txt ou comegcam test-object/
com .

Hora e data em que o objeto foi recuperado pela
ultima vez (lido ou visualizado).

Observacao: se vocé planeja "use o ultimo tempo de
acesso"como um filtro avangado, as atualizagdes do

ultimo tempo de acesso devem estar ativadas para o
bucket S3 ou o contentor Swift.

A regiao onde foi criado um bucket S3. Utilize ILM >
Regides para definir as regides que séo
apresentadas.

Nota: Um valor de US-East-1 ira corresponder
objetos em buckets criados na regido US-East-1, bem
como objetos em buckets que ndo tém nenhuma
regido especificada. "Configurar regidoes (opcional e
apenas S3)"Consulte .

O tamanho do objeto.

A codificagdo de apagamento € mais adequada para
objetos com mais de 1 MB. Nao use a codificagédo de
apagamento para objetos com menos de 200 KB
para evitar a sobrecarga de gerenciamento de
fragmentos codificados de apagamento muito
pequenos.



Tipo de metadados

Metadados do usuario

Etiqueta de objeto
(apenas S3)

Especifique varios tipos e valores de metadados

Operadores suportados Valor dos metadados

contém

termina com
igual a

existe

comeca com
nao contém

nao termina com
nao é igual

nao existe

nao comecga com

contém

termina com
igual a

existe

comega com
nao contém

nao termina com
nao é igual

nao existe

nao comecga com

Par chave-valor, onde Nome dos metadados do
usuario é a chave e valor dos metadados é o valor.

Por exemplo, para filtrar objetos que tém metadados
de usuario do color=blue, especifique color para
Nome de metadados de usuario, equals para o
operador e blue para valor de metadados.

Observagao: os nomes de metadados do usuario
ndo sao sensiveis a maiusculas e minusculas; os

valores de metadados do usuario sdo sensiveis a

maiusculas e minusculas.

Par chave-valor, onde Nome da tag objeto é a chave
e valor da tag objeto é o valor.

Por exemplo, para filtrar objetos que tém uma tag de
objeto de Image=True, especifique Image para
Nome da tag de objeto, equals para o operador e
True para valor da tag de objeto.

Nota: nomes de marcas de objetos e valores de tags
de objetos sdo sensiveis a maiusculas e minusculas.
Vocé deve inserir esses itens exatamente como eles
foram definidos para o objeto.

Ao definir filtragem avangada, vocé pode especificar varios tipos de metadados e varios valores de
metadados. Por exemplo, se vocé quiser que uma regra corresponda a objetos entre 10 MB e 100 MB de
tamanho, vocé selecionaria o tipo de metadados tamanho do objeto e especificaria dois valores de

metadados.

* O primeiro valor de metadados especifica objetos maiores ou iguais a 10 MB.

* O segundo valor de metadados especifica objetos menores ou iguais a 100 MB.

Filter group 1

Object size

and = Object size

Objects with all of following metadata will be evaluated by this rule: X

greater than or equalto wv 10 ~ MB v =

v lessthan or equal to v 100

MB v X

O uso de varias entradas permite que vocé tenha controle preciso sobre quais objetos s&o correspondidos. No
exemplo a seguir, a regra se aplica a objetos que tém marca A ou marca B como o valor dos metadados do
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usuario camera_type. No entanto, a regra s6 se aplica aos objetos da marca B menores que 10 MB.

Filter group 1 Objects with all of following metadata will be evaluated by this rule: > o

User metadata v camera_type equals v Brand A

Add another advanced filter

or Filtergroup2  Objects with all of following metadata will be evaluated by this rule: X
User metadata v camera_type equals v Brand B b4
and Object size v less than or equal to W 10 + MB W x

Add another advanced filter

Passo 2 de 3: Definir posicionamentos

A etapa Definir posicionamentos do assistente criar regra ILM permite definir as
instru¢des de posicionamento que determinam quanto tempo os objetos s&o
armazenados, o tipo de cdpias (replicadas ou codificadas por apagamento), o local de
armazenamento e o numero de copias.

Sobre esta tarefa

Uma regra ILM pode incluir uma ou mais instrugdes de colocagéo. Cada instrugéo de colocacgéao aplica-se a
um unico periodo de tempo. Quando vocé usa mais de uma instrugcéo, os periodos de tempo devem ser
contiguos, e pelo menos uma instrugao deve comegar no dia 0. As instrugdes podem continuar para sempre
ou até que vocé ndo precise mais nenhuma cépia de objeto.

Cada instrucao de colocacao pode ter varias linhas se vocé quiser criar diferentes tipos de copias ou usar
locais diferentes durante esse periodo de tempo.

Neste exemplo, a regra ILM armazena uma cépia replicada no local 1 e uma copia replicada no local 2 para o

primeiro ano. Apos um ano, uma copia codificada por apagamento de 2 mais de 1 é feita e salva em apenas
um local.
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Time period 1 FromDay O

Store objects by  replicating v

and store objects by = replicating

Add other type or location

Time period 2 FromDay 365

Storeobjectsby  erasurecoding W

Add other type or location

store  for v 365 ¢ days X

L & | copiesat @ Sitel X £ X
1 0 copiesat  Site2 3.
store  forever w X
using 2+1EC scheme at Site 3 z

Passos

1. Para tempo de referéncia, selecione o tipo de tempo a ser utilizado para calcular a hora de inicio de uma

instrucao de colocacéo.

Opcao

Tempo de ingestao

Ultimo tempo de acesso

Tempo de criacao definido pelo
utilizador

Hora nao atual

Descricao

O tempo em que o objeto foi ingerido.

A hora em que o objeto foi recuperado pela ultima vez (lido ou
visualizado).

Observacao: para usar essa opcao, as atualizagdes do ultimo tempo
de acesso devem estar ativadas para o bucket S3 ou o contentor
Swift. "Use o ultimo tempo de acesso nas regras do ILM"Consulte .

Um tempo especificado nos metadados definidos pelo usuario.

"Hora ndo atual" é selecionado automaticamente se vocé selecionou
Sim para a pergunta, "aplicar esta regra apenas a versdes de objetos
mais antigas (em buckets do S3 com controle de versao ativado)?"
em "Etapa 1 do assistente criar uma regra ILM".

@ Se vocé quiser criar uma regra compativel, selecione tempo de ingestao. "Gerencie
objetos com o S3 Object Lock"Consulte .

2. Na secao periodo de tempo e colocagoes, insira uma hora de inicio e uma duragéo para o primeiro

periodo de tempo.

Por exemplo, vocé pode querer especificar onde armazenar objetos para o primeiro ano (from day 0 store
for 365 Days). Pelo menos uma instrugéo deve comegar no dia O.
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3. Se vocé quiser criar copias replicadas:
a. Na lista suspensa Store Objects by, selecione replicing.
b. Selecione o numero de copias que deseja fazer.
Um aviso sera exibido se vocé alterar o numero de copias para 1. Uma regra de ILM que cria apenas

uma copia replicada para qualquer periodo de tempo coloca os dados em risco de perda permanente.
"Por que vocé nao deve usar replicacao de cépia unica"Consulte .

Para evitar o risco, faga um ou mais dos seguintes procedimentos:

= Aumente o numero de cépias para o periodo de tempo.
= Adicione copias a outros pools de storage ou a um pool de storage de nuvem.
= Selecione codificagao de apagamento em vez de replicagao.

Vocé pode ignorar esse aviso com seguranga se essa regra ja criar varias copias para todos os
periodos de tempo.

c. No campo Copies at, selecione os pools de armazenamento que deseja adicionar.

Se vocé especificar apenas um pool de armazenamento, esteja ciente de que o StorageGRID pode
armazenar apenas uma copia replicada de um objeto em qualquer né de armazenamento. Se a grade
incluir trés ndés de storage e vocé selecionar 4 como o numero de copias, apenas trés copias serao
feitas& no. 8212;uma copia para cada no de storage.

@ O alerta ILM Placement Unachievable é acionado para indicar que a regra ILM nao
pode ser completamente aplicada.

Se vocé especificar mais de um pool de armazenamento, tenha em mente estas regras:

= O numero de copias ndo pode ser maior do que o numero de pools de armazenamento.

= Se o numero de copias for igual ao numero de pools de storage, uma copia do objeto sera
armazenada em cada pool de storage.

= Se 0 numero de coépias for menor que o nimero de pools de storage, uma cépia sera armazenada
no local de ingestao e, em seguida, o sistema distribui as cdpias restantes para manter o uso do
disco entre os pools balanceado, garantindo que nenhum local receba mais de uma cépia de um
objeto.

= Se os pools de storage se sobreporem (contiverem os mesmos nds de storage), todas as copias
do objeto poderao ser salvas em apenas um local. Por esse motivo, ndo especifique o pool de
storage de todos os noés de storage (StorageGRID 11,6 e anterior) e outro pool de storage.

4. Se vocé quiser criar uma copia codificada por apagamento:

a. Na lista suspensa armazenar objetos por, selecione codificagdo de apagamento.

A codificagdo de apagamento € mais adequada para objetos com mais de 1 MB. Nao

@ use a codificagdo de apagamento para objetos com menos de 200 KB para evitar a
sobrecarga de gerenciamento de fragmentos codificados de apagamento muito
pequenos.

b. Se vocé nao adicionou um filtro de tamanho de objeto para um valor maior que 200 KB, selecione
anterior para retornar a Etapa 1. Em seguida, selecione Adicionar um filtro avangado e defina um
filtro tamanho do objeto para qualquer valor maior que 200 KB.
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c. Selecione o pool de armazenamento que deseja adicionar e o esquema de codificacédo de
apagamento que deseja usar.

O local de storage para uma cépia codificada de apagamento inclui o nome do esquema de
codificagdo de apagamento, seguido do nome do pool de storage.
5. Opcionalmente:
a. Selecione Adicionar outro tipo ou local para criar cépias adicionais em locais diferentes.

b. Selecione Adicionar outro periodo de tempo para adicionar diferentes periodos de tempo.

@ Os objetos sdo automaticamente excluidos no final do periodo de tempo final, a menos
que outro periodo de tempo termine com Forever.

6. Se vocé quiser armazenar objetos em um pool de armazenamento em nuvem:
a. Na lista suspensa Store Objects by, selecione replicing.

b. Selecione o campo Copies at €, em seguida, selecione um pool de armazenamento em nuvem.
Ao usar Cloud Storage Pools, tenha em mente estas regras:

= Vocé néo pode selecionar mais de um pool de armazenamento em nuvem em uma unica instrucao
de colocagédo. Da mesma forma, vocé nao pode selecionar um pool de armazenamento em nuvem
e um pool de armazenamento na mesma instrugdo de colocacgéo.

= Vocé pode armazenar apenas uma copia de um objeto em qualquer pool de armazenamento em
nuvem. Uma mensagem de erro sera exibida se vocé definir Copies como 2 ou mais.

= Vocé ndo pode armazenar mais de uma copia de objeto em qualquer pool de armazenamento em
nuvem ao mesmo tempo. Uma mensagem de erro sera exibida se varios posicionamentos que
usam um pool de armazenamento em nuvem tiverem datas sobrepostas ou se varias linhas no
mesmo posicionamento usarem um pool de armazenamento em nuvem.

= Vocé pode armazenar um objeto em um pool de storage de nuvem ao mesmo tempo em que o
objeto esta sendo armazenado como copias replicadas ou codificadas por apagamento no
StorageGRID. No entanto, vocé deve incluir mais de uma linha na instrugéo de colocagéo para o
periodo de tempo, para que vocé possa especificar o niumero e os tipos de copias para cada local.

7. No diagrama de retengéo, confirme as instru¢des de colocagao.
Neste exemplo, a regra ILM armazena uma copia replicada no local 1 e uma cdpia replicada no local 2
para o primeiro ano. Depois de um ano e por mais 10 anos, uma cépia codificada por apagamento 6-3
sera salva em trés sites. Apos 11 anos no total, os objetos serdo excluidos do StorageGRID.

A secdo analise de regras do diagrama de retengao afirma:

o A protegao contra perda de site da StorageGRID sera aplicada durante a duragao desta regra.

> Os objetos processados por esta regra serao excluidos apds o dia 4015.

@ Consulte "Ativar a protecao contra perda de local."
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Retention diagram Replicated copy Erasure-coded (EC) copy

Rule analysis: * StorageGRID sita-loss protection will apply for the duration of this rule,
* Cbjects processed by this rule will be deleted after Day 4015,

Reference time: Ingest time
Day 0 Day 365 Day 4015

Day 0- 365
L 1 replicated copy - Site 1

1 replicated copy - Site 2

Day 365 - 4015 =
EC6+3 - Sites 1,2, 3

Duration 365 days 3650 days

8. Selecione continuar. "Etapa 3 (Selecionar comportamento de ingestao)" Do assistente criar uma regra
ILM é exibido.

Use o ultimo tempo de acesso nas regras do ILM

Vocé pode usar a hora do ultimo acesso como hora de referéncia em uma regra ILM. Por
exemplo, vocé pode querer deixar objetos que foram visualizados nos ultimos trés meses
em noés de storage local, enquanto move objetos que nao foram vistos recentemente
para um local externo. Vocé também pode usar o ultimo tempo de acesso como um filtro
avancado se quiser que uma regra ILM se aplique apenas a objetos que foram
acessados pela ultima vez em uma data especifica.

Sobre esta tarefa
Antes de usar o ultimo tempo de acesso em uma regra ILM, revise as seguintes consideragoées:

* Ao usar a hora do ultimo acesso como hora de referéncia, esteja ciente de que alterar a hora do ultimo
acesso de um objeto ndo aciona uma avaliagéo ILM imediata. Em vez disso, os posicionamentos do
objeto sao avaliados e o objeto € movido conforme necessario quando ILM em segundo plano avalia o
objeto. Isso pode levar duas semanas ou mais depois que o objeto € acessado.

Leve essa laténcia em consideragao ao criar regras de ILM com base no ultimo tempo de acesso e evite
colocagbes que usam periodos de tempo curtos (menos de um més).

* Ao usar o ultimo tempo de acesso como um filtro avangcado ou como uma hora de referéncia, vocé deve
habilitar as atualizagdes da ultima hora de acesso para buckets do S3. Pode utilizar a "Gerente do
locatario” ou a "API de gerenciamento do locatario”.

@ As atualizacdes do ultimo tempo de acesso sdo sempre ativadas para contentores Swift,
mas sao desativadas por padréao para buckets do S3.

Esteja ciente de que ativar as atualizagbes do ultimo tempo de acesso pode reduzir o

@ desempenho, especialmente em sistemas com objetos pequenos. O impactos no
desempenho ocorre porque o StorageGRID deve atualizar os objetos com novos
timestamps sempre que os objetos sédo recuperados.

A tabela a seguir resume se o ultimo tempo de acesso € atualizado para todos os objetos no intervalo para
diferentes tipos de solicitagoes.
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Tipo de solicitagao Se a ultima hora de acesso é
atualizada quando as
atualizagdes da ultima hora de
acesso sao desativadas

Solicitacdo para recuperar um Nao
objeto, sua lista de controle de
acesso ou seus metadados

Solicitagdo para atualizar os Sim
metadados de um objeto

Solicitagao para copiar um objeto * N&o, para a copia de origem

de um bucket para outro » Sim, para a copia de destino

Pedido para concluir um Sim, para o objeto montado
carregamento multipart

Passo 3 de 3: Selecione comportamento de ingestao

Se a ultima hora de acesso é
atualizada quando as
atualizagdes da ultima hora de
acesso estao ativadas

Sim

Sim

» Sim, para a copia de origem

* Sim, para a copia de destino

Sim, para o objeto montado

A etapa Selecionar comportamento de ingestao do assistente criar regra ILM permite
escolher como os objetos filtrados por essa regra sao protegidos a medida que séo

ingeridos.

Sobre esta tarefa

O StorageGRID pode fazer copias provisorias e enfileirar os objetos para avaliagédo do ILM mais tarde, ou
pode fazer copias para cumprir as instrugdes de colocagao da regra imediatamente.

Passos
1. Selecione a "comportamento de ingestao" para utilizar.

Para obter mais informagoes, "Vantagens, desvantagens e limitacdes das opgbes de ingestao"consulte .

Vocé nao pode usar a opgao equilibrada ou rigorosa se a regra usar um desses

posicionamentos:

o Um pool de armazenamento em nuvem no dia 0

@ o Um né de arquivo no dia 0

o Um pool de armazenamento em nuvem ou um né de arquivo quando a regra usa um
tempo de criacao definido pelo usuario como um tempo de referéncia

"Exemplo 5: Regras de ILM e politica para comportamento de ingestéo rigorosa"Consulte .

2. Selecione criar.

Aregra ILM é criada. A regra ndo se torna ativa até que seja adicionada a uma "Politica de ILM" e essa

politica seja ativada.

Para exibir os detalhes da regra, selecione o nome da regra na pagina regras do ILM.
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Crie uma regra ILM padrao

Antes de criar uma politica de ILM, vocé deve criar uma regra padrao para colocar
objetos nao correspondidos por outra regra na politica. A regra padrao nao pode usar
nenhum filtro. Ele deve se aplicar a todos os locatarios, todos os buckets e todas as
versdes de objetos.

Antes de comecar

* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Aregra padrao € a ultima regra a ser avaliada em uma politica ILM, portanto, ela ndo pode usar nenhum filtro.
As instrugbes de posicionamento para a regra padréo sao aplicadas a quaisquer objetos que nao sejam
correspondidos por outra regra na politica.

Neste exemplo de politica, a primeira regra se aplica apenas a objetos pertencentes ao test-tenant-1. A regra
padrao, que € a ultima, aplica-se a objetos pertencentes a todas as outras contas de inquilino.

Proposed policy name

Example ILM policy

Reason for change

Example

Manage rules

1. Select the rules you want to add to the policy.
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the policy and cannot be moved.

Select rules

Rule order Rule name Filters
1 : EC for test-tenant-1 Tenant is test-tenant-1
Default Default rule —

Ao criar a regra padrao, lembre-se destes requisitos:
» Aregra padréo sera automaticamente colocada como a ultima regra quando vocé a adicionar a uma
politica.
* Aregra padrdo nao pode usar nenhum filtro basico ou avangado.
* Aregra padrdo deve ser aplicada a todas as versdes de objetos.

* Aregra padrao deve criar copias replicadas.
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N&o use uma regra que crie copias codificadas por apagamento como regra padréo para
uma politica. As regras de codificagdo de apagamento devem usar um filtro avangado para
evitar que objetos menores sejam codificados por apagamento.

* Em geral, a regra padréo deve manter objetos para sempre.
» Se vocé estiver usando (ou planeja habilitar) a configuragao global S3 Object Lock, a regra padréo deve
ser compativel.

Passos
1. Selecione ILM > regras.

2. Selecione criar.
O passo 1 (Inserir detalhes) do assistente criar regra ILM é exibido.

3. Digite um nome exclusivo para a regra no campo Nome da regra.
4. Opcionalmente, insira uma breve descri¢cdo para a regra no campo Description.

5. Deixe o campo Contas do locatario em branco.
A regra padréo deve ser aplicada a todas as contas de locatério.

6. Deixe a selegao suspensa Nome do balde como aplicavel a todos os baldes.
Aregra padréo deve ser aplicada a todos os buckets do S3 e contentores Swift.

7. Mantenha a resposta padréo, nao, para a pergunta: "Aplicar esta regra apenas a versées de objetos mais
antigas (em buckets do S3 com controle de versao habilitado)?"

8. Nao adicione filtros avangados.
A regra padréo nao pode especificar nenhum filtro.
9. Selecione seguinte.
E apresentado o passo 2 (Definir posicionamentos).
10. Para tempo de referéncia, selecione qualquer opgéo.

Se vocé manteve a resposta padrao, ndo, para a pergunta, "aplicar esta regra apenas a versoes de
objetos mais antigas?" A hora nao atual ndo sera incluida na lista suspensa. A regra padréao deve aplicar
todas as versdes de objeto.

11. Especifique as instrugbes de colocagao para a regra padrao.

> Aregra padrdo deve manter objetos para sempre. Um aviso aparece quando vocé ativa uma nova
politica se a regra padrao nao retiver objetos para sempre. Vocé deve confirmar que este é o
comportamento que vocé espera.

> Aregra padrao deve criar copias replicadas.

N&o use uma regra que crie copias codificadas por apagamento como regra padrédo

@ para uma politica. As regras de codificacdo de apagamento devem incluir o filtro
avancgado Object Size (MB) maior que 200 KB para evitar que objetos menores sejam
codificados por apagamento.
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> Se vocé estiver usando (ou pretende ativar) a configuragao global S3 Object Lock, a regra padrao
deve ser compativel:

= Ele precisa criar pelo menos duas copias de objeto replicadas ou uma copia codificada por
apagamento.

= Essas copias devem existir nos nés de storage durante toda a duragéo de cada linha nas
instrucdes de posicionamento.

= As cépias de objetos ndo podem ser salvas em um pool de armazenamento em nuvem.
= As copias de objetos ndo podem ser guardadas nos nés de arquivo.

= Pelo menos uma linha das instru¢des de colocagao deve comecar no dia 0, usando o tempo de
ingestdo como o tempo de referéncia.

= Pelo menos uma linha das instru¢des de colocacao deve ser "para sempre".
12. Veja o diagrama de retengéo para confirmar as instrugdes de colocagéo.

13. Selecione continuar.
A etapa 3 (Selecionar comportamento de ingestéo) é exibida.

14. Selecione a opgéao de ingestao a utilizar e selecione criar.

Gerenciar politicas de ILM

Politicas ILM: Visao geral

Uma politica de gerenciamento de ciclo de vida das informacdes (ILM) é um conjunto
ordenado de regras ILM que determina como o sistema StorageGRID gerencia os dados
de objetos ao longo do tempo.

Uma politica de ILM que foi configurada incorretamente pode resultar em perda de dados

@ irrecuperavel. Antes de ativar uma politica ILM, revise cuidadosamente a politica ILM e suas
regras ILM e simule a politica ILM. Confirme sempre que a politica de ILM funcionara como
pretendido.

Politica ILM padrao

Quando vocé instala o StorageGRID e adiciona sites, uma politica ILM padréo é criada automaticamente, da
seguinte forma:

« Se a grade contiver um local, a politica padrdo contera uma regra padréao que replica duas copias de cada
objeto nesse local.

» Se a grade contiver mais de um local, a regra padrao replicara uma copia de cada objeto em cada local.

Se a politica padrao néo atender aos requisitos de storage, vocé podera criar suas proprias regras e politicas.
"Crie uma regra ILM"Consulte e "Crie uma politica ILM".

Uma ou muitas politicas ativas de ILM?

Vocé pode ter uma ou mais politicas ILM ativas de cada vez.
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Uma politica

Se sua grade usar um esquema simples de protegdo de dados com poucas regras especificas do locatario e
especificas do bucket, use uma Unica politica de ILM ativa. As regras do ILM podem conter filtros para
gerenciar diferentes buckets ou locatarios.

Single policy

Rule 1
Tenant 1, 2; Bucket 0

Rule 2
Bucket 1

Rule 3
Tenant 3

Rule 0 (default)
No filter

Quando vocé tiver apenas uma politica e os requisitos de um locatario mudarem, vocé devera criar uma nova
politica de ILM ou clonar a politica existente para aplicar alteracbes, simular e ativar a nova politica de ILM.
Alteracdes na politica ILM podem resultar em movimentos de objetos que podem levar muitos dias e causar
laténcia do sistema.

Varias politicas

Para fornecer diferentes op¢des de qualidade do servigo aos locatarios, é possivel ter mais de uma politica
ativa por vez. Cada politica pode gerenciar locatarios especificos, buckets do S3 e objetos. Quando vocé
aplica ou altera uma politica para um conjunto especifico de locatarios ou objetos, as politicas aplicadas a
outros locatarios e objetos ndo sao afetadas.

Tags de politica ILM

Se vocé quiser permitir que os locatarios alternem facilmente entre varias politicas de protecdo de dados
por bucket, use varias politicas de ILM com ILM policy tags. Vocé atribui cada politica de ILM a uma tag e,
em seguida, os locatarios marcam um bucket para aplicar a politica a esse bucket. Vocé pode definir tags
de politica ILM apenas em buckets do S3.

Por exemplo, vocé pode ter trés tags chamadas Ouro, Prata e Bronze. Vocé pode atribuir uma politica de
ILM a cada tag, com base em quanto tempo e onde ela armazena objetos. Os locatarios podem escolher
qual politica usar marcando seus buckets. Um bucket com a tag Gold é gerenciado pela politica Gold e
recebe o nivel Gold de protegéo e desempenho de dados.

Etiqueta de politica ILM padrao

Uma tag de politica ILM padréao é criada automaticamente quando vocé instala o StorageGRID. Cada
grade deve ter uma politica ativa que € atribuida a tag padrao. A politica padrao se aplica a todos os
objetos em contentores Swift e quaisquer buckets S3 ndo marcados.
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Policy 1 Policy 2 Policy 3 Default policy

2 copies 6+3 (with filter >200 MB) ; 2+1 (with filter >200 MB) 2 copies
| 2 copies : 2 copies |
Tag: Bronze [ Tag: Gold j Tag: Silver Default tag
— A
Tenant 1 e gl SRR Tenant 2 S el Tenant 3
- e e 3 =
Bucket 1.1 || Bucket 1.2 Bucket 2.1 || Bucket 2.2 Bucket 3.1
Gold Bronze Bronze Silver Silver
- R R S et e e —

Como uma politica ILM avalia objetos?

Uma politica ILM ativa controla o posicionamento, a duracéo e a prote¢cdo de dados de objetos.

Quando os clientes salvam objetos no StorageGRID, os objetos sao avaliados em relagao ao conjunto
ordenado de regras ILM na politica, como segue:

1. Se os filtros da primeira regra na politica corresponderem a um objeto, o objeto sera ingerido de acordo
com o comportamento de ingestao dessa regra e armazenado de acordo com as instrugdes de colocacao
dessa regra.

2. Se os filtros da primeira regra ndo corresponderem ao objeto, o objeto sera avaliado em relagéo a cada
regra subsequente na politica até que uma correspondéncia seja feita.

3. Se nenhuma regra corresponder a um objeto, as instrugdes de comportamento de ingestéo e
posicionamento da regra padrao na politica serdo aplicadas. A regra padrao € a ultima regra de uma
politica. A regra padrao deve ser aplicada a todos os locatarios, todos os buckets do S3 ou contentores
Swift, e todas as versdes de objetos e ndo pode usar nenhum filtro avangado.

Exemplo de politica ILM

Como exemplo, uma politica ILM pode conter trés regras ILM que especificam o seguinte:

* Regra 1: Cépias replicadas para o locatario A
o Corresponder todos os objetos pertencentes ao locatario A..
o Armazene esses objetos como trés copias replicadas em trés locais.

> Objetos pertencentes a outros inquilinos ndo sao correspondidos pela regra 1, portanto, eles séo
avaliados em relag&o a regra 2.

* Regra 2: Codificagdao de apagamento para objetos com mais de 1 MB

o Combine todos os objetos de outros inquilinos, mas somente se eles forem maiores que 1 MB. Esses
objetos maiores sdo armazenados usando codificagdo de apagamento 6-3 em trés locais.
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> N&o corresponde a objetos de 1 MB ou menores, portanto, esses objetos sdo avaliados em relagao a
regra 3.

* Regra 3: 2 copias 2 data centers (padrao)
o E a Ultima regra e padré&o na politica. Nao utiliza filtros.

> Faga duas copias replicadas de todos os objetos nao correspondidos pela regra 1 ou regra 2 (objetos
nao pertencentes ao locatario A que tenham 1 MB ou menos).

Object
ingested
Active Policy
E#I:ﬂ'laﬂtﬁ' All objects belonging to
- Store 3 replicated copies at 3 sites Tenant A are stored
v
Rule 2 .
If any other tenant: — O:] J:,.lcés al:g;;:;zn
- Use EC coding for objects larger than 1 MB
v

Rule 3 (default rule)
If object does not match rule 1 or 2: ——
- Store 2 replicated copies at 2 sites

Any remaining objects
are stared

O que séo politicas ativas e inativas?

Cada sistema StorageGRID deve ter pelo menos uma politica ILM ativa. Se vocé quiser ter mais de uma
politica ILM ativa, crie tags de politica ILM e atribua uma politica a cada tag. Os locatarios entdo aplicam tags
aos buckets do S3. A politica padrao é aplicada a todos os objetos em buckets que nao tém uma tag de
politica atribuida.

Quando vocé cria uma politica ILM pela primeira vez, vocé seleciona uma ou mais regras ILM e as organiza
em uma ordem especifica. Depois de simular a politica para confirmar seu comportamento, vocé a ativara.

Quando vocé ativa uma politica de ILM, o StorageGRID usa essa politica para gerenciar todos os objetos,
incluindo objetos existentes e objetos recém-ingeridos. Os objetos existentes podem ser movidos para novos
locais quando as regras ILM na nova politica sdo implementadas.

Se vocé ativar mais de uma politica de ILM de cada vez e os locatarios aplicarem tags de politica a buckets do
S3, os objetos em cada bucket seréo gerenciados de acordo com a politica atribuida a tag.

Um sistema StorageGRID rastreia o historico de politicas que foram ativadas ou desativadas.

Consideragoes para criar uma politica ILM

« Utilize apenas a politica fornecida pelo sistema, a politica de copias Baseline 2, em sistemas de teste.
Para o StorageGRID 11,6 e versdes anteriores, a regra fazer 2 cépias nesta politica usa o pool de storage
de todos os nés de storage, que contém todos os locais. Se o seu sistema StorageGRID tiver mais de um
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local, duas cépias de um objeto poderao ser colocadas no mesmo local.

O pool de storage de todos os nds de storage é criado automaticamente durante a
instalagéo do StorageGRID 11,6 e versdes anteriores. Se vocé atualizar para uma versao

@ posterior do StorageGRID, o pool todos os nds de storage ainda existira. Se vocé instalar o
StorageGRID 11,7 ou posterior como uma nova instalagéo, o pool todos os nés de storage
nao sera criado.

* Ao projetar uma nova politica, considere todos os diferentes tipos de objetos que podem ser ingeridos em
sua grade. Certifique-se de que a politica inclui regras para corresponder e colocar esses objetos
conforme necessario.

* Mantenha a politica ILM o mais simples possivel. Isso evita situagdes potencialmente perigosas em que
os dados de objetos nao sao protegidos como pretendido quando as alteragdes sao feitas no sistema
StorageGRID ao longo do tempo.

« Certifique-se de que as regras da politica estdo na ordem correta. Quando a politica € ativada, objetos
novos e existentes sao avaliados pelas regras na ordem listada, comegando na parte superior. Por
exemplo, se a primeira regra de uma politica corresponder a um objeto, esse objeto ndo sera avaliado por
nenhuma outra regra.

A ultima regra em cada politica ILM é a regra ILM padrao, que nao pode usar nenhum filtro. Se um objeto
nao tiver sido correspondido por outra regra, a regra padrao controla onde esse objeto € colocado e por
quanto tempo ele é retido.

* Antes de ativar uma nova politica, revise todas as alteracdes que a politica esta fazendo no
posicionamento de objetos existentes. Alterar a localizacdo de um objeto existente pode resultar em
problemas de recursos temporarios quando 0s novos posicionamentos sao avaliados e implementados.

Criar politicas ILM

Crie uma ou mais politicas de ILM para atender aos seus requisitos de qualidade do
servigo.

Ter uma politica ILM ativa permite que vocé aplique as mesmas regras ILM a todos os locatarios e buckets.

Ter varias politicas de ILM ativas permite que vocé aplique as regras de ILM apropriadas a locatarios e
buckets especificos para atender a varios requisitos de qualidade do servico.

Crie uma politica ILM

Sobre esta tarefa

Antes de criar sua proépria politica, verifique se o "Politica ILM padrao"néo atende aos requisitos de storage.

Use apenas as politicas fornecidas pelo sistema, a Politica de copias 2 (para grades de um
local) ou a copia 1 por local (para grades de varios locais), em sistemas de teste. Para o

@ StorageGRID 11,6 e versbes anteriores, a regra padrao dessa politica usa o pool de storage de
todos os nos de storage, que contém todos os sites. Se o seu sistema StorageGRID tiver mais
de um local, duas cépias de um objeto poderéo ser colocadas no mesmo local.

Se o0 "A definicao Global S3 Object Lock foi ativada", vocé deve garantir que a diretiva ILM
@ esteja em conformidade com os requisitos dos buckets que tém o bloqueio de objeto S3
ativado. Nesta secéo, siga as instrugdes que mencionam ter o bloqueio de objeto S3 ativado.
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Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé tem o "permissdes de acesso necessarias".

* Vocé "Regras ILM criadas" tem baseado se o bloqueio de objeto S3 esta ativado.

S3 bloqueio de objetos nao ativado

> Vocé "Criou as regras ILM"deseja adicionar a politica. Conforme necessario, vocé pode salvar
uma politica, criar regras adicionais e editar a politica para adicionar as novas regras.

> Vocé tem "Criou uma regra ILM padrao” que ndo contém nenhum filtro.

S3 bloqueio de objetos ativado
o "Adefinicao Global S3 Object Lock ja esta ativada"O para o sistema StorageGRID.

> Vocé "Criou as regras ILM em conformidade e ndo compativel"deseja adicionar a politica.
Conforme necessario, vocé pode salvar uma politica, criar regras adicionais e editar a politica
para adicionar as novas regras.

> Vocé tem "Criou uma regra ILM padrao" para a politica que é compativel.

* Opcionalmente, vocé assistiu ao video: "Video: Politicas de gerenciamento do ciclo de vida das
informacgdes no StorageGRID 11,8"

Consulte também "Criar uma politica ILM: Viséao geral".

Passos
1. Selecione ILM > politicas.

Se a configuragéo Global S3 Object Lock estiver ativada, a pagina ILM Policies (politicas ILM) indica quais
regras ILM s&o compativeis.

2. Determine como vocé deseja criar a politica ILM.

Criar nova politica

a. Selecione criar politica.

Clonar a politica existente
a. Marque a caixa de selegdo da politica com a qual deseja comegar e selecione Clone.

Editar politica existente

a. Se uma politica estiver inativa, vocé podera edita-la. Marque a caixa de selegao da politica
inativa com a qual deseja comecar e selecione Editar.

3. No campo Nome da politica, insira um nome exclusivo para a politica.

4. Opcionalmente, no campo motivo da mudanga, insira o motivo pelo qual vocé esta criando uma nova
politica.

5. Para adicionar regras a politica, selecione Selecionar regras. Selecione um nome de regra para exibir as
configuragbes dessa regra.
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Se vocé estiver clonando uma politica:

o As regras usadas pela politica de clonagem séo selecionadas.

> Se a politica que vocé esta clonando usou quaisquer regras sem filtros que ndo eram a regra padrao,
vocé sera solicitado a remover todas, exceto uma dessas regras.

> Se a regra padrao usou um filtro, vocé sera solicitado a selecionar uma nova regra padrao.

> Se a regra padrao nao for a ultima regra, vocé podera mover a regra para o fim da nova politica.

S3 bloqueio de objetos nao ativado

a. Selecione uma regra padrao para a politica. Para criar uma nova regra padrao, selecione ILM
rules page.

A regra padréo se aplica a quaisquer objetos que nao correspondam a outra regra na politica. A
regra padréo nao pode usar nenhum filtro e € sempre avaliada por ultimo.

Nao use a regra fazer copias 2 como regra padrédo para uma politica. A regra fazer

@ 2 copias usa um unico pool de storage, todos os nos de storage, que contém todos
os locais. Se o seu sistema StorageGRID tiver mais de um local, duas copias de
um objeto poderéo ser colocadas no mesmo local.

S3 bloqueio de objetos ativado

a. Selecione uma regra padrao para a politica. Para criar uma nova regra padrao, selecione ILM
rules page.

A lista de regras contém apenas as regras que sdo compativeis e ndo usam filtros.

N&ao use a regra fazer cépias 2 como regra padrdo para uma politica. A regra fazer

@ 2 copias usa um unico pool de storage, todos os nos de storage, que contém todos
os locais. Se vocé usar essa regra, varias copias de um objeto podem ser
colocadas no mesmo site.

b. Se vocé precisar de uma regra "padrao” diferente para objetos em buckets S3 ndo compativeis,
selecione incluir uma regra sem filtros para buckets S3 nao compativeis e selecione uma
regra nao compativel que nao use um filtro.

Por exemplo, vocé pode querer usar um pool de armazenamento em nuvem para armazenar
objetos em buckets que nao tém o bloqueio de objeto S3 ativado.

@ Vocé s6 pode selecionar uma regra ndo compativel que nao use um filtro.

Consulte também "Exemplo 7: Politica de ILM compativel para bloqueio de objetos S3".

6. Quando terminar de selecionar a regra padrao, selecione continuar.

7. Para a etapa outras regras, selecione quaisquer outras regras que vocé deseja adicionar a politica. Essas
regras usam pelo menos um filtro (conta de locatario, nome do bucket, filiro avangado ou tempo de
referéncia nao atual). Em seguida, selecione Select.

A janela criar uma politica lista agora as regras selecionadas. A regra padrao esta no final, com as outras
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regras acima dela.

Se o bloqueio de objeto S3 estiver ativado e vocé também tiver selecionado uma regra "padrao" nao
compativel, essa regra sera adicionada como a regra segunda a ultima na politica.

Um aviso aparece se qualquer regra nao reter objetos para sempre. Quando vocé ativa

@ essa politica, vocé deve confirmar que deseja que o StorageGRID exclua objetos quando
as instru¢des de posicionamento da regra padrdo decorrerem (a menos que um ciclo de
vida de bucket mantenha os objetos por um periodo de tempo mais longo).

. Arraste as linhas para as regras nao padréo para determinar a ordem em que essas regras serao

avaliadas.

N&o é possivel mover a regra padrdo. Se o bloqueio de objetos S3 estiver ativado, também nao podera
mover a regra "padrao” ndo compativel se uma tiver sido selecionada.

Vocé deve confirmar se as regras ILM estao na ordem correta. Quando a politica é ativada,
objetos novos e existentes sdo avaliados pelas regras na ordem listada, comegando na
parte superior.

. Conforme necessario, selecione Selecionar regras para adicionar ou remover regras.
10.
1.
12.

Quando terminar, selecione Guardar.
Repita estas etapas para criar politicas ILM adicionais.

Simule uma politica de ILM. Vocé deve sempre simular uma politica antes de ativa-la para garantir que ela
funcione como esperado.

Simule uma politica

Simule uma politica em objetos de teste antes de ativar a politica e aplica-la aos dados de produgéo.

Antes de comecgar

» Vocé conhece o bucket/object-key do S3 ou o container/object-name do Swift para cada objeto que deseja

testar.

Passos

1.
2.
3.

Usando um cliente S3 ou Swift ou 0 "S3 Console", ingira os objetos necessarios para testar cada regra.
Na pagina politicas ILM, marque a caixa de seleg¢ao da politica e selecione simular.

No campo Object, digite S3 bucket/object-key ou Swift container/object-name para um objeto
de teste. Por exemplo, bucket-01/filename.png.

. Se o controle de versao S3 estiver ativado, insira opcionalmente um ID de verséo para o objeto no campo

Version ID.

. Selecione simular.

. Na secao resultados da simulagdo, confirme se cada objeto foi correspondido pela regra correta.

7. Para determinar qual pool de armazenamento ou perfil de codificagdo de apagamento esta em vigor,

selecione 0 nome da regra correspondente para ir para a pagina de detalhes da regra.
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Revise todas as alteragdes no posicionamento de objetos replicados e codificados por

@ apagamento existentes. Alterar a localizacdo de um objeto existente pode resultar em
problemas de recursos temporarios quando 0s novos posicionamentos sdo avaliados e
implementados.

Resultados

Quaisquer edigbes nas regras da politica seréo refletidas nos resultados da simulagdo e mostrardo a nova
correspondéncia e a correspondéncia anterior. A janela de politica simular mantém os objetos testados até
selecionar Clear All (Limpar tudo) ou o icone remove (remover ) para cada objeto na lista Simulation
Results (resultados da simulagéo).

Informacgdes relacionadas

"Exemplo de simulag¢des de politica ILM"

Ative uma politica

Quando vocé ativa uma Unica nova politica de ILM, os objetos existentes e os objetos recém-ingeridos sao
gerenciados por essa politica. Quando vocé ativa varias politicas, as tags de politica ILM atribuidas aos
buckets determinam os objetos a serem gerenciados.

Antes de ativar uma nova politica:

1. Simule a politica para confirmar que ela se comporta como vocé espera.

2. Revise todas as alteragdes no posicionamento de objetos replicados e codificados por apagamento
existentes. Alterar a localizagdo de um objeto existente pode resultar em problemas de recursos
temporarios quando os novos posicionamentos sao avaliados e implementados.

@ Erros em uma politica ILM podem causar perda de dados irrecuperavel.

Sobre esta tarefa

Quando vocé ativa uma politica de ILM, o sistema distribui a nova politica para todos os nés. No entanto, a
nova politica ativa pode néo ter efeito até que todos os nds de grade estejam disponiveis para receber a nova
politica. Em alguns casos, o sistema espera implementar uma nova politica ativa para garantir que os objetos
de grade nao sejam removidos acidentalmente. Especificamente:

» Se vocé fizer alteragdes de politica que aumentem a redundéancia de dados ou a durabilidade, essas
alteracdes serao implementadas imediatamente. Por exemplo, se vocé ativar uma nova politica que inclua
uma regra de trés copias em vez de uma regra de duas copias, essa politica sera implementada
imediatamente porque aumenta a redundancia de dados.

» Se vocé fizer alteragbes de politica que possam diminuir a redundancia de dados ou a durabilidade,
essas alteragbes nao serao implementadas até que todos os nds de grade estejam disponiveis. Por
exemplo, se vocé ativar uma nova politica que usa uma regra de duas copias em vez de uma regra de trés
copias, a nova politica aparecera na guia diretiva ativa, mas ela ndo entrara em vigor até que todos os nés
estejam online e disponiveis.

Passos
Siga as etapas para ativar uma politica ou varias politicas:
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Ative uma politica

Siga estes passos se tiver apenas uma politica ativa. Se ja tiver uma ou mais politicas ativas e estiver a
ativar politicas adicionais, siga os passos para ativar varias politicas.

1. Quando estiver pronto para ativar uma politica, selecione ILM > politicas.
Alternativamente, vocé pode ativar uma unica politica na pagina ILM > Policy tags.

2. Na guia politicas, marque a caixa de selegdo da politica que deseja ativar e selecione Ativar.
3. Siga o passo apropriado:

> Se uma mensagem de aviso solicitar que vocé confirme que deseja ativar a politica, selecione
OK.

o Se for apresentada uma mensagem de aviso contendo detalhes sobre a politica:
i. Analise os detalhes para garantir que a politica gerenciaria os dados conforme esperado.

i. Se aregra padrao armazenar objetos por um numero limitado de dias, revise o diagrama de
retencéo e digite esse numero de dias na caixa de texto.

ii. Se a regra padrdao armazenar objetos para sempre, mas uma ou mais outras regras tiver
retengéo limitada, digite yes na caixa de texto.

iv. Selecione Ativar politica.

Ative varias politicas
Para ativar varias politicas, vocé deve criar tags e atribuir uma politica a cada tag.

Quando vérias tags estao em uso, se os locatarios frequentemente reatribuirem tags de
politica a buckets, o desempenho da grade pode ser afetado. Se vocé tiver locatarios ndo
confiaveis, considere usar apenas a tag padrao.

1. Selecione ILM > Policy tags.
2. Selecione criar.

3. Na caixa de dialogo criar tag de politica, digite um nome de tag e, opcionalmente, uma descricao
para a tag.

Os nomes e as descricdes das etiquetas sao visiveis para os inquilinos. Escolha
valores que ajudardo os locatarios a tomar uma decisdo informada ao selecionar as

@ tags de politica a serem atribuidas a seus buckets. Por exemplo, se a politica atribuida
excluir objetos apds um periodo de tempo, vocé pode comunicar isso na descrigao.
Nao inclua informagdes confidenciais nesses campos.

4. Selecione criar tag.

5. Na tabela etiquetas de politica ILM, use a lista suspensa para selecionar uma politica a ser atribuida
a tag.

6. Se os avisos aparecerem na coluna limitagdes da politica, selecione Exibir detalhes da politica
para revisar a politica.

7. Garantir que cada politica gerencie os dados conforme o esperado.

8. Selecione Ativar politicas atribuidas. Ou selecione Limpar alterag6es para remover a atribuicéo
de politicas.
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9. Na caixa de dialogo Ativar politicas com novas tags, revise as descri¢des de como cada tag, politica
e regra gerenciara objetos. Facga alteragdes conforme necessario para garantir que as politicas
gerenciem objetos conforme o esperado.

10. Quando tiver certeza de que deseja ativar as politicas, digite sim na caixa de texto e selecione Ativar
politicas.

Informagdes relacionadas
"Exemplo 6: Alterando uma politica ILM"

Exemplo de simulagdes de politica ILM

Os exemplos de simulagdes de politicas de ILM fornecem diretrizes para estruturar e
modificar simulagdes para o seu ambiente.

Exemplo 1: Verificar regras ao simular uma politica ILM

Este exemplo descreve como verificar regras ao simular uma politica.

Neste exemplo, a politica exemplo de ILM esta sendo simulada contra os objetos ingeridos em dois buckets.
A politica inclui trés regras, como segue:
» A primeira regra, duas copias, dois anos para bucket-a, aplica-se apenas a objetos em bucket-a.

» A segunda regra, objetos EC > 1 MB, aplica-se a todos os intervalos, mas filtros em objetos com mais de
1 MB.

» Aterceira regra, duas copias, dois data centers, € a regra padrao. Ele ndo inclui nenhum filtro € ndo usa
o tempo de referéncia nao atual.

Depois de simular a politica, confirme se cada objeto foi correspondido pela regra correta.

Simulation results

Use this table to confirm the results of applying this policy to the selected objects.

Clearall | @

Object % VersionID % Rule matched @ 4% Previous match €@ % Actions
bucket-a/bucket-a object.pdf Two copies, two years for bucket-a X
bucket-b/test object greater than 1 MB.pdf EC objects > 1 MB X
bucket-b/test object less than 1 MB.pdf Two copies, two data centers e

Neste exemplo:

* bucket-a/bucket-a object.pdf corresponde corretamente a primeira regra, que filtra os objetos no
bucket-a.

* bucket-b/test object greater than 1 MB.pdf estd em bucket-b, porisso ndo corresponde a
primeira regra. Em vez disso, foi corretamente correspondido pela segunda regra, que filtra em objetos
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com mais de 1 MB.
* bucket-b/test object less than 1 MB.pdf nao corresponde aos filtros nas duas primeiras
regras, por isso sera colocado pela regra padrao, que nao inclui filtros.

Exemplo 2: Reordenar regras ao simular uma politica ILM

Este exemplo mostra como vocé pode reordenar regras para alterar os resultados ao simular uma politica.

Neste exemplo, a politica Demo esta sendo simulada. Esta politica, que se destina a encontrar objetos que
tenham metadados de usuario de série X-men, inclui trés regras, como segue:

* A primeira regra, PNGs, filtra os nomes das chaves que terminam em . png.

* A segunda regra, X-meN, aplica-se apenas a objetos para o locatario A e filtra os metadados series=x-
men do usuario.

» A ultima regra, duas copias dois data centers, € a regra padrao, que corresponde a quaisquer objetos
que nao correspondam as duas primeiras regras.
Passos

1. Depois de adicionar as regras e salvar a politica, selecione simular.
2. No campo Object, insira o bucket/object-key S3 ou o container/object-name Swift para um objeto de teste
e selecione Simulate.

Os resultados da simulagéo aparecem, mostrando que 0 Havok . png objeto foi correspondido pela regra
PNGs.

Simulation results

Use this table to confirm the results of applying this policy to the selected objects.

Clearall | @

Object = VersionID = Rule matched @ = Previous match @ = Actions

photos/Havok.png PNGs boe

No entanto, Havok.png foi feito para testar a regra X-men.

3. Para resolver o problema, reordene as regras.
a. Selecione Finish (concluir) para fechar a janela Simulate ILM Policy (simular politica ILM).
b. Selecione Editar para editar a politica.
c. Arraste a regra X-man para o topo da lista.
d. Selecione Guardar.
4. Selecione simular.
Os objetos que vocé testou anteriormente sao reavaliados em relagdo a politica atualizada e os novos
resultados da simulagcdo s&o mostrados. No exemplo, a coluna Rule Matched mostra que o Havok.png

objeto agora corresponde a regra de metadados X-men, conforme esperado. A coluna correspondéncia
anterior mostra que a regra PNGs correspondia ao objeto na simulagéo anterior.
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Simulation results

Use this table to confirm the results of applying this policy to the selected objects.
Clearall | @

Object = VersionIlD 4 Rule matched @ % Previous match @ 2 Actions

photos/Havok.png H-men PNGs x

Exemplo 3: Corrija uma regra ao simular uma politica ILM

Este exemplo mostra como simular uma politica, corrigir uma regra na politica e continuar a simulagéo.

Neste exemplo, a politica Demo esta sendo simulada. Esta politica destina-se a localizar objetos que tenham
series=x-men metadados de usuario. No entanto, resultados inesperados ocorreram ao simular essa
politica contra o Beast . jpg objeto. Em vez de corresponder a regra de metadados X-men, o objeto
correspondia a regra padrao, duas copias de dois data centers.

Simulation results

Use this table to confirm the results of applying this policy to the selected objects.
Clearall | @

Object = VersionID % Rule matched @ % Previous match @ 2 Actions

photos/Beast.jpg Two copies two data centers X

Quando um objeto de teste ndo é correspondido pela regra esperada na politica, vocé deve examinar cada
regra na politica e corrigir quaisquer erros.

Passos

1. Selecione Finish (concluir) para fechar a caixa de didlogo Simulate policy (simular politica). Na pagina de
detalhes da politica, selecione Diagrama de retengdo. Em seguida, selecione expandir tudo ou Exibir
detalhes para cada regra conforme necessario.

2. Revise a conta de locatario da regra, o tempo de referéncia e os critérios de filtragem.
Como exemplo, suponha que os metadados para a regra X-men foram inseridos como "x-men01" em vez
de "x-men".
3. Para resolver o erro, corrija a regra da seguinte forma:
o Se a regra fizer parte da politica, vocé pode clonar a regra ou remover a regra da politica e edita-la.

o Se a regra fizer parte da politica ativa, vocé devera clonar a regra. Nao é possivel editar ou remover
uma regra da politica ativa.

4. Execute a simulagdo novamente.

Neste exemplo, a regra X-meN corrigida agora corresponde ao Beast . jpg objeto com base nos
series=x-men metadados do usuario, conforme esperado.
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Simulation results

Use this table to confirm the results of applying this policy to the selected objects.
Clearall | @

Object = VersionIlD 4 Rule matched @ % Previous match @ 2 Actions

photos/Beast.jpg X-men b4

Gerenciar tags de politica ILM
Vocé pode exibir detalhes da tag de politica ILM, editar uma tag ou remover uma tag.

Antes de comecar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "permissdes de acesso necessarias".

Ver detalhes da etiqueta de politica ILM

Para ver os detalhes de uma tag:

1. Selecione ILM > Policy tags.
2. Selecione o nome da politica na tabela. A pagina de detalhes da tag é exibida.
3. Na pagina de detalhes, veja o histérico anterior das politicas atribuidas.

4. Visualize uma politica selecionando-a.

Editar etiqueta de politica ILM

Os nomes e as descrigdes das etiquetas sao visiveis para os inquilinos. Escolha valores que
ajudarao os locatarios a tomar uma decisao informada ao selecionar as tags de politica a serem

@ atribuidas a seus buckets. Por exemplo, se a politica atribuida excluir objetos apdés um periodo
de tempo, vocé pode comunicar isso na descricdo. Nao inclua informagdes confidenciais
nesses campos.

Para editar a descricdo de uma tag existente:

1. Selecione ILM > Policy tags.

2. Marque a caixa de selegéo para a tag e selecione Editar.

Em alternativa, selecione o nome da etiqueta. A pagina de detalhes da tag € exibida e vocé pode
selecionar Editar nessa pagina.

3. Altere a descrigao da tag conforme necessario
4. Selecione Guardar.

Remova a etiqueta de politica ILM

Quando vocé remove uma tag de politica, todos os buckets atribuidos a essa tag terao a politica padréao
aplicada.
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Para remover uma etiqueta:

1. Selecione ILM > Policy tags.
2. Marque a caixa de selecdo para a tag e selecione Remover. E apresentada uma caixa de dialogo de
confirmagéo.

Em alternativa, selecione o nome da etiqueta. A pagina de detalhes da tag € exibida e vocé pode
selecionar Remover nessa pagina.

3. Selecione Sim para excluir a tag.

Verifique uma politica ILM com pesquisa de metadados de objeto

Depois de ativar uma politica ILM, vocé deve ingerir objetos de teste representativos no
sistema StorageGRID. Em seguida, vocé deve fazer uma pesquisa de metadados de
objeto para confirmar que as copias estao sendo feitas conforme o pretendido e
colocadas nos locais corretos.

Antes de comecar
» Vocé tem um identificador de objeto, que pode ser um dos seguintes:

o UUID: O Identificador universalmente exclusivo do objeto. Introduza o UUID em todas as maiusculas.

o CBID: O identificador exclusivo do objeto dentro do StorageGRID. Vocé pode obter o CBID de um
objeto a partir do log de auditoria. Introduza o CBID em todas as maiusculas.

> 83 bucket e chave de objeto: Quando um objeto é ingerido através da interface S3, o aplicativo
cliente usa uma combinagéo de bucket e chave de objeto para armazenar e identificar o objeto. Se o
bucket S3 estiver versionado e vocé quiser procurar uma versao especifica de um objeto S3 usando o
bucket e a chave do objeto, vocé tem o version ID.

> * Nome do contentor e objeto Swift*: Quando um objeto é ingerido através da interface Swift, o
aplicativo cliente usa uma combinagcédo de nome de contentor e objeto para armazenar e identificar o
objeto.

Passos
1. Ingira o objeto.

2. Selecione ILM > Object metadata lookup.

3. Digite o identificador do objeto no campo ldentificador. VVocé pode inserir um UUID, CBID, S3
bucket/object-key ou Swift container/object-name.

4. Opcionalmente, insira um ID de versao para o objeto (apenas S3).
5. Selecione Procurar.
Os resultados da pesquisa de metadados de objeto aparecem. Esta pagina lista os seguintes tipos de
informacdes:
o Metadados do sistema, incluindo:
= Cdédigo Objeto (UUID)
= nome do objeto
= nome do recipiente

= Tipo de resultado (objeto, marcador de exclusao, bucket S3 ou contentor Swift)
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= Nome ou ID da conta do locatario
= tamanho légico do objeto
= data e hora em que o objeto foi criado pela primeira vez
= data e hora em que o objeto foi modificado pela ultima vez
Quaisquer pares de valor-chave de metadados de usuario personalizados associados ao objeto.
Para objetos S3D, qualquer par de chave-valor de marca de objeto associado ao objeto.
Para copias de objetos replicadas, o local de storage atual de cada cdpia.
Para copias de objetos com codificagdo de apagamento, o local de storage atual de cada fragmento.

Para copias de objetos em um Cloud Storage Pool, o local do objeto, incluindo o nome do bucket
externo e o identificador exclusivo do objeto.

Para objetos segmentados e objetos de varias partes, uma lista de segmentos, incluindo
identificadores de segmento e tamanhos de dados. Para objetos com mais de 100 segmentos, apenas
os primeiros 100 segmentos s&do mostrados.

Todos os metadados de objetos no formato de armazenamento interno ndo processado. Esses
metadados brutos incluem metadados internos do sistema que nao s&o garantidos para persistir de
liberacao para liberacéo.

O exemplo a seguir mostra os resultados da pesquisa de metadados de objeto para um objeto de teste
S3 que é armazenado como duas copias replicadas.

@ A captura de tela a seguir € um exemplo. Seus resultados variam de acordo com a
versdo do StorageGRID.
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System Metadata

Object 1D A1ZE9EFF-B13F-4905-9E9E-453T73FEETDAB
Mame testobject

Container source

Account 1-1582139188

Size h24 MB

Creation Time 2020-02-19 12:15:59 PST

Modifisd Time 2020-02-19 12:15:59 PST

Replicated Copies

Node Disk Path

9997 ivarflocalrangedb/2/p/06/0BI00NMEHS TFERQQYCVIE
99-99 fvarflocalirangedb/1/p/12/0A/00nMBHS [ TFEoW28ICXG%
Raw Metadata

“TYRE™ - “ETHT",

“CHND™ 1 "ALZESGFF-Bl3F-499@5-9E9E-45373F0ETDAR™,
"MAME™: “testobject”,

TCEIDT: "ex3B2IDETECTCIBLIS",

"PrHNDY: "FEABAES1-5348A-11EA-SFCD-31FFEaC 30050,
"PPTH™: "source”,

"META":2" {
"BASE": {

“BAWST: 27,
6. Confirme se o objeto esta armazenado no local ou locais corretos e se € o tipo correto de copia.

Se a opgao Auditoria estiver ativada, vocé também podera monitorar o log de auditoria para
a mensagem regras de objeto ORLM atendidas. A mensagem de auditoria ORLM pode

@ fornecer mais informacdes sobre o status do processo de avaliagéo ILM, mas nao pode
fornecer informagdes sobre a corregdo do posicionamento dos dados do objeto ou a
integridade da politica ILM. Vocé deve avaliar isso sozinho. Para obter detalhes, "Rever
registos de auditoria"consulte .

Informacgdes relacionadas
* "USE AAPI REST DO S3"

» "Use a API Swift REST"

Trabalhe com politicas ILM e regras ILM

A medida que seus requisitos de storage mudam, talvez seja necessario implementar
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politicas adicionais ou modificar as regras de ILM associadas a uma politica. Vocé pode
visualizar métricas ILM para determinar o desempenho do sistema.

Antes de comecar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Ver politicas ILM

Para exibir politicas ILM ativas e inativas e historico de ativagdo de politicas:

1. Selecione ILM > politicas.

2. Selecione politicas para exibir uma lista de politicas ativas e inativas. A tabela lista 0 nome de cada
politica, as tags as quais a politica é atribuida e se a politica esta ativa ou inativa.

3. Selecione Historico de ativagao para ver uma lista de datas de inicio e término de ativacao para politicas.

4. Selecione um nome de politica para exibir os detalhes da politica.

Se vocé exibir os detalhes de uma politica cujo status é editado ou excluido, uma
mensagem sera exibida explicando que vocé esta exibindo a verséo da politica que estava
ativa para o periodo de tempo especificado e que foi editada ou excluida.

Editar uma politica ILM

Vocé s6 pode editar uma politica inativa. Se vocé quiser editar uma politica ativa, desative-a ou crie um clone
e edite o clone.

Para editar uma politica:

1. Selecione ILM > politicas.
2. Marque a caixa de selegéo da politica que deseja editar e selecione Editar.
3. Edite a politica seguindo as instru¢des em "Criar politicas ILM".

4. Simule a politica antes de a reativar.

Uma politica de ILM que foi configurada incorretamente pode resultar em perda de dados

@ irrecuperavel. Antes de ativar uma politica ILM, revise cuidadosamente a politica ILM e suas
regras ILM e simule a politica ILM. Confirme sempre que a politica de ILM funcionara como
pretendido.

Clonar uma politica de ILM

Para clonar uma politica ILM:

1. Selecione ILM > politicas.
2. Marque a caixa de selegdo da politica que deseja clonar e selecione Clone.

3. Crie uma nova politica comegando com a politica clonada seguindo as instrugdes do "Criar politicas ILM".
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Uma politica de ILM que foi configurada incorretamente pode resultar em perda de dados

@ irrecuperavel. Antes de ativar uma politica ILM, revise cuidadosamente a politica ILM e suas
regras ILM e simule a politica ILM. Confirme sempre que a politica de ILM funcionara como
pretendido.

Remover uma politica ILM
Vocé s6 pode remover uma politica ILM se ela estiver inativa. Para remover uma politica:

1. Selecione ILM > politicas.
2. Marque a caixa de selegéo da politica inativa que deseja remover.

3. Selecione Remover.

Exibir detalhes da regra ILM

Para exibir os detalhes de uma regra ILM, incluindo o diagrama de retencéo e as instru¢des de
posicionamento da regra:

1. Selecione ILM > regras.

2. Selecione o nome da regra cujos detalhes vocé deseja exibir. Exemplo:

2 copies 2 data centers

Compliant: No
Ingest behavior: Strict
Reference time: Noncurrent time
| Clone | ‘ Edit | | Remave |
Rule detail Used in policies

Time period and placements

Retention diagram Placement instructions

Sort placements by Time period Storage pool Replicated copy Erasure-coded (EC) copy

Rule analysis: * Objects processed by this rule will not be deleted by ILM.

Reference time: Noncurrent time  Ingest behavior: Strict
Day 0

Day 0 - forever

2 replicated copies - Data Center 1

EC 2+1 - Data Center 1

Duration Forever

Além disso, vocé pode usar a pagina de detalhes para clonar, editar ou remover uma regra. Vocé nao pode
editar ou remover uma regra se ela for usada em qualquer politica.
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Clonar uma regra ILM

Vocé pode clonar uma regra existente se quiser criar uma nova regra que use algumas das configuragdes da
regra existente. Se vocé precisar editar uma regra usada em qualquer politica, clonar a regra e fazer
alteragdes no clone. Depois de fazer alteragdes no clone, vocé pode remover a regra original da politica e
substitui-la pela versdo modificada, conforme necessario.

@ Vocé nao pode clonar uma regra ILM se ela foi criada usando o StorageGRID versao 10,2 ou
anterior.

Passos
1. Selecione ILM > regras.

2. Marque a caixa de selegéo da regra que deseja clonar e selecione Clone. Em alternativa, selecione o
nome da regra e, em seguida, selecione Clone na pagina de detalhes da regra.

3. Atualize a regra clonada seguindo as etapas de Editar uma regra ILM e "Usando filtros avangados em
regras ILM".

Ao clonar uma regra ILM, vocé deve inserir um novo nome.

Editar uma regra ILM

Talvez seja necessario editar uma regra ILM para alterar um filtro ou uma instrugéo de colocagéao.

Nao é possivel editar uma regra se ela for usada em qualquer politica ILM. Em vez disso, vocé pode clone a
regra e fazer todas as alteragdées necessarias na copia clonada.

Uma politica de ILM que foi configurada incorretamente pode resultar em perda de dados

@ irrecuperavel. Antes de ativar uma politica ILM, revise cuidadosamente a politica ILM e suas
regras ILM e simule a politica ILM. Confirme sempre que a politica de ILM funcionara como
pretendido.
Passos

1. Selecione ILM > regras.
2. Confirme se a regra que vocé deseja editar ndo € usada em nenhuma politica ILM.

3. Se a regra que vocé deseja editar ndo estiver em uso, marque a caixa de selecdo da regra e selecione
acoes > Editar. Em alternativa, selecione o nome da regra e, em seguida, selecione Editar na pagina de
detalhes da regra.

4. Conclua as etapas do assistente Editar regra ILM. Conforme necessario, siga os passos para "Criando
uma regra ILM" e "Usando filtros avangcados em regras ILM".

Ao editar uma regra ILM, vocé ndo pode alterar seu nome.

Remova uma regra ILM

Para manter a lista de regras atuais do ILM gerenciavel, remova todas as regras do ILM que vocé
provavelmente nao usara.

Passos
Para remover uma regra ILM que esta atualmente usada em uma politica ativa:
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1. Clonar a politica.
2. Remova a regra ILM do clone de politica.
3. Salve, simule e ative a nova politica para garantir que os objetos estejam protegidos conforme esperado.

4. Va para as etapas para remover uma regra ILM que esta sendo usada atualmente em uma politica inativa.
Para remover uma regra ILM que esta atualmente usada em uma politica inativa:

1. Selecione a politica inativa.
2. Remova a regra ILM da politica ou remova a politica.

3. Va para as etapas para remover uma regra ILM que ndo € usada atualmente.
Para remover uma regra ILM que nao é usada atualmente:

1. Selecione ILM > regras.
2. Confirme se a regra que vocé deseja remover nao € usada em nenhuma politica.

3. Se aregra que vocé deseja remover ndo estiver em uso, selecione a regra e selecione agées > Remover.
Vocé pode selecionar varias regras e remover todas elas ao mesmo tempo.

4. Selecione Sim para confirmar que deseja remover a regra ILM.
Ver métricas ILM
Vocé pode exibir métricas para ILM, como o numero de objetos na fila e a taxa de avaliagdo. Vocé pode
monitorar essas métricas para determinar o desempenho do sistema. Uma fila grande ou taxa de avaliagéo
pode indicar que o sistema ndo é capaz de acompanhar a taxa de ingestao, a carga dos aplicativos cliente é

excessiva ou que existe alguma condigao anormal.

Passos
1. Selecione Dashboard > ILM.

@ Como o painel pode ser personalizado, a guia ILM pode nao estar disponivel.

2. Monitore as métricas na guia ILM.

Vocé pode selecionar o ponto de interrogacao gpara ver uma descri¢do dos itens na guia ILM.
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Use o bloqueio de objetos S3D.

Gerencie objetos com o S3 Object Lock

Como administrador de grade, vocé pode ativar o bloqueio de objeto S3 para seu
sistema StorageGRID e implementar uma politica ILM compativel para ajudar a garantir

que os objetos em buckets S3 especificos ndo sejam excluidos ou substituidos por um

periodo de tempo especificado.

O que é S3 Object Lock?

O recurso bloqueio de objetos do StorageGRID S3 é uma solugao de protecado de objetos equivalente ao
bloqueio de objetos do S3 no Amazon Simple Storage Service (Amazon S3).

Como mostrado na figura, quando a configuragao global de bloqueio de objeto S3D esta ativada para um
sistema StorageGRID, uma conta de locatario S3D pode criar buckets com ou sem bloqueio de objeto S3D
ativado. Se um bucket tiver o bloqueio de objetos S3 ativado, o controle de versao do bucket € necessario e €

ativado automaticamente.

Se um bucket tiver o bloqueio de objeto S3 ativado, os aplicativos cliente S3 podem, opcionalmente,
especificar configuragdes de retengéo para qualquer versao de objeto salva nesse bucket.

Além disso, um bucket com o bloqueio de objetos S3 ativado pode, opcionalmente, ter um modo de retengao
e um periodo de retencao padrdo. As configuragcdes padrao se aplicam somente a objetos que séo
adicionados ao bucket sem suas proprias configuragdes de retencao.
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StorageGRID with S3 Object Lock setting enabled

StorageGRID S3 tenant

Bucket without Bucket with Bucket with 53 Object Lock
53 Object Lock 53 Object Lock and default retention
Dbix_ects Wit!] New objects without
53 client | | Objects without e retention settings
application retention settings
A
Objects without Objects with
retention settings retention settings

’

Modos de retengao

O recurso bloqueio de objetos do StorageGRID S3 suporta dois modos de retencao para aplicar diferentes
niveis de protecédo aos objetos. Esses modos sdo equivalentes aos modos de retengdo do Amazon S3.
* No modo de conformidade:
> O objeto ndo pode ser excluido até que sua data de retengao seja alcangada.
> O retent-until-date do objeto pode ser aumentado, mas n&o pode ser diminuido.
> A data de retengdo do objeto ndo pode ser removida até que essa data seja atingida.
* No modo de governanca:

> Os usuarios com permissao especial podem usar um cabecalho de desvio em solicitagbes para
modificar determinadas configuragbes de retencao.

o Esses usuarios podem excluir uma versao de objeto antes de sua data de retengéo ser alcangada.

o Esses usuarios podem aumentar, diminuir ou remover a data de retencéo até um objeto.

Configuragoes de retengéo para versées de objetos

Se um bucket for criado com o bloqueio de objeto S3 ativado, os usuarios poderéo usar o aplicativo cliente S3
para especificar opcionalmente as seguintes configuragdes de retengéo para cada objeto adicionado ao
bucket:

* Modo de retengao: Conformidade ou governanca.

» Retent-until-date: Se a data de retent-until de uma verséo de objeto estiver no futuro, o objeto pode ser
recuperado, mas nao pode ser excluido.

* Retencgéo legal: Aplicar uma retencgéo legal a uma versao de objeto bloqueia imediatamente esse objeto.
Por exemplo, vocé pode precisar colocar uma retengéo legal em um objeto relacionado a uma
investigacao ou disputa legal. Uma retengao legal ndo tem data de expiragdo, mas permanece em vigor
até que seja explicitamente removida. As obrigagdes legais s&o independentes da retencado até a data.
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@ Se um objeto estiver sob uma retencgéao legal, ninguém podera excluir o objeto,
independentemente de seu modo de retengao.

Para obter detalhes sobre as configuragdes do objeto, "Use a API REST do S3 para configurar o bloqueio
de objetos do S3"consulte .

Configuragao de retengao padrao para buckets

Se um bucket for criado com o bloqueio de objetos S3 ativado, os usuarios podem especificar opcionalmente
as seguintes configuragdes padréo para o bucket:

* Modo de retengao padrao: Conformidade ou governanca.

* Periodo de retengao padrao: Quanto tempo as novas versoes de objetos adicionadas a este intervalo
devem ser mantidas, a partir do dia em que séo adicionadas.

As configuragdes padrao de bucket se aplicam somente a novos objetos que ndo tém suas proprias
configuragdes de retengéo. Os objetos de bucket existentes ndo sédo afetados quando vocé adiciona ou altera
essas configuracdes padrao.

"Crie um bucket do S3"Consulte e "Atualizagao S3 retengao padrao bloqueio Objeto".

Comparacao do S3 Object Lock com a conformidade legada

O bloqueio de objetos S3 substitui o recurso de conformidade que estava disponivel em versdes anteriores do
StorageGRID. Como o recurso de bloqueio de objetos S3 estd em conformidade com os requisitos do Amazon
S3, ele deprecia o recurso proprietario de conformidade do StorageGRID, que agora é chamado de
"conformidade legada".

A configuracéo de conformidade global esta obsoleta. Se vocé ativou essa configuragdo usando
uma versao anterior do StorageGRID, a configuragéo bloqueio de objeto S3 sera ativada

@ automaticamente. Vocé pode continuar usando o StorageGRID para gerenciar as configuragdes
de buckets em conformidade existentes; no entanto, ndo é possivel criar novos buckets em
conformidade. Para obter detalhes, "Base de Conhecimento da NetApp: Como gerenciar
buckets em conformidade com o legado no StorageGRID 11,5" consulte .

Se vocé usou o recurso de conformidade legado em uma verséao anterior do StorageGRID, consulte a tabela a
seguir para saber como ele se compara ao recurso bloqueio de objetos S3 no StorageGRID.

S3 bloqueio de objetos Conformidade (legado)
Como o recurso é ativado No Gerenciador de Grade, Ja nao é suportado.
globalmente? selecione CONFIGURATION >

System > S3 Object Lock.

Como o recurso esta habilitado Os usuarios devem habilitar o Ja néao é suportado.
para um bucket? blogueio de objeto S3 ao criar um

novo bucket usando o Gerenciador

de locatario, a API de

gerenciamento de locatario ou a

API REST S3.
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O controle de versdo do bucket é
suportado?

Como a retengéo de objetos é
definida?

O periodo de retencéo pode ser
alterado?

Onde é controlada a guarda legal?

Quando os objetos podem ser
excluidos?

A configuracgéo do ciclo de vida do
bucket é suportada?
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S3 bloqueio de objetos

Sim. O controle de versao do
bucket € necessario e € ativado
automaticamente quando o
blogueio de objetos S3 ¢ ativado
para o bucket.

Os usuarios podem definir uma
data de retencéao até cada versao
do objeto ou definir um periodo de
retengdo padrao para cada bucket.

* No modo de conformidade, a
data de retencao até uma
versao de objeto pode ser
aumentada, mas nunca
diminuida.

* No modo de governanca, 0s
usuarios com permissdes
especiais podem diminuir ou
até mesmo remover as
configuragdes de retengéo de
um objeto.

Os usuarios podem colocar uma
retencéo legal ou levantar uma
retengao legal para qualquer
versao de objeto no bucket.

* No modo de conformidade,
uma versao de objeto pode ser
excluida apoés a data de
retencéo ser alcangada,
assumindo que o objeto nao
esta sob retencéo legal.

* No modo de governanca, os
usuarios com permissdes
especiais podem excluir um
objeto antes de sua data de
retencao ser alcancada,
supondo que o objeto ndo
esteja sob retencédo legal.

Sim

Conformidade (legado)

Nao

Os usuarios devem definir um
periodo de retengao para todo o
bucket. O periodo de retengéo
aplica-se a todos os objetos no
balde.

O periodo de retencédo de um balde
pode ser aumentado, mas nunca
diminuido.

Uma retencao legal é colocada no
balde e afeta todos os objetos no
balde.

Um objeto pode ser excluido apds
o periodo de retencao expirar,
supondo que o intervalo nao esteja
sob retencao legal. Os objetos
podem ser excluidos
automaticamente ou manualmente.



Fluxo de trabalho para S3 Object Lock

Como administrador de grade, vocé deve coordenar estreitamente com os usuarios do
locatario para garantir que os objetos estejam protegidos de uma maneira que atenda
aos requisitos de retencgao.

O diagrama de fluxo de trabalho mostra as etapas de alto nivel para usar o bloqueio de objetos S3D. Estas
etapas sédo executadas pelo administrador da grade e pelos usuarios do locatario.

Grid Review considerations for
Administrator 53 Object Lock
I=
: Create new default rule
default rule in Ho
. - — that keeps =t least two
ZELLE ILM peiay copies forever
compliant?
v’ l
Enable global Create new ILM policy
53 Object Lock setting * and activate
Maintain compliant LM
rules and ILM policy
|
Y
Review considerstionsfor
Tenant User using 53 Dhject Lock
Isthe global N .
53 Object lock  —o g ﬁ‘fdm?.‘:;t‘fa:d
setting enabled? il or
+ Yes
Create bucket with 53 Optionally, set defaul
Object Lock enabled » bucket retention settings
Add objects |
Optionally specify object
level retention settings

Tarefas de administrador de grade

Como mostra o diagrama de fluxo de trabalho, um administrador de grade deve executar duas tarefas de alto
nivel antes que os usuarios de S3 locatarios possam usar o bloqueio de objeto S3:

1. Crie pelo menos uma regra ILM compativel e torne essa regra a regra padrao em uma politica ILM ativa.

2. Ative a configuragao global de bloqueio de objetos S3D para todo o sistema StorageGRID.

Tarefas do usuario do locatario

Depois que a configuragao global S3 Object Lock for ativada, os locatarios podem executar estas tarefas:
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1. Crie buckets que tenham o bloqueio de objeto S3 ativado.

2. Opcionalmente, especifique as configuragdes de retengédo padréo para o bucket. Todas as configuragbes
padrao de bucket sdo aplicadas apenas a novos objetos que ndo tém suas proprias configuracoes de
retencéo.

3. Adicione objetos a esses buckets e, opcionalmente, especifique periodos de retengéo no nivel do objeto e
configuragdes de retencéo legal.

4. Conforme necessario, atualize a retencao padréo para o bucket ou atualize o periodo de retengdo ou a
configuragéo de retengao legal para um objeto individual.

Requisitos para o bloqueio de objetos S3

Vocé deve analisar os requisitos para ativar a configuracéo global de bloqueio de objetos
S3, os requisitos para criar regras de ILM e politicas de ILM compativeis e as restrigoes
que o StorageGRID coloca em buckets e objetos que usam o bloqueio de objetos S3.

Requisitos para usar a configuragao global S3 Object Lock

» Vocé deve ativar a configuracao global de bloqueio de objetos S3 usando o Gerenciador de Grade ou a
API de Gerenciamento de Grade antes que qualquer locatario S3 possa criar um bucket com o bloqueio
de objetos S3 ativado.

« Ativar a configuragao global S3 Object Lock permite que todas as contas de locatario do S3 criem buckets
com o0 S3 Object Lock ativado.

» Depois de ativar a definigdo global S3 Object Lock, ndo pode desativar a definigcao.

* Vocé nao pode ativar o bloqueio de objetos S3 global a menos que a regra padrao em todas as politicas
ILM ativas seja compliant (ou seja, a regra padrao deve cumprir com os requisitos de buckets com o
blogueio de objetos S3 ativado).

» Quando a configuracao global S3 Object Lock esta ativada, vocé ndo pode criar uma nova politica ILM ou
ativar uma politica ILM existente, a menos que a regra padrdo da politica seja compativel. Depois que a
configuragéo global S3 Object Lock tiver sido ativada, as paginas de regras ILM e politicas ILM indicam
quais regras ILM sédo compativeis.

Requisitos para regras ILM compativeis

Se vocé quiser ativar a configuragao global S3 Object Lock, certifique-se de que a regra padrdo em todas as
politicas ILM ativas seja compativel. Uma regra em conformidade satisfaz os requisitos de ambos os buckets
com o S3 Object Lock ativado e quaisquer buckets existentes que tenham a conformidade legada ativada:

* Ele precisa criar pelo menos duas copias de objeto replicadas ou uma copia codificada por apagamento.

» Essas copias devem existir nos nés de storage durante toda a duragédo de cada linha nas instru¢des de
posicionamento.

* As copias de objetos ndo podem ser salvas em um pool de armazenamento em nuvem.
* As coépias de objetos ndo podem ser guardadas nos nés de arquivo.

* Pelo menos uma linha das instrugbes de colocagdo deve comegar no dia 0, usando tempo de ingestao
como hora de referéncia.

* Pelo menos uma linha das instrugbes de colocagdo deve ser "para sempre”.
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Requisitos para politicas de ILM

Quando a configuragéo global S3 Object Lock esta ativada, as politicas ILM ativas e inativas podem incluir
regras compativeis e ndo compativeis.

* Aregra padrdo em uma politica ILM ativa ou inativa deve ser compativel.

* Regras ndo compativeis aplicam-se apenas a objetos em buckets que ndo tenham o bloqueio de objetos
S3 ativado ou que nao tenham o recurso de conformidade legado habilitado.

* Regras compativeis podem se aplicar a objetos em qualquer bucket; o bloqueio de objetos do S3 ou a
conformidade legada nao precisam ser ativados para o bucket.

Uma politica de ILM compativel pode incluir estas trés regras:

1. Uma regra em conformidade que cria copias codificadas de apagamento dos objetos em um bucket
especifico com o bloqueio de objeto S3 ativado. As cépias de EC sdo armazenadas nos nés de storage do
dia 0 para sempre.

2. Regra nao compativel que cria duas copias de objetos replicadas em nés de storage por um ano e move
uma copia de objeto para nés de arquivamento e armazenamentos que sédo copiados para sempre. Esta
regra so se aplica a buckets que nao tém o bloqueio de objeto S3 ou a conformidade legada ativada
porque armazena apenas uma copia de objeto para sempre e usa nds de arquivo.

3. Regra padrdao em conformidade que cria duas copias de objetos replicadas nos nés de storage do dia 0
para sempre. Esta regra se aplica a qualquer objeto em qualquer bucket que nao tenha sido filtrado pelas
duas primeiras regras.

Requisitos para buckets com bloqueio de objeto S3 ativado

» Se a configuragao global de bloqueio de objeto S3 estiver ativada para o sistema StorageGRID, vocé
podera usar o Gerenciador de locatario, a APl de gerenciamento de locatario ou a APl REST S3 para criar
buckets com o bloqueio de objeto S3 ativado.

» Se vocé planeja usar o bloqueio de objetos S3D, vocé deve ativar o bloqueio de objetos S3D ao criar o
bucket. Nao é possivel ativar o bloqueio de objetos S3 para um bucket existente.

* Quando o bloqueio de objeto S3 esta ativado para um bucket, o StorageGRID ativa automaticamente o
controle de versao desse bucket. Nao é possivel desativar o bloqueio de objetos S3 ou suspender o
controle de versao para o bucket.

* Opcionalmente, vocé pode especificar um modo de retencédo padrdo e um periodo de retengao para cada
bucket usando o Gerenciador de locatarios, a API de gerenciamento do locatario ou a APl REST do S3.
As configuragdes de retencao padrao do bucket se aplicam somente a novos objetos adicionados ao
bucket que ndo tém suas proprias configuragdes de retengéo. Vocé pode substituir essas configuragoes
padréo especificando um modo de retengdo e manter-até-data para cada versao do objeto quando ele é
carregado.

A configuragéo do ciclo de vida do bucket é compativel com buckets com o S3 Object Lock ativado.

» Areplicagdo do CloudMirror ndo é compativel com buckets com o S3 Object Lock ativado.

Requisitos para objetos em buckets com o bloqueio de objetos S3 ativado

« Para proteger uma versao de objeto, vocé pode especificar configuragdes de retengdo padréo para o
bucket ou especificar configuragdes de retengdo para cada verséo do objeto. As configuracdes de
retengéo no nivel do objeto podem ser especificadas usando o aplicativo cliente S3 ou a API REST S3.

* As configuragdes de retencao se aplicam a versdes de objetos individuais. Uma versao de objeto pode ter
uma configuragao de retengéo de data e de retengao legal, uma mas nao a outra, ou nenhuma.

103



Especificar uma configuragao reter-até-data ou retengao legal para um objeto protege apenas a versao
especificada na solicitagdo. Vocé pode criar novas versdes do objeto, enquanto a versao anterior do
objeto permanece bloqueada.

Ciclo de vida dos objetos em buckets com o bloqueio de objetos S3 ativado

Cada objeto que € salvo em um bucket com o S3 Object Lock ativado passa por estes estagios:
1. * Ingestado de objetos*

Quando uma verséo de objeto € adicionada ao bucket que tem o bloqueio de objeto S3 ativado, as
configuragdes de retencao sio aplicadas da seguinte forma:

> Se as configuragdes de retencao forem especificadas para o objeto, as configuragdes de nivel do
objeto serao aplicadas. Todas as configuragées padréo do bucket sdo ignoradas.

> Se nao forem especificadas configuragdes de retengao para o objeto, as configuragdes padrao de
bucket serédo aplicadas, se existirem.

> Se nenhuma configuragéo de retengéo for especificada para o objeto ou o bucket, o objeto ndo sera
protegido pelo bloqueio de objeto S3.

Se as configuragdes de retengao forem aplicadas, o objeto e quaisquer metadados definidos pelo usuario
do S3 serao protegidos.

2. * Retengéao e exclusao de objetos*

Varias copias de cada objeto protegido sao armazenadas pelo StorageGRID durante o periodo de
retengéo especificado. O nimero exato e o tipo de copias de objetos e os locais de storage séo
determinados pelas regras em conformidade nas politicas ativas de ILM. Se um objeto protegido pode ser
excluido antes de sua data de retencéo ser alcancada depende de seu modo de retencao.

> Se um objeto estiver sob uma retengao legal, ninguém podera excluir o objeto, independentemente de
seu modo de retengao.

Informacgdes relacionadas
* "Crie um bucket do S3"

* "Atualizagdo S3 retengéo padrao bloqueio Objeto"
* "Use a APl REST do S3 para configurar o bloqueio de objetos do S3"

» "Exemplo 7: Politica de ILM compativel para bloqueio de objetos S3"

Ative o bloqueio de objetos S3 globalmente

Se uma conta de locatario do S3 precisar atender aos requisitos regulatorios ao salvar
dados de objeto, vocé devera ativar o bloqueio de objeto do S3 para todo o seu sistema
StorageGRID. Ativar a configuragao global S3 Object Lock permite que qualquer usuario
do locatario do S3 crie e gerencie buckets e objetos com o S3 Object Lock.

Antes de comecar
* Vocé tem o "Permissao de acesso a raiz".

* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé revisou o fluxo de trabalho do S3 Object Lock e entende as consideragoes.
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* Vocé confirmou que a regra padréo na politica ILM ativa é compativel. "Crie uma regra |[LM
padrao"Consulte para obter detalhes.

Sobre esta tarefa

Um administrador de grade deve habilitar a configuragéo global S3 Object Lock para permitir que os usuarios
do locatario criem novos buckets com o S3 Object Lock ativado. Depois que esta definigdo estiver ativada,
nao pode ser desativada.

A configuragéo de conformidade global esta obsoleta. Se vocé ativou essa configuragdo usando
uma versao anterior do StorageGRID, a configuragéo bloqueio de objeto S3 sera ativada

@ automaticamente. Vocé pode continuar usando o StorageGRID para gerenciar as configuragdes
de buckets em conformidade existentes; no entanto, ndo é possivel criar novos buckets em
conformidade. Para obter detalhes, "Base de Conhecimento da NetApp: Como gerenciar
buckets em conformidade com o legado no StorageGRID 11,5" consulte .

Passos
1. Selecione CONFIGURATION > System > S3 Object Lock.

A pagina Configuragdes de bloqueio de objetos S3 € exibida.

2. Selecione Ativar bloqueio de objetos S3.

3. Selecione aplicar.

Uma caixa de didlogo de confirmacao € exibida e lembra que vocé nao pode desativar o bloqueio de
objeto S3 depois que ele estiver ativado.

4. Se tiver a certeza de que pretende ativar permanentemente o bloqueio de objetos S3D para todo o seu
sistema, selecione OK.

Quando vocé seleciona OK:

o Se a regra padrao na politica ILM ativa for compativel, o bloqueio de objetos S3 agora esta ativado
para toda a grade e n&o pode ser desativado.

> Se a regra padrao nao for compativel, um erro sera exibido. Vocé deve criar e ativar uma nova politica
ILM que inclua uma regra compativel como regra padréo. Selecione OK. Em seguida, crie uma nova
politica, simule-a e ative-a. "Criar politica ILM"Consulte para obter instrugées.

Resolva erros de consisténcia ao atualizar o bloqueio de objetos S3 ou a
configuragao de conformidade legada

Se um site de data center ou varios nds de storage em um local ficarem indisponiveis,
talvez seja necessario ajudar S3 usuarios de locatarios a aplicar alteragdes ao bloqueio
de objetos S3 ou a configuragao de conformidade legada.

Os usuarios locatarios que tém buckets com o bloqueio de objeto S3 (ou conformidade legada) habilitado
podem alterar determinadas configuragées. Por exemplo, um usuario de locatario usando o blogueio de objeto
S3 pode precisar colocar uma versao de objeto em retengao legal.

Quando um usuério do locatario atualiza as configura¢cdes de um bucket do S3 ou uma verséo de objeto, o
StorageGRID tenta atualizar imediatamente o bucket ou metadados de objeto na grade. Se o sistema néo
conseguir atualizar os metadados porque um site de data center ou varios nés de storage nao estao
disponiveis, ele retornara um erro:
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503: Service Unavailable
Unable to update compliance settings because the settings can't be
consistently applied on enough storage services. Contact your grid

administrator for assistance.

Para resolver esse erro, siga estas etapas:

1. Tente disponibilizar novamente todos os nds de storage ou locais o mais rapido possivel.

2. Se vocé nao conseguir disponibilizar suficientes nos de storage em cada local, entre em Contato com o
suporte técnico, que pode ajuda-lo a recuperar nds e garantir que as alteragcdes sejam aplicadas
consistentemente na grade.

3. Depois que o problema subjacente for resolvido, lembre o usuario do locatario de tentar novamente suas
alteragdes de configuragao.

Informagodes relacionadas
« "Use uma conta de locatario"

+ "USE AAPI REST DO S3"

* "Recuperar e manter"

Exemplo de regras e politicas ILM

Exemplo 1: Regras e politica de ILM para armazenamento de objetos

Vocé pode usar as seguintes regras e politicas de exemplo como ponto de partida ao
definir uma politica de ILM para atender aos requisitos de protecao e retencao de
objetos.

As seguintes regras e politicas do ILM s&o apenas exemplos. Existem muitas maneiras de
configurar regras ILM. Antes de ativar uma nova politica, simule-a para confirmar que ela
funcionara da forma pretendida para proteger o conteudo da perda.

Regra ILM 1 por exemplo 1: Copiar dados de objeto para dois sites

Este exemplo de regra de ILM copia dados de objeto para pools de storage em dois locais.

Definigdo de regra Exemplo de valor

Pools de armazenamento em um Dois pools de armazenamento, cada um contendo sites diferentes,
local denominados Site 1 e Site 2.

Nome da regra Duas copias de dois locais

Tempo de referéncia Tempo de ingestao

Colocagbes No dia 0 para sempre, mantenha uma cépia replicada no local 1 e uma

copia replicada no local 2.
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A secao andlise de regras do diagrama de retencao afirma:

» A protecao contra perda de site da StorageGRID sera aplicada durante a duragéo desta regra.

* Os objetos processados por esta regra nao serao excluidos pelo ILM.

Reference time @

Ingest time v
Time period and placements + Sort by start date

If you want a rule to apply only to specific objects, select Previous and add advanced filters. When objects are evaluated, the rule is applied if the object's metadata matches

the criteria in the filter.

Time period 1 FromDay O S store  forever W
Store objects by replicating v 1 copiesat  Site 1 Rl o o
and store objects by~ replicating W 1 C | copiesat | Site 2 | M X

Add other type or location

Add another time period

Retention diagram Replicated copy

Rule analysis: ® StorapeGRID site-loss protection will apply for the duration of this rule.

* Objects processed by this rule will nat be delsted by ILM.

Reference time: Ingest time
Day 0

Day 0- fo T
i reve 1replicated copy - Site 1

1 replicated copy - Site 2

Duration Forever

Regra ILM 2 por exemplo 1: Perfil de codificagao de apagamento com correspondéncia de intervalo

Este exemplo de regra ILM usa um perfil de codificagdo de apagamento e um bucket do S3 para determinar
onde e quanto tempo o objeto é armazenado.

Definicao de regra

Pool de armazenamento com
varios locais

Nome da regra

Tempo de referéncia

Colocacotes

Exemplo de valor
* Um pool de armazenamento em trés locais (locais 1, 2, 3)

» Use o esquema de codificagao de apagamento 6-3
S3 Bucket finance-Records
Tempo de ingestao

Para objetos no bucket do S3 chamado finance-Records, crie uma cépia
codificada por apagamento no pool especificado pelo perfil de
codificagdo de apagamento. Guarde esta copia para sempre.
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Time period and placements + Sort by start date

If you want a rule to apply only to specific objects, select Previous and add advanced filters. When objects are evaluated, the rule is applied if the object’s
metadata matches the criteria in the filter.

Time period 1 FromDay 0 Z  store  forever w

Storeobjectsby = erasurecoding v | using 6+3ECschemeatSites1,2,3 p*

Add other type or location

Add another time period

Retention diagram Erasure-coded (EC) copy

Rule analysis: ® StorageGRID site-loss protection will apply for the duration of this rule.
* Objects processed by this rule will not be deleted by ILM,

Reference time: Ingest time
Day0D

Day 0 - forever .
EC 6+3-Sites 1,2,3

Duration Forever

Politica de ILM, por exemplo, 1

Na pratica, a maioria das politicas de ILM sao simples, mesmo que o sistema StorageGRID permita que vocé
projete politicas de ILM sofisticadas e complexas.

Uma politica ILM tipica para uma grade de varios sites pode incluir regras ILM, como as seguintes:
* Na ingestao, armazene todos os objetos pertencentes ao bucket S3 nomeado finance-records em um

pool de armazenamento que contém trés locais. Use a codificagcdo de apagamento 6-3.

* Se um objeto ndo corresponder a primeira regra ILM, use a regra ILM padrao da politica, duas copias de
dois Data Centers, para armazenar uma copia desse objeto no Site 1 e uma copia no Site 2.

Informacgdes relacionadas
* "Politicas ILM: Visao geral"

* "Criar politicas ILM"

Exemplo 2: Regras de ILM e politica para filtragem de tamanho de objeto EC

Vocé pode usar as seguintes regras e politicas de exemplo como pontos de partida para
definir uma politica de ILM que filtra por tamanho do objeto para atender aos requisitos
de EC recomendados.

As seguintes regras e politicas do ILM s&o apenas exemplos. Existem muitas maneiras de
configurar regras ILM. Antes de ativar uma nova politica, simule-a para confirmar que ela
funcionara da forma pretendida para proteger o conteudo da perda.

108



Regra ILM 1 por exemplo 2: Use EC para objetos maiores que 1 MB

Este exemplo ILM regra de apagamento codifica objetos que sdo maiores que 1 MB.

A codificagdo de apagamento € mais adequada para objetos com mais de 1 MB. N&o use a
codificacdo de apagamento para objetos com menos de 200 KB para evitar a sobrecarga de
gerenciamento de fragmentos codificados de apagamento muito pequenos.

Definigao de regra Exemplo de valor

Nome da regra Objetos somente EC > 1 MB

Tempo de referéncia Tempo de ingestao

Filtro avancado para tamanho do objeto Tamanho do objeto superior a 1 MB
Colocagbes Crie uma copia codificada por apagamento 2-1

usando trés sites

Object size v greater than v b - MB v

Filtergroup1  Objects with all of following metadata will be evaluated by this rule: X

Regra ILM 2 por exemplo 2: Duas copias replicadas

Este exemplo de regra ILM cria duas copias replicadas e néo filtra pelo tamanho do objeto. Esta regra é a
regra padrao da politica. Como a primeira regra filtra todos os objetos com mais de 1 MB, essa regra so se
aplica a objetos com 1 MB ou menos.

Defini¢ao de regra Exemplo de valor
Nome da regra Duas copias replicadas
Tempo de referéncia Tempo de ingestao

Filtro avancado para tamanhodo  Nenhum
objeto

Colocagbes No dia 0 para sempre, mantenha uma copia replicada no local 1 e uma

copia replicada no local 2.

Politica ILM por exemplo 2: Use EC para objetos maiores que 1 MB

Este exemplo de politica ILM inclui duas regras ILM:

» A primeira regra de apagamento codifica todos os objetos com mais de 1 MB.

» A segunda regra ILM (padrao) cria duas coépias replicadas. Como objetos com mais de 1 MB foram
filtrados pela regra 1, a regra 2 aplica-se apenas a objetos com 1 MB ou menos.
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Exemplo 3: Regras e politica de ILM para melhor prote¢ao para arquivos de
imagem

Vocé pode usar as regras e a politica de exemplo a seguir para garantir que imagens
maiores que 1 MB sejam codificadas por apagamento e que duas copias sejam feitas de
imagens menores.

As seguintes regras e politicas do ILM s&o apenas exemplos. Existem muitas maneiras de
configurar regras ILM. Antes de ativar uma nova politica, simule-a para confirmar que ela
funcionara da forma pretendida para proteger o conteudo da perda.

Regra ILM 1 por exemplo 3: Use EC para arquivos de imagem maiores que 1 MB

Este exemplo de regra ILM usa filtragem avang¢ada para codificar todos os arquivos de imagem com mais de 1
MB.

A codificagdo de apagamento € mais adequada para objetos com mais de 1 MB. N&o use a
@ codificagcado de apagamento para objetos com menos de 200 KB para evitar a sobrecarga de
gerenciamento de fragmentos codificados de apagamento muito pequenos.

Defini¢ao de regra Exemplo de valor
Nome da regra Ficheiros de imagem EC > 1 MB
Tempo de referéncia Tempo de ingestao

Filtro avancado para tamanho do  Tamanho do objeto superior a 1 MB

objeto
Filtros avangados para Key * Termina com .jpg
» Termina com .png
Colocacoes Crie uma copia codificada por apagamento 2-1 usando trés sites
Filtergroup1l  Objects with all of following metadata will be evaluated by this rule: X
Object size ~ greater than v 1 - MB v X
and Key v ends with v ipg 4
or Filtergroup2  Objects with all of following metadata will be evaluated by this rule: p, 4
Object size v greater than v 1 z MB . X
and Key v ends with v .png X

110



Como essa regra € configurada como a primeira regra na politica, a instru¢gdo de colocagao de codificagao de
apagamento so se aplica a arquivos .jpg e .png maiores que 1 MB.

Regra ILM 2 por exemplo 3: Crie 2 copias replicadas para todos os arquivos de imagem restantes

Este exemplo de regra ILM usa filtragem avanc¢ada para especificar que arquivos de imagem menores sejam
replicados. Como a primeira regra na politica ja corresponde a arquivos de imagem maiores que 1 MB, essa
regra se aplica a arquivos de imagem com 1 MB ou menores.

Definigdo de regra Exemplo de valor

Nome da regra 2 copias para ficheiros de imagem
Tempo de referéncia Tempo de ingestéo

Filtros avangados para Key * Termina com .jpg

» Termina com .png

Colocacbes Criar 2 cépias replicadas em dois pools de storage

Politica ILM, por exemplo, 3: Melhor prote¢ao para arquivos de imagem

Este exemplo de politica ILM inclui trés regras:

» A primeira regra de apagamento codifica todos os arquivos de imagem com mais de 1 MB.

» A segunda regra cria duas copias de quaisquer arquivos de imagem restantes (ou seja, imagens com 1
MB ou menos).

* Aregra padrdo se aplica a todos os objetos restantes (ou seja, quaisquer arquivos que nao sejam de
imagem).

Exemplo 4: Regras ILM e politica para objetos com versao S3

Se vocé tiver um bucket do S3 com controle de verséo habilitado, podera gerenciar as
versdes de objetos nao atuais, incluindo regras na politica do ILM que usam "tempo nao
atual" como o tempo de referéncia.

Se vocé especificar um tempo de retencéao limitado para objetos, esses objetos seréo excluidos
permanentemente apds o periodo de tempo ser atingido. Certifique-se de entender quanto
tempo os objetos serao retidos.

Como este exemplo mostra, vocé pode controlar a quantidade de armazenamento usada por objetos com
controle de verséo usando instru¢des de posicionamento diferentes para versdes de objetos ndo atuais.

As seguintes regras e politicas do ILM s&o apenas exemplos. Existem muitas maneiras de
configurar regras ILM. Antes de ativar uma nova politica, simule-a para confirmar que ela
funcionara da forma pretendida para proteger o conteudo da perda.
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Para executar a simulacao de politica ILM em uma versédo nao atual de um objeto, vocé deve
conhecer o UUID ou CBID da versao do objeto. Para localizar UUID e CBID, use "pesquisa de
metadados de objetos" enquanto o objeto ainda estiver atual.

Informacgdes relacionadas
+ "Como os objetos sao excluidos”

Regra ILM 1 por exemplo 4: Salve trés cépias por 10 anos
Este exemplo de regra ILM armazena uma copia de cada objeto em trés locais por 10 anos.

Esta regra se aplica a todos os objetos, quer eles sejam ou nao versionados.

Definigdo de regra Exemplo de valor

Pools de armazenamento Trés pools de armazenamento, cada um composto por diferentes data
centers, denominados Site 1, Site 2 e Site 3.

Nome da regra Trés copias dez anos
Tempo de referéncia Tempo de ingestao
Colocagbes No dia 0, mantenha trés cépias replicadas por 10 anos (3.652 dias),

uma no local 1, uma no local 2 e uma no local 3. No final de 10 anos,
exclua todas as copias do objeto.

Regra ILM 2 por exemplo 4: Salve duas copias de vers6es nao atuais por 2 anos

Este exemplo de regra ILM armazena duas cépias das versdes nao atuais de um objeto com versédo S3 por 2
anos.

Como aregra ILM 1 se aplica a todas as versdes do objeto, vocé deve criar outra regra para filtrar quaisquer
versdes nao atuais.

Para criar uma regra que use "hora n&o atual" como tempo de referéncia, selecione Sim para a pergunta,
"aplicar esta regra apenas a versdes de objetos mais antigas (em buckets S3 com controle de versao
ativado)?" na Etapa 1 (Inserir detalhes) do assistente criar uma regra ILM. Quando vocé seleciona Yes,
Noncurrent Time é selecionado automaticamente para a hora de referéncia e vocé nao pode selecionar uma
hora de referéncia diferente.

112



o Enterdetails —— | : Define placement — | I Select inpest behavios

Rule name

Older Object Versions: Two Copies Two Years

Description (optional
Older versions anly

Basic filters (optional

Specify which tenant accounts and buckets this rule applies to.

Tenant accounts @

Bucket name @ matches all v

' Apply this rule to older object versions only (in 53 buckets with versioning enabled)?| @

No @ Yes

Neste exemplo, apenas duas copias das versdes ndo atuais sdo armazenadas e essas copias serao

armazenadas por dois anos.

Definigao de regra

Pools de armazenamento

Nome da regra

Tempo de referéncia

Colocagbes

Exemplo de valor

Dois pools de armazenamento, cada um em diferentes data centers, o
Site 1 e o Site 2.

Versdes nao atuais: Duas cdpias dois anos

Hora nao atual

Selecionado automaticamente quando vocé seleciona Sim para a
pergunta, "aplicar esta regra apenas a versdes de objetos mais antigas
(em buckets S3 com controle de verséo ativado)?" no assistente criar
uma regra ILM.

No dia 0 em relagédo ao tempo nao atual (ou seja, a partir do dia em que
a versao do objeto se torna a versao nao atual), mantenha duas copias
replicadas das versdes de objetos ndo atuais por 2 anos (730 dias),
uma no local 1 e outra no local 2. No final de 2 anos, exclua as versdes
nao atuais.
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Politica ILM por exemplo 4: S3 objetos versionados

Se vocé quiser gerenciar versdes mais antigas de um objeto de forma diferente da versao atual, as regras que
usam "hora ndo atual" como tempo de referéncia devem aparecer na politica ILM antes das regras que se
aplicam a versao atual do objeto.

Uma politica ILM para objetos com versdo S3 pode incluir regras ILM, como as seguintes:

» Mantenha quaisquer versdes mais antigas (ndo atuais) de cada objeto por 2 anos, a partir do dia em que a
versao se tornou ndo atual.

As regras de "hora n&o atual" devem aparecer na politica antes das regras que se aplicam
a versao atual do objeto. Caso contrario, as versdes de objetos ndo atuais nunca seréo
correspondidas pela regra "tempo nao atual".

* Na ingestao, crie trés copias replicadas e armazene uma copia em cada um dos trés locais. Mantenha
copias da versao atual do objeto por 10 anos.

Ao simular a politica de exemplo, vocé espera que os objetos de teste sejam avaliados da seguinte forma:

* Qualquer versao de objeto ndo atual seria correspondida pela primeira regra. Se uma versao de objeto
nao atual tiver mais de 2 anos, ela sera excluida permanentemente pelo ILM (todas as copias da versao
nao atual removidas da grade).

* Averséao atual do objeto seria correspondida pela segunda regra. Quando a versao atual do objeto &
armazenada por 10 anos, o processo ILM adiciona um marcador de exclusdo como a versao atual do
objeto e torna a versao anterior do objeto "n&o atual". Na proxima vez que a avaliagdo do ILM ocorrer,
essa versao nao atual é correspondida pela primeira regra. Como resultado, a cépia no local 3 é purgada
e as duas copias no local 1 e no local 2 sdo armazenadas por mais 2 anos.

Exemplo 5: Regras de ILM e politica para comportamento de ingestao rigorosa

Vocé pode usar um filtro de local e o comportamento estrito de ingestdo em uma regra
para evitar que objetos sejam salvos em um local especifico do data center.

Neste exemplo, um inquilino com sede em Paris ndo quer armazenar alguns objetos fora da UE devido a
preocupacdes regulatorias. Outros objetos, incluindo todos os objetos de outras contas de inquilino, podem
ser armazenados no data center de Paris ou no data center dos EUA.

As seguintes regras e politicas do ILM s&o apenas exemplos. Existem muitas maneiras de
configurar regras ILM. Antes de ativar uma nova politica, simule-a para confirmar que ela
funcionara da forma pretendida para proteger o conteddo da perda.

Informacgdes relacionadas
* "Opgoes de ingestao"

* "Criar regra ILM: Selecione comportamento de ingestao"

Regra 1 do ILM, por exemplo, 5: Ingestao rigorosa para garantir o data center de Paris

Este exemplo de regra de ILM usa o comportamento de ingestao rigoroso para garantir que os objetos salvos
por um locatario baseado em Paris em buckets do S3 com a regido definida como regiao eu-oeste-3 (Paris)
nunca sejam armazenados no data center dos EUA.

114



Esta regra se aplica a objetos que pertencem ao inquilino de Paris e que tém a regido de bucket S3 definida
como eu-West-3 (Paris).

Definigao de regra Exemplo de valor

Conta de locatario Inquilino de Paris

Filtro avangado A restricdo de localizacdo é igual a eu-West-3

Pools de armazenamento Local 1 (Paris)

Nome da regra Ingestao rigorosa para garantir o data center de Paris

Tempo de referéncia Tempo de ingestao

Colocagoes No dia 0, mantenha duas copias replicadas para sempre no Site 1
(Paris)

Comportamento de ingestéao Rigoroso. Sempre use os posicionamentos desta regra na ingestéo. A

ingestao falha se nao for possivel armazenar duas copias do objeto no
data center de Paris.

Strict ingest to guarantee Paris data center

Compliant: Yes ' Ingest behavior: Strict
Used in active policy: No Reference time: Ingest time
Used in proposed policy: No

| Clone | Edit | | Remave

Filters

This rule applies if:
* Tenant is Paris tenant

And it only applies if objects have this metadata:
* Location constraint is eu-west-3

Time period and placements

Retention diagram Placement instructions

Sort placements by Time period Replicated copy

Rule analysis: ® StorageGRID site-loss protection will not apply from Day O - Forever.
» Objects processed by this rule will not be deleted by ILM,

| Reference time: Ingesttime  Ingest behavior: Strict
Day(
|

Day 0~
AEIELer 2 replicated coptes - Site 1

Duration Forever
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Regra ILM 2 por exemplo 5: Ingestdo equilibrada para outros objetos

Este exemplo de regra de ILM usa o comportamento de ingestado equilibrada para fornecer eficiéncia ideal de
ILM para quaisquer objetos n&o correspondidos pela primeira regra. Duas copias de todos os objetos
correspondentes a essa regra serao armazenadas: Uma no data center dos EUA e outra no data center de
Paris. Se a regra nao puder ser satisfeita imediatamente, as copias provisorias serdo armazenadas em
qualquer local disponivel.

Esta regra se aplica a objetos que pertencem a qualquer locatario e a qualquer regiéo.

Definicao de regra Exemplo de valor

Conta de locatario Ignorar

Filtro avancado Néao especificado

Pools de armazenamento Local 1 (Paris) e local 2 (EUA)

Nome da regra 2 copias 2 Data Centers

Tempo de referéncia Tempo de ingestao

Colocacbes No dia 0, mantenha duas coépias replicadas para sempre em dois data
centers

Comportamento de ingestéao Equilibrado. Os objetos que correspondem a essa regra sao colocados

de acordo com as instrugdes de colocacao da regra, se possivel. Caso
contrario, copias provisorias sao feitas em qualquer local disponivel.

Politica de ILM, por exemplo, 5: Combinando comportamentos de ingestao

O exemplo de politica ILM inclui duas regras que tém comportamentos de ingestao diferentes.

Uma politica de ILM que usa dois comportamentos de ingestao diferentes pode incluir regras de ILM, como as
seguintes:

» Armazene objetos que pertencem ao inquilino de Paris e que tenham a regido de bucket S3 definida como
eu-West-3 (Paris) apenas no data center de Paris. Falha na ingestdo se o data center Paris ndo estiver
disponivel.

* Armazene todos os outros objetos (incluindo aqueles que pertencem ao locatario de Paris, mas que tém
uma regido de intervalo diferente) no data center dos EUA e no data center de Paris. Faga copias
provisoérias em qualquer local disponivel se a instru¢gao de colocagao nao puder ser satisfeita.

Ao simular a politica de exemplo, vocé espera que os objetos de teste sejam avaliados da seguinte forma:

» Quaisquer objetos que pertencam ao inquilino de Paris e que tenham a regido de bucket S3 definida como
eu-West-3 sdo correspondidos pela primeira regra e sdo armazenados no data center de Paris. Como a
primeira regra usa ingestao rigorosa, esses objetos nunca sdo armazenados no data center dos EUA. Se
0s nods de storage no data center de Paris ndo estiverem disponiveis, a ingestao falhara.

» Todos os outros objetos sdo correspondidos pela segunda regra, incluindo objetos que pertencem ao
inquilino de Paris e que ndo tém a regido de bucket S3 definida como eu-West-3. Uma copia de cada
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objeto é salva em cada data center. No entanto, como a segunda regra usa ingestéo equilibrada, se um
data center ndo estiver disponivel, duas copias provisoérias serdo salvas em qualquer local disponivel.

Exemplo 6: Alterar uma politica ILM

Se sua protecdo de dados precisar ser alterada ou vocé adicionar novos sites, vocé
podera criar e ativar uma nova politica de ILM.

Antes de alterar uma politica, vocé deve entender como as alteragdes nos posicionamentos de ILM podem
afetar temporariamente o desempenho geral de um sistema StorageGRID.

Neste exemplo, um novo site StorageGRID foi adicionado em uma expansao € uma nova politica ILM ativa
precisa ser implementada para armazenar dados no novo site. Para implementar uma nova politica ativa,
primeiro "crie uma politica". Depois disso, vocé deve "simular" e, em seguida“ativar", a nova politica.

As seguintes regras e politicas do ILM s&o apenas exemplos. Existem muitas maneiras de
configurar regras ILM. Antes de ativar uma nova politica, simule-a para confirmar que ela
funcionara da forma pretendida para proteger o conteudo da perda.

Como alterar uma politica ILM afeta o desempenho

Quando vocé ativa uma nova politica de ILM, o desempenho do seu sistema StorageGRID pode ser
temporariamente afetado, especialmente se as instrugdes de colocagédo na nova politica exigirem que muitos
objetos existentes sejam movidos para novos locais.

Quando vocé ativa uma nova politica de ILM, o StorageGRID a usa para gerenciar todos os objetos, incluindo
objetos existentes e objetos recém-ingeridos. Antes de ativar uma nova politica de ILM, revise todas as
alteragbes no posicionamento de objetos replicados e codificados por apagamento existentes. Alterar a
localizagdo de um objeto existente pode resultar em problemas de recursos temporarios quando os novos
posicionamentos sdo avaliados e implementados.

Para garantir que uma nova politica de ILM n&o afete o posicionamento de objetos replicados e codificados
por apagamento existentes, € possivel "Crie uma regra ILM com um filtro de tempo de ingestdo”. Por exemplo,
o tempo de ingestao esta ativado ou depois de__, de modo que a nova regra se aplique apenas a objetos
ingeridos na ou apos a data e hora especificadas.

Os tipos de alteragdes de politica ILM que podem afetar temporariamente o desempenho do StorageGRID
incluem o seguinte:

« Aplicar um perfil de codificagao de apagamento diferente a objetos codificados por apagamento
existentes.

@ O StorageGRID considera que cada perfil de codificagdo de apagamento € exclusivo e nao
reutiliza fragmentos de codificacdo de apagamento quando um novo perfil € usado.

« Alterar o tipo de copias necessarias para objetos existentes; por exemplo, converter uma grande
porcentagem de objetos replicados em objetos codificados por apagamento.

» Mover copias de objetos existentes para um local completamente diferente; por exemplo, mover um
grande numero de objetos de ou para um pool de armazenamento em nuvem ou de ou para um local
remoto.
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Politica ILM ativa, por exemplo, 6: Protecao de dados em dois locais

Neste exemplo, a politica ILM ativa foi inicialmente projetada para um sistema StorageGRID de dois locais e
usa duas regras ILM.

Active policy Policy history
Palicy name: Data Protection for Two Sites (2 rules)
Reason for change : Data protection for two sites {using 2 rules)
Start date: 2022-10-11 10:37:11 MDT
Policy rules Retention diagram
Rule order Rule name Filters @
1 One-Site Erasure Coding for Tenant A Tenant is Tenant A
Default Two-Site Replication for Other Tenants

Nesta politica de ILM, os objetos pertencentes ao Tenant A sao protegidos pela codificagdo de apagamento 2-
1 em um unico local, enquanto os objetos pertencentes a todos os outros locatarios sao protegidos em dois

sites que usam replicacéo de coépia 2.

Regra 1: Codificagdo de apagamento de um local para o Locatario A.

Definigdo de regra Exemplo de valor

Nome da regra Codificagao de apagamento de um local para o Locatario A.
Conta de locatario Inquilino A

Pool de storage Local 1

Colocacoes Codificagado de apagamento 2-1 no local 1 do dia 0 para sempre

Regra 2: Replicagao de dois locais para outros locatarios

Definicao de regra Exemplo de valor

Nome da regra Replicagao de dois locais para outros locatarios
Conta de locatario Ignorar

Pools de armazenamento Site 1 e Site 2
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Definicao de regra Exemplo de valor

Colocagoes Duas copias replicadas do dia 0 para sempre: Uma copia no local 1 e
uma copia no local 2.

Politica de ILM, por exemplo, 6: Protecao de dados em trés locais

Neste exemplo, a politica ILM esta sendo substituida por uma nova politica para um sistema StorageGRID de
trés locais.

Depois de executar uma expanséao para adicionar o novo local, o administrador da grade criou dois novos
pools de storage: Um pool de storage para o local 3 e um pool de storage contendo todos os trés locais (ndo o
mesmo que o pool de storage padrao todos os nés de storage). Em seguida, o administrador criou duas novas
regras ILM e uma nova politica ILM, que foi projetada para proteger dados em todos os trés locais.

Quando esta nova politica ILM € ativada, os objetos pertencentes ao Locatario A serao protegidos pela

codificagdo de apagamento 2-1 em trés sites, enquanto os objetos pertencentes a outros locatarios (e objetos
menores pertencentes ao Locatario A) seréo protegidos em trés sites que usam replicagao de 3-copy.

Regra 1: Codificagdo de apagamento de trés locais para o Locatario A.

Definigao de regra Exemplo de valor

Nome da regra Codificagao de apagamento de trés locais para o Locatario A

Conta de locatario Inquilino A

Pool de storage Todos os sites 3 (inclui Site 1, Site 2 e Site 3)

Colocagoes Codificagao de apagamento 2-1 em todos os 3 sites do dia 0 para
sempre

Regra 2: Replicagao de trés locais para outros locatarios

Definigdo de regra Exemplo de valor

Nome da regra Replicacao de trés locais para outros locatarios

Conta de locatario Ignorar

Pools de armazenamento Site 1, Site 2 e Site 3

Colocagoes Trés coépias replicadas do dia 0 para sempre: Uma cépia no local 1, uma

copia no local 2 e uma coépia no local 3.

Ativar a politica ILM, por exemplo, 6

Quando vocé ativa uma nova politica ILM, objetos existentes podem ser movidos para novos locais ou novas
copias de objetos podem ser criadas para objetos existentes, com base nas instrugdes de posicionamento em
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quaisquer regras novas ou atualizadas.

@ Erros em uma politica ILM podem causar perda de dados irrecuperavel. Analise e simule
cuidadosamente a politica antes de ativa-la para confirmar que funcionara como pretendido.

Quando vocé ativa uma nova politica de ILM, o StorageGRID a usa para gerenciar todos os
objetos, incluindo objetos existentes e objetos recém-ingeridos. Antes de ativar uma nova

@ politica de ILM, revise todas as alteragdes no posicionamento de objetos replicados e
codificados por apagamento existentes. Alterar a localizagdo de um objeto existente pode
resultar em problemas de recursos temporarios quando os novos posicionamentos séo
avaliados e implementados.

O que acontece quando as instrugées de codificacdo de apagamento mudam

Na politica ILM atualmente ativa para este exemplo, os objetos pertencentes ao Tenant A s&o protegidos
usando codificagao de apagamento 2-1 no Site 1. Na nova politica ILM, os objetos pertencentes ao Tenant A
serao protegidos usando codificagdo de apagamento 2-1 nos sites 1, 2 e 3.

Quando a nova politica ILM € ativada, ocorrem as seguintes operacdes ILM:

* Novos objetos ingeridos pelo Tenant A s&o divididos em dois fragmentos de dados e um fragmento de
paridade é adicionado. Em seguida, cada um dos trés fragmentos € armazenado em um local diferente.

» Os objetos existentes pertencentes ao locatario A sédo reavaliados durante o processo de digitalizagao ILM
em curso. Como as instrugdes de posicionamento do ILM usam um novo perfil de codificacado de
apagamento, fragmentos totalmente novos codificados de apagamento sao criados e distribuidos para os
trés sites.

Os fragmentos existentes de 2 e 1 no local 1 n&o sao reutilizados. O StorageGRID
considera que cada perfil de codificacdo de apagamento € exclusivo e nao reutiliza
fragmentos de codificagdo de apagamento quando um novo perfil € usado.

O que acontece quando as instrugoes de replicagio mudam

Na politica de ILM atualmente ativa, neste exemplo, os objetos pertencentes a outros locatarios séo
protegidos usando duas coépias replicadas em pools de storage nos locais 1 € 2. Na nova politica de ILM, os
objetos pertencentes a outros locatarios serao protegidos com o uso de trés cépias replicadas em pools de
storage nos locais 1, 2 e 3.

Quando a nova politica ILM é ativada, ocorrem as seguintes operacoes ILM:
* Quando qualquer locatario que ndo o Locatario Ingere um novo objeto, o StorageGRID cria trés copias e
salva uma copia em cada local.

* Os objetos existentes pertencentes a esses outros inquilinos sédo reavaliados durante o processo de
digitalizagado ILM em curso. Como as cdpias de objeto existentes no local 1 e no local 2 continuam a
satisfazer os requisitos de replicagéo da nova regra ILM, o StorageGRID s6 precisa criar uma nova copia
do objeto para o local 3.

Impacto da ativagao desta politica no desempenho

Quando a politica ILM neste exemplo € ativada, o desempenho geral deste sistema StorageGRID sera
temporariamente afetado. Niveis mais altos do que o normal de recursos de grade serao necessarios para
criar novos fragmentos codificados por apagamento para os objetos existentes do Locatario A e novas cépias
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replicadas no local 3 para objetos existentes de outros locatarios.

Como resultado da mudanga de politica do ILM, as solicitagbes de leitura e gravagao do cliente podem ter
laténcias temporariamente maiores do que as normais. As laténcias retornardo aos niveis normais depois que
as instrucdes de colocagao forem totalmente implementadas em toda a grade.

Para evitar problemas de recursos ao ativar uma nova politica de ILM, vocé pode usar o filtro avangado de
tempo de ingestdo em qualquer regra que possa alterar o local de um grande nimero de objetos existentes.
Defina o tempo de ingestao para ser maior ou igual ao tempo aproximado em que a nova politica entrara em
vigor para garantir que os objetos existentes ndo sejam movidos desnecessariamente.

@ Entre em Contato com o suporte técnico se precisar diminuir ou aumentar a taxa na qual os
objetos sdo processados apds uma alteragao de politica ILM.

Exemplo 7: Politica de ILM compativel para bloqueio de objetos S3

Vocé pode usar o bucket S3, as regras ILM e a politica ILM neste exemplo como ponto
de partida ao definir uma politica ILM para atender aos requisitos de protecao e retengcao
de objetos em buckets com o bloqueio de objetos S3 ativado.

Se vocé usou o recurso de conformidade legada em versdes anteriores do StorageGRID,
@ também podera usar este exemplo para ajudar a gerenciar quaisquer buckets existentes que
tenham o recurso de conformidade legada habilitado.

As seguintes regras e politicas do ILM s&o apenas exemplos. Existem muitas maneiras de
@ configurar regras ILM. Antes de ativar uma nova politica, simule-a para confirmar que ela
funcionara da forma pretendida para proteger o conteudo da perda.

Informagdes relacionadas
* "Gerencie objetos com o S3 Object Lock"

+ "Crie uma politica ILM"

Bucket e objetos para o exemplo de bloqueio de objetos do S3

Neste exemplo, uma conta de locatario do S3 chamada Bank of ABC usou o Gerenciador do Locatario para
criar um bucket com o bloqueio de objeto do S3 habilitado para armazenar Registros bancarios criticos.

Definigdo do balde Exemplo de valor
Nome da conta do locatario Banco do ABC

Nome do balde registos bancarios
Regido do balde us-east-1 (predefinicao)

Cada versao de objeto e objeto adicionada ao bucket de Registros bancarios usara os seguintes valores para
retain-until-date as configuragbes e 1egal hold.
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Definigdo para cada objeto

retain-until-date

legal hold

Exemplo de valor
"2030-12-30T23:59:59Z" (30 de dezembro de 2030)

Cada versao de objeto tem sua retain-until-date prépria
configuragdo. Esta definicdo pode ser aumentada, mas nao diminuida.

"DESLIGADO" (ndo em vigor)

Uma retencéo legal pode ser colocada ou levantada em qualquer
versao do objeto a qualquer momento durante o periodo de retengao.
Se um objeto estiver sob uma retengéo legal, o objeto ndo podera ser
excluido mesmo que 0 retain-until-date tenha sido alcangado.

Regra 1 do ILM para o S3 Object Lock exemplo: Perfil de codificagcdo de apagamento com

correspondéncia de intervalo

Este exemplo de regra ILM aplica-se apenas a conta de locatario S3 chamada Bank of ABC. Ele corresponde
a qualquer objeto no bank-records bucket e, em seguida, usa a codificagdo de apagamento para
armazenar o objeto em nos de storage em trés locais de data center usando um perfil de codificagcao de
apagamento de mais de 6 horas por dia, 3 dias por semana. Essa regra atende aos requisitos dos buckets
com o bloqueio de objetos S3 ativado: Uma cépia € mantida nos nos de storage do dia 0 para sempre, usando
o tempo de ingestdo como o tempo de referéncia.

Definigao de regra

Nome da regra

Conta de locatario

Nome do balde

Filtro avangado

Definigdo de regra

Tempo de referéncia

Colocacbes

Perfil de codificacao de
apagamento
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Exemplo de valor

Regra compativel: Objetos EC no bucket de Registros bancarios -
Banco do ABC

Banco do ABC

bank-records

Tamanho do objeto (MB) maior que 1

Nota: este filtro garante que a codificagao de apagamento néo seja
usada para objetos de 1 MB ou menores.

Exemplo de valor

Tempo de ingestao
Desde o dia 0 loja para sempre
» Crie uma copia codificada por apagamento em nés de storage em

trés locais de data center

» Usa o esquema de codificagao de apagamento 6-3



Regra ILM 2 para o exemplo de bloqueio de objetos S3: Regra ndo compativel

Este exemplo de regra de ILM armazena inicialmente duas copias de objeto replicadas em nds de storage.
Apos um ano, ele armazena uma copia em um pool de storage de nuvem para sempre. Como essa regra usa
um pool de armazenamento em nuvem, ela ndo € compativel e ndo se aplica aos objetos em buckets com o
blogueio de objetos do S3 ativado.

Definigdo de regra Exemplo de valor

Nome da regra Regra ndo compativel: Use o Cloud Storage Pool

Contas de inquilino Nao especificado

Nome do intervalo Nao especificado, mas so se aplicara a buckets que nao tenham o

bloqueio de objeto S3 (ou o recurso de conformidade legado) habilitado.

Filtro avangado N&o especificado

Definigao de regra Exemplo de valor

Tempo de referéncia Tempo de ingestao

Colocagoes * No dia 0, mantenha duas cépias replicadas nos nos de storage no

data center 1 e no data center 2 por 365 dias

* Apds 1 ano, mantenha uma cépia replicada em um pool de storage
de nuvem para sempre

Regra ILM 3 para o exemplo de bloqueio de objetos S3: Regra padrao

Este exemplo de regra de ILM copia dados de objetos para pools de storage em dois data centers. Esta regra
compativel foi projetada para ser a regra padrao na politica ILM. Ele n&o inclui nenhum filtro, n&o usa o tempo
de referéncia ndo atual e satisfaz os requisitos de buckets com o bloqueio de objeto S3 ativado: Duas cépias
de objeto sdo mantidas em nos de armazenamento do dia O para sempre, usando a ingestao como o tempo
de referéncia.

Definigao de regra Exemplo de valor

Nome da regra Regra de conformidade padrao: Duas copias dois Data Centers

Conta de locatario

Nome do intervalo

Filtro avancado

Definigdo de regra

Tempo de referéncia

N&o especificado

N&o especificado

Nao especificado

Exemplo de valor

Tempo de ingestéo
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Definicao de regra Exemplo de valor

Colocagoes Do dia 0 até sempre, mantenha duas cdpias replicadas: Uma em nés de
storage no data center 1 e uma em nds de storage no data center 2.

Politica ILM compativel para o exemplo de bloqueio de objetos S3

Para criar uma politica de ILM que proteja efetivamente todos os objetos em seu sistema, incluindo aqueles
em buckets com o bloqueio de objetos S3 ativado, vocé deve selecionar regras de ILM que atendam aos
requisitos de armazenamento de todos os objetos. Em seguida, vocé deve simular e ativar a politica.

Adicione regras a politica

Neste exemplo, a politica ILM inclui trés regras ILM, na seguinte ordem:

1. Uma regra compativel que usa codificagdo de apagamento para proteger objetos com mais de 1 MB em
um bucket especifico com o bloqueio de objetos S3 ativado. Os objetos sdo armazenados nos noés de
storage do dia 0 para sempre.

2. Regra ndo compativel que cria duas copias de objetos replicadas em nés de storage por um ano e move
uma cdpia de objeto para um pool de storage de nuvem para sempre. Esta regra ndo se aplica a buckets
com o bloqueio de objetos do S3 ativado porque usa um pool de armazenamento em nuvem.

3. Aregra em conformidade padrao que cria duas cépias de objetos replicadas nos nés de storage do dia 0
para sempre.

Simule a politica

Depois de adicionar regras a politica, escolher uma regra compativel padréo e organizar as outras regras,
vocé deve simular a politica testando objetos do bucket com o bloqueio de objetos S3 ativado e de outros
buckets. Por exemplo, quando vocé simula a politica de exemplo, espera-se que os objetos de teste sejam
avaliados da seguinte forma:

« A primeira regra so correspondera a objetos de teste maiores que 1 MB nos Registros de banco de
buckets para o locatario do Bank of ABC.

» A segunda regra correspondera a todos os objetos em todos os buckets ndo compativeis para todas as
outras contas de inquilino.

* Aregra padrao correspondera a estes objetos:

> Objetos 1 MB ou mais pequenos nos Registros de banco de buckets para o inquilino do Banco do
ABC.

> Objetos em qualquer outro bucket que tenha o bloqueio de objeto S3 ativado para todas as outras
contas de locatario.

Ative a politica

Quando vocé estiver completamente satisfeito que a nova politica protege os dados de objetos conforme
esperado, vocé pode ativa-los.

Exemplo 8: Prioridades para o ciclo de vida do bucket do S3 e a politica de ILM

Dependendo da configuragao do ciclo de vida, os objetos seguem as configuracdes de
retencéo do ciclo de vida do bucket do S3 ou de uma politica ILM.
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Exemplo de ciclo de vida do bucket tendo prioridade sobre a politica de ILM
Politica de ILM
» Regra baseada em referéncia nao atual: No dia 0, mantenha X copias por 20 dias

* Regra baseada na referéncia de tempo de ingestao (padréo): No dia 0, mantenha X cépias por 50 dias

Ciclo de vida do bucket

* Filter: {Prefix: "docs/"}, Expiration: Days: 100,
NoncurrentVersionExpiration: Days: 5

Resultado

* Um objeto chamado "docs/text" € ingerido. Ele corresponde ao filtro de ciclo de vida do bucket do
prefixo "docs/".

> Ap6s 100 dias, um marcador de exclusao é criado e "docs/text" torna-se nao atual.
o Apds 5 dias, um total de 105 dias desde a ingestao, "docs/text" é excluido.

* Um objeto chamado "video/filme" € ingerido. Ele nao corresponde ao filtro e usa a politica de retencao
ILM.

o Ap6s 50 dias, um marcador de exclusao é criado e "video/filme" torna-se nao atual.

o Ap6s 20 dias, um total de 70 dias desde a ingestao, "video/filme" é excluido.

Exemplo de ciclo de vida do bucket implicitamente keeping-Forever

Politica de ILM
* Regra baseada em referéncia nao atual: No dia 0, mantenha X copias por 20 dias

* Regra baseada na referéncia de tempo de ingestao (padréo): No dia 0, mantenha X cépias por 50 dias

Ciclo de vida do bucket

* Filter: {Prefix: "docs/"}, Expiration: ExpiredObjectDeleteMarker: true

Resultado

* Um objeto chamado "docs/text" é ingerido. Ele corresponde ao filtro de ciclo de vida do bucket do
prefixo "docs/".

A Expiration acéo aplica-se apenas aos marcadores de exclusao expirados, o que implica manter
tudo o resto para sempre (comegando com "docs/").

Excluir marcadores que comegam com "docs/" sédo removidos quando expiram.

* Um objeto chamado "video/filme" é ingerido. Ele nao corresponde ao filtro e usa a politica de retencao
ILM.

> Ap6s 50 dias, um marcador de exclusao é criado e "video/fiime" torna-se nao atual.

o Ap6s 20 dias, um total de 70 dias desde a ingestéo, "video/filme" é excluido.

Exemplo de uso do ciclo de vida do bucket para duplicar o ILM e limpar marcadores de exclusdo
expirados

Politica de ILM
* Regra baseada em referéncia nao atual: No dia 0, mantenha X copias por 20 dias
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* Regra baseada na referéncia de tempo de ingestao (padréo): No dia 0, mantenha X cépias por 50 dias

Ciclo de vida do bucket
°* Filter: {}, Expiration: Days: 50, NoncurrentVersionExpiration: Days: 20

Resultado
» A politica de ILM é duplicada no ciclo de vida do bucket.

» Um objeto é ingerido. Nenhum filtro significa que o ciclo de vida do bucket se aplica a todos os objetos
e substitui as configuragdes de retengao do ILM.

o Ap6s 50 dias, um marcador de excluséo é criado e o objeto se torna nao atual.
o Ap6s 20 dias, um total de 70 dias desde a ingestéo, o objeto n&o atual é excluido e o marcador de

exclusdo expira.
> Apo6s 30 dias, um total de 100 dias desde a ingestdo, o marcador de excluséo expirado é excluido.

126



Informacgoes sobre direitos autorais

Copyright © 2025 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.

127


http://www.netapp.com/TM

	Gerenciar objetos com ILM : StorageGRID
	Índice
	Gerenciar objetos com ILM
	Gerenciar objetos com ILM
	Sobre estas instruções
	Saiba mais

	ILM e ciclo de vida do objeto
	Como o ILM opera ao longo da vida de um objeto
	Como os objetos são ingeridos
	Como os objetos são armazenados (replicação ou codificação de apagamento)
	Como a retenção de objetos é determinada
	Como os objetos são excluídos

	Criar e atribuir notas de armazenamento
	Use pools de armazenamento
	O que é um pool de storage?
	Diretrizes para a criação de pools de armazenamento
	Ativar a proteção contra perda de local
	Crie um pool de armazenamento
	Veja os detalhes do pool de armazenamento
	Editar pool de armazenamento
	Remova um pool de armazenamento

	Use Cloud Storage Pools
	O que é um Cloud Storage Pool?
	Ciclo de vida de um objeto Cloud Storage Pool
	Quando usar Cloud Storage Pools
	Considerações para pools de storage em nuvem
	Compare os pools do Cloud Storage e a replicação do CloudMirror
	Crie um pool de storage em nuvem
	Edite um pool de armazenamento em nuvem
	Remova um pool de armazenamento em nuvem
	Solucionar problemas em Cloud Storage Pools

	Gerenciar perfis de codificação de apagamento
	Ver detalhes do perfil de codificação de apagamento
	Renomeie um perfil de codificação de apagamento
	Desativar um perfil de codificação de apagamento

	Configurar regiões (opcional e apenas S3)
	Criar regra ILM
	Criar uma regra ILM: Visão geral
	Acesse o assistente criar uma regra ILM
	Passo 1 de 3: Insira os detalhes
	Passo 2 de 3: Definir posicionamentos
	Use o último tempo de acesso nas regras do ILM
	Passo 3 de 3: Selecione comportamento de ingestão
	Crie uma regra ILM padrão

	Gerenciar políticas de ILM
	Políticas ILM: Visão geral
	Criar políticas ILM
	Exemplo de simulações de política ILM
	Gerenciar tags de política ILM
	Verifique uma política ILM com pesquisa de metadados de objeto

	Trabalhe com políticas ILM e regras ILM
	Ver políticas ILM
	Editar uma política ILM
	Clonar uma política de ILM
	Remover uma política ILM
	Exibir detalhes da regra ILM
	Clonar uma regra ILM
	Editar uma regra ILM
	Remova uma regra ILM
	Ver métricas ILM

	Use o bloqueio de objetos S3D.
	Gerencie objetos com o S3 Object Lock
	Fluxo de trabalho para S3 Object Lock
	Requisitos para o bloqueio de objetos S3
	Ative o bloqueio de objetos S3 globalmente
	Resolva erros de consistência ao atualizar o bloqueio de objetos S3 ou a configuração de conformidade legada

	Exemplo de regras e políticas ILM
	Exemplo 1: Regras e política de ILM para armazenamento de objetos
	Exemplo 2: Regras de ILM e política para filtragem de tamanho de objeto EC
	Exemplo 3: Regras e política de ILM para melhor proteção para arquivos de imagem
	Exemplo 4: Regras ILM e política para objetos com versão S3
	Exemplo 5: Regras de ILM e política para comportamento de ingestão rigorosa
	Exemplo 6: Alterar uma política ILM
	Exemplo 7: Política de ILM compatível para bloqueio de objetos S3
	Exemplo 8: Prioridades para o ciclo de vida do bucket do S3 e a política de ILM



