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Monitore o sistema StorageGRID

Monitorar um sistema StorageGRID: Visao geral

Monitore seu sistema StorageGRID regularmente para garantir que ele esteja
funcionando conforme esperado.

Antes de comecgar

* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

®

Para alterar unidades para os valores de armazenamento exibidos no Gerenciador de Grade,
selecione o usuario suspenso no canto superior direito do Gerenciador de Grade e selecione
Preferéncias do usuario.

Sobre esta tarefa

Estas instrugbes descrevem como:

» "Visualizar e gerenciar o painel"

+ "Exibir a pagina nés"

» "Monitorize estes aspetos do sistema regularmente:"

o

o

o

o

o

o

o

o

"Integridade do sistema"

"Capacidade de storage"

"Gerenciamento do ciclo de vida das informagdes"
"Recursos de rede e sistema"

"Atividade do locatario"

"Operagdes de balanceamento de carga"
"Conexdes de federagao de grade"

"Capacidade de arquivamento"

* "Gerencie alertas e alarmes legados"

* "Ver ficheiros de registo"

« "Configurar mensagens de auditoria e destinos de log"

» "Use um servidor syslog externo" para coletar informagdes de auditoria

* "Utilize SNMP para monitorizagao"

* "Obter dados StorageGRID adicionais", incluindo métricas e diagndsticos

Visualizar e gerenciar o painel

Vocé pode usar o painel para monitorar rapidamente as atividades do sistema. Vocé
pode criar painéis personalizados para monitorar a implementagéo do StorageGRID.


https://docs.netapp.com/pt-br/storagegrid-118/admin/web-browser-requirements.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/admin-group-permissions.html

Para alterar unidades para os valores de armazenamento exibidos no Gerenciador de Grade,
selecione o usuario suspenso no canto superior direito do Gerenciador de Grade e selecione
Preferéncias do usuario.

Seu painel pode ser diferente com base na configuragéo do sistema.

StorageGRID dashboard Actons

~  You have 4 notifications: 1 @ 3 A

Overview Performance Storage ILM Nodes
Health status @ Data space usage breakdown @ Lt
2.11 MB (0%) of 3.09 TB used overall
License
il Sitename $ Data storage usage « Usedspace S Totalspace %
Data Center 2 0% 682.53 KB 926.62 GB
Data Center 3 0% 646.12 KB 926.62 GB
License
Data Center 1 0% T79.21 KB 1.24TB
Total objects in the grid @ Metadata allowed space usage breakdown @ e

3.62 MB (0%) of 25.76 GB used in Data Center 1
0 Data Center 1 has the highest metadata space usage and it determines the metadata space available in

the grid

Metadata space
Sitename % 2 P ~ Usedspace = Allowed space
usage

4»

Data Center 3 0% 271MB 19.32 GB

Visualizar o painel de instrumentos

O painel é composto por separadores que contém informagdes especificas sobre o sistema StorageGRID.
Cada guia contém categorias de informacdes exibidas nos cartoes.

Vocé pode usar o painel fornecido pelo sistema como esta. Além disso, vocé pode criar painéis
personalizados que contém apenas as guias e cartdes relevantes para o monitoramento da implementagéo do
StorageGRID.

As guias de painel fornecidas pelo sistema contém cartdes com os seguintes tipos de informagdes:

Separador no painel de Contém
instrumentos fornecido
pelo sistema

Visao geral Informacdes gerais sobre a grade, como alertas ativos, uso de espago e objetos
totais na grade.



Separador no painel de Contém
instrumentos fornecido
pelo sistema

Desempenho Uso de espaco, armazenamento usado ao longo do tempo, operagdes S3 ou
Swift, duracao da solicitacéo, taxa de erro.

Armazenamento Uso da cota de locatario e uso do espago logico. Previsdes de uso de espaco
para dados de usuario e metadados.

ILM Fila de gerenciamento do ciclo de vida das informagdes e taxa de avaliagao.

Nos Uso de CPU, dados e memoaria por n6. S3 ou Swift operagdes por no.
Distribuicao no a local.

Alguns dos cartdes podem ser maximizados para facilitar a visualizagdo. Selecione o icone maximizar . 'no
canto superior direito do cartdo. Para fechar um cartdo maximizado, selecione o icone minimizar ,*ou
selecione Fechar.

Gerenciar painéis

Se vocé tiver acesso root ("Permissdes do grupo de administragao”consulte ), podera executar as seguintes
tarefas de gerenciamento para painéis:

» Crie um painel personalizado do zero. Vocé pode usar painéis personalizados para controlar quais
informagdes do StorageGRID s&o exibidas e como essas informagdes sdo organizadas.
* Clonar um painel para criar painéis personalizados.

* Defina um painel ativo para um usuario. O painel ativo pode ser o painel fornecido pelo sistema ou um
painel personalizado.

 Defina um painel padréo, que € o que todos os usuarios veem, a menos que ativem seu proprio painel.

+ Edite um nome de painel.

Edite um painel para adicionar ou remover guias e cartdes. Vocé pode ter um minimo de 1 e um maximo
de 20 guias.

* Retire um painel de bordo.

@ Se vocé tiver qualquer outra permissao além do acesso root, vocé s6 podera definir um painel
ativo.

Para gerenciar painéis, selecione agées > Gerenciar painéis.

StorageGRID dashboard

Clone active dashboard
~  You have 4 notifications: 1 @ 3 4

Manage dashboards

Overview Performance Storage ILM Nodes



../admin/admin-group-permissions.html

Configurar painéis
Para criar um novo painel clonando o painel ativo, selecione agdes > Clonar painel ativo.

Para editar ou clonar um painel existente, selecione agoes > Gerenciar painéis.
@ O painel fornecido pelo sistema n&o pode ser editado ou removido.

Ao configurar um dashboard, vocé pode:

» Adicionar ou remover separadores
* Renomeie as guias e dé nomes exclusivos as novas guias
+ Adicione, remova ou reorganize (arraste) cartdes para cada guia

» Selecione o tamanho para cartbes individuais selecionando S, M, L ou XL na parte superior do cartdo

Configure dashboard
Crumrview . Performance . Storage . [1§] . hodea . + Add tab
Tab name
Dverview
Select cards |
5 M L M L XL
Health status g Data space usage breakdown @ wl
3.50 ME [0%) of 3.09 TB used overall
License
1 Sitenama o Data storage usage 5 Usedspace 2 Total space =
Data Center 1 0% LT79MB 1.2478
Data Center 2 0% 521.11 KB $26.62 GB
Lxeman Data Center 3 0% T90.21 KB 926.62 GB

Exibir a pagina nés
Exibir a pagina de nés: Visao geral

Quando vocé precisar de informacdes mais detalhadas sobre o seu sistema
StorageGRID do que o painel fornece, vocé pode usar a pagina nds para exibir as
métricas de toda a grade, cada local na grade e cada n6 em um local.

A tabela nos lista informagbes resumidas para toda a grade, cada local e cada n6. Se um no6 estiver
desconetado ou tiver um alerta ativo, um icone sera exibido ao lado do nome do nd. Se o n6 estiver conetado
e nao tiver alertas ativos, nenhum icone sera exibido.



Quando um no nao esta conetado a grade, como durante a atualizagdo ou um estado

@ desconetado, certas métricas podem estar indisponiveis ou excluidas dos totais do site e da
grade. Depois que um no se reconeta a grade, espere varios minutos para que os valores se
estabilizem.

Para alterar unidades para os valores de armazenamento exibidos no Gerenciador de Grade,
@ selecione o usuario suspenso no canto superior direito do Gerenciador de Grade e selecione
Preferéncias do usuario.

Nodes
View the list and status of sites and grid nodes.
careh Q Total node count: 12
~
Name 2 Type =2 Objectdataused @ *  Object metadataused @ 2 CPUusage @ =
StorageGRID Webscale Deployment Grid 0% 0%
~ DC1 Site 0% 0%
€ Dpc1-ADM1L Primary Admin Node 6%
@ ocr-arcy Archive Node 1%
fy DC1-G1 Gateway Node 3%
DC1-51 Storage Node 0% 0% 6%
DC1-52 Storage Node 0% 0% 8%
DC1-S3 Storage Node 0% 0% 4%

icones de estado da ligagao

Se um no for desconetado da grade, um dos icones a seguir sera exibido ao lado do nome do né.



icone

Descrigao

Nao ligado - desconhecido

Por um motivo desconhecido, um né é
desconetado ou os servigos no no estao
inalterados inesperadamente. Por exemplo,
um servigo no no pode ser interrompido ou o
noé pode ter perdido sua conexao de rede
devido a uma falha de energia ou interrupgao
inesperada.

O alerta nao é possivel se comunicar com
o n6 também pode ser acionado. Outros
alertas também podem estar ativos.

Nao conetado - administrativamente para
baixo

Por um motivo esperado, o né nao esta
conetado a grade.

Acao necessaria

Requer atencdo imediata. "Selecione cada
alerta" e siga as agdes recomendadas.

Por exemplo, talvez seja necessario reiniciar
um servico que tenha parado ou reiniciado o
host para o no.

Nota: Um né pode aparecer como
desconhecido durante operacgdes de
desligamento gerenciado. Nesses casos,
vocé pode ignorar o estado desconhecido.

Determine se algum alerta esta afetando esse
no.

Se um ou mais alertas estiverem ativos
"Selecione cada alerta"e siga as agdes

recomendadas.
Por exemplo, o nd, ou servigos no no, foi
desligado graciosamente, o n6 esta
reiniciando ou o software esta sendo
atualizado. Um ou mais alertas também
podem estar ativos.

Com base no problema subjacente, esses
nés geralmente voltam online sem nenhuma
intervencéo.

Se um no for desconetado da grade, ele pode ter um alerta subjacente, mas somente o icone "ndo conetado”
sera exibido. Para ver os alertas ativos de um no, selecione o no.

icones de alerta

Se houver um alerta ativo para um nd, um dos seguintes icones sera exibido ao lado do nome do né:

Q Critico: Existe uma condi¢do anormal que interrompeu as operagdes normais de um né ou servico
StorageGRID. Vocé deve abordar o problema subjacente imediatamente. A interrupgao do servigo e a perda
de dados podem resultar se o problema nao for resolvido.

G Major: Existe uma condigdo anormal que esta afetando as operagdes atuais ou se aproximando do limite
para um alerta critico. Vocé deve investigar os principais alertas e resolver quaisquer problemas subjacentes
para garantir que a condi¢cdo anormal ndo pare a operagéo normal de um n6 ou servigo StorageGRID.

Menor: O sistema esta operando normalmente, mas existe uma condi¢gao anormal que pode afetar a
capacidade do sistema de operar se ele continuar. Vocé deve monitorar e resolver alertas menores que nao
sejam claros por conta prépria para garantir que eles nao resultem em um problema mais sério.



Exibir detalhes de um sistema, local ou né

Para filtrar as informagdes mostradas na tabela nodes, insira uma cadeia de carateres de pesquisa no campo
Search. Vocé pode pesquisar por nome do sistema, nome de exibigédo ou tipo (por exemplo, digite Gat para
localizar rapidamente todos os nés do Gateway).

Para exibir as informacdes da grade, do local ou do no:

» Selecione 0 nome da grade para ver um resumo agregado das estatisticas de todo o seu sistema
StorageGRID.

» Selecione um local especifico do data center para ver um resumo agregado das estatisticas de todos os
nés nesse local.

» Selecione um né especifico para exibir informacgdes detalhadas para esse no.

Veja a guia Visao geral

A guia Viséao geral fornece informacdes basicas sobre cada n6. Ele também mostra todos
os alertas que afetam o né no momento.

A guia Visao geral é mostrada para todos os nds.

Informagoes do né

A sec¢ao informagdes do n6 da guia Viséo geral lista informagdes basicas sobre o no.

NYC-ADM1 (Primary Admin Node) &

Overview Hardware Network Storage Load balancer Tasks

Node information @

Display name: NYC-ADM1

System name: DC1-ADM1

Type: Primary Admin Node

|D: 3adblaaB-9c7a-4901-8074-47054aa06ae6
Connection state: & Connected

Software version: 11.7.0

|P addresses: 10.96.105.85 - eth( (Grid Metwork)

Show additional IP addresses w

As informacgdes de visado geral de um no6 incluem o seguinte:



* Nome de exibigao (mostrado somente se o no tiver sido renomeado): O nome de exibigdo atual do né.
Utilize o "Renomeie grade, sites e nds" procedimento para atualizar este valor.

* Nome do sistema: O nome que vocé inseriu para o n6 durante a instalagao. Os nomes do sistema sao
usados para operagoes internas do StorageGRID e ndo podem ser alterados.

* Tipo: O tipo de n6 — n6 Admin, né Admin primario, né de armazenamento, n6é de gateway ou né de
arquivo.

O suporte para nés de arquivo esta obsoleto e sera removido em uma versao futura. Mover

@ objetos de um né de arquivamento para um sistema de armazenamento de arquivamento
externo por meio da API S3 foi substituido por ILM Cloud Storage Pools, que oferecem mais
funcionalidade.

« ID: O identificador exclusivo para o n6, que também é conhecido como UUID.

« Estado da conexdo: Um dos trés estados. E apresentado o icone para o estado mais grave.
Desconhecido @: por um motivo desconhecido, o né ndo esta conetado a grade ou um ou mais
servigos estdo inalterados inesperadamente. Por exemplo, a conexao de rede entre nés foi perdida, a
energia esta inativa ou um servigo esta inativo. O alerta ndo é possivel se comunicar com o né
também pode ser acionado. Outros alertas também podem estar ativos. Esta situagdo requer atengao
imediata.

@ Um no pode aparecer como desconhecido durante operagdes de desligamento
gerenciado. Nesses casos, vocé pode ignorar o estado desconhecido.

Administrativamente para baixo @: 0 no nao esta conetado a grade por um motivo esperado. Por
exemplo, 0 no, ou servicos no no, foi desligado graciosamente, 0 n6 esta reiniciando ou o software
esta sendo atualizado. Um ou mais alertas também podem estar ativos.

o

Conectado 0: 0 no esta conetado a grade.
» Storage usado: Somente para nds de storage.

- Dados do objeto: A porcentagem do espaco utilizavel total para dados de objeto que foram usados no
né de armazenamento.

o Metadados de objetos: A porcentagem do espaco total permitido para metadados de objetos que
foram usados no n6é de armazenamento.

* Versao do software: A versao do StorageGRID instalada no né.

* Grupos de HA: Somente para n6 de administrador e nés de gateway. Mostrado se uma interface de rede
no no esta incluida em um grupo de alta disponibilidade e se essa interface € a interface principal.

* Enderecos IP: Os enderecgos IP do n6. Clique em Mostrar enderegos IP adicionais para visualizar os
enderecos IPv4 e IPv6 do n6é e mapeamentos de interface.

Alertas

A secédo Alertas da guia Visao geral lista qualquer "alertas que afetam atualmente esse né que nao foram
silenciados". Selecione o nome do alerta para ver detalhes adicionais e agdes recomendadas.


https://docs.netapp.com/pt-br/storagegrid-118/maintain/rename-grid-site-node-overview.html

Alerts

Alert name & Severity @ 2 Time triggered & Current values

Low installed node memory [4

0 Critical 1lhoursago @ Total RAM size:  8.37 GB
The amount of installed memory on a node is low.

Os alertas também estao incluidos no "estados de conexéo do no".

Exibir a guia hardware

A guia hardware exibe a utilizagdo da CPU e o uso da memoria para cada no e
informacgdes adicionais de hardware sobre dispositivos.

@ O Gerenciador de Grade ¢ atualizado com cada versao e pode nao corresponder as capturas
de tela de exemplo nesta pagina.

A guia hardware ¢é exibida para todos o0s nos.

DC3-S3 (Storage Node) & X
Overview Hardware Metwork Storage Objects ILM Tasks
1 hour 1day 1 week 1 month Custom
CPU utilization @ Memory usage @

SH% 100%

30%
75%

25%

20% 50%

0%
1400 1410 14:20 14:30 1440 1450 1460 1410 1420 1430 1440 1450

wm Utilization (%) = Used (%)

Sl |

Para exibir um intervalo de tempo diferente, selecione um dos controles acima do grafico ou grafico. Vocé
pode exibir as informagdes disponiveis para intervalos de 1 hora, 1 dia, 1 semana ou 1 més. Vocé também
pode definir um intervalo personalizado, que permite especificar intervalos de data e hora.

Para ver detalhes sobre a utilizagdo da CPU e o uso da memoria, posicione o cursor sobre cada grafico.



Memory Usage &

100.00%
2020-05-20 14:08:00
75.00% == sed (%1 44.70%
Used: 11.30 GB
50.00% Cached: 6.55GB
- BUffers: 14256 MB
35 (0% = Freg: 7.2B8GB
= Total Memory: 2528 GB
0%
13:50 14:00 1410 14:20 14:30 14:49
== {[ged (%)

Se 0 no for um no de dispositivo, essa guia também inclui uma segdo com mais informagdes sobre o hardware
do dispositivo.

Exibir informagoes sobre os nos de storage do dispositivo

A pagina nos lista informagbes sobre a integridade do servigo e todos os recursos computacionais, de
dispositivo de disco e de rede para cada n6 de storage do dispositivo. Vocé também pode ver memoria,
hardware de armazenamento, versao do firmware do controlador, recursos de rede, interfaces de rede,
enderecos de rede e receber e transmitir dados.

Passos
1. Na pagina nds, selecione um no6 de storage do dispositivo.

2. Selecione Visao geral.
A secao informagdes do n6 da guia Visédo geral exibe informagdes resumidas do né, como nome, tipo, ID e
estado da conexao do né. A lista de enderecos IP inclui o nome da interface para cada endereco, da
seguinte forma:
> eth: Rede de Grade, rede Admin ou rede de cliente.

> Hic: Uma das portas fisicas de 10, 25 ou 100 GbE no dispositivo. Estas portas podem ser Unidas e
ligadas a rede de grelha StorageGRID (eth0) e a rede de clientes (eth2).

o mtc: Uma das portas fisicas de 1 GbE no dispositivo. Uma ou mais interfaces mtc séo ligadas para
formar a interface de rede de administracdo do StorageGRID (eth1). Pode deixar outras interfaces mtc
disponiveis para conetividade local temporaria para um técnico no centro de dados.

10



DC2-SGA-010-096-106-021 (Storage Node) & X

Overview Hardware Network Storage Objects ILM Tasks

Node information @

Name: DC2-SGA-010-096-106-021
Type: Storage Node
10: f0890e03-4C72-401-2e92-245511a38e51
Connection state: 9 Connected
Storage used: Object data ™ @
Object metadata 5% @
Software version 11.6.0 (build 20210915.1941 afce2d3)
|P addresses: 10.96.106.21 - eth (Grid Network)
Hide additional IP addresses A
Interface & IP address &
eth0 (Grid Network) 10.96.106.21
eth0 (Grid Network) fe80::2a0:98ff:fe64:6582
hic2 10.96.106.21
hic4 10.96.106.21
mitc2 169.254.0.1
Alerts
Alert name 2 Severity Q =2 Time triggered % Current values
ILM placement unachievable [
© Major 2hoursago @

A placement instruction in an ILM rule cannot be achieved for certain objects.

A secdo Alertas da guia Visao geral exibe quaisquer alertas ativos para o né.
3. Selecione hardware para ver mais informagdes sobre o aparelho.

a. Visualize os graficos de utilizagdo da CPU e memoria para determinar as percentagens de utilizagao
da CPU e da memodria ao longo do tempo. Para exibir um intervalo de tempo diferente, selecione um
dos controles acima do grafico ou grafico. Vocé pode exibir as informagdes disponiveis para intervalos
de 1 hora, 1 dia, 1 semana ou 1 més. Vocé também pode definir um intervalo personalizado, que
permite especificar intervalos de data e hora.

11



DC3-S3 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @
35% 100%
30%
75%

25%
20% 50%
15% = f

MAMANS AR
0% W) M\ J\ﬂl [
5% ' : S 0%

14:00 14:10 14:20 14:30 14:40 14:50 1400 14:10 14:20 14:30 14:40 14:50

= Utilization (%) = Used (%)

b. Role para baixo para ver a tabela de componentes do aparelho. Esta tabela contém informacées como

o0 nome do modelo do aparelho; nomes do controlador, numeros de série e enderecos IP; e o status de
cada componente.

@ Alguns campos, como o BMC IP do controlador de computagéo e o hardware de
computacao, aparecem apenas para dispositivos com esse recurso.

Os componentes das prateleiras de armazenamento e das prateleiras de expansao, se fizerem parte
da instalagéo, aparecerdo em uma tabela separada abaixo da tabela do dispositivo.




StorageGRID Appliance \f
Appliance model: @ SG5660 j;
Storage controller name: @ StorageGRID-5GA-Labll i
Storage controller A management IP: @ 10.224,2.192 g‘;.
Storage controller WWID: @ 600a098000a4a707000000005e8ed5fd 3
Storage appliance chassis serial number: @ 1142FG000135 E
Storage controller firmware version: @ 08.40.60.01 3}
Storage hardware: @ Mominal il j{
i
Storage controller failed drive count: @ o} il }
Storage controller A: @ Nominal il f
-]
&
Storage controller power supply A: @ Nominal ||| P
!

Storage controller power supply B: @ Nominal ||l

Storage data drive type: @ NL-SAS HDD
Storage data drive size: @ 2,00TE i
Storage RAID mode: @ RAIDG E
3
Storage connectivity: @ Nominal 1
Overall power supply: @ Mominal ||. i}
Compute controller serial number: @ SV54365519 Ii
N
Compute controller CPU temperature: @ Nominal ||| ¥
Compute controller chassis temperature: @ Nominal ||l %
3
J
|
;
Storage shelves l
Shelf chassis serial 3
I
S Shelfp @ = Shelf status @ = IOMstatus @ % ¢
number @ {
{
SN SV13304553 0 Nominal N/A i
i
- i
*
Campo na mesa do aparelho Descrigdo

Modelo do aparelho

Nome do controlador de storage

Um IP de gerenciamento do
controlador de armazenamento

O numero do modelo para este dispositivo StorageGRID mostrado no

SANTtricity os.

O nome deste dispositivo StorageGRID mostrado no SANtricity os.

Enderego IP da porta de gerenciamento 1 no controlador de
armazenamento A. vocé usa esse |IP para acessar o SANTtricity os
para solucionar problemas de armazenamento.

13
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Campo na mesa do aparelho

IP de gerenciamento B do
controlador de armazenamento

Controlador de armazenamento
WWID

Numero de série do chassi do
dispositivo de armazenamento

Verséao do firmware do
controlador de armazenamento

Hardware de storage

Falha na contagem de unidades
do controlador de
armazenamento

Controlador de Storage A

Controlador de armazenamento B

Fonte de Alimentacéo do
controlador de armazenamento A

Fonte de alimentagédo B do
controlador de armazenamento

Tipo de unidade de dados de
armazenamento

Descrigdo

Endereco IP da porta de gerenciamento 1 no controlador de storage
B. vocé usa esse IP para acessar o SANTtricity os para solucionar
problemas de storage.

Alguns modelos de aparelhos ndo tém um controlador de
armazenamento B..

O identificador mundial do controlador de storage mostrado no
SAN:tricity os.

O numero de série do chassis do aparelho.

A versao do firmware no controlador de armazenamento para este
dispositivo.

O status geral do hardware do controlador de storage. Se o
Gerenciador de sistema do SANItricity relatar um status de precisa de
atencao para o hardware de storage, o sistema StorageGRID
também informara esse valor.

Se o status for "precisa de atencao", primeiro verifique o controlador
de armazenamento usando o SANtricity os. Em seguida, certifique-se

de que ndo existem outros alarmes que se apliquem ao controlador
de computagéo.

O numero de unidades que nao sao ideais.

O status do controlador de armazenamento A..

O status do controlador de armazenamento B. alguns modelos de
aparelhos ndo tém um controlador de armazenamento B.

O estado da fonte de Alimentacéo A para o controlador de
armazenamento.

O estado da fonte de alimentagéo B para o controlador de
armazenamento.

O tipo de unidades no dispositivo, como HDD (disco rigido) ou SSD
(unidade de estado sodlido).



Campo na mesa do aparelho

Tamanho da unidade de dados de
armazenamento

Modo RAID de armazenamento

Conectividade de storage

Fonte de alimentagao geral

Controlador de computagdo BMC
IP

Numero de série do controlador
de computacao

Hardware de computagao

Temperatura da CPU do
controlador de computacéao

Temperatura do chassi do
controlador de computacéo

Coluna na tabela prateleiras de
armazenamento

Numero de série do chassi do
compartimento

Descrigdo

O tamanho efetivo de uma unidade de dados.

Nota: Para n6s com compartimentos de expansao, use o Tamanho
da unidade de dados para cada gaveta em vez disso. O tamanho
efetivo da unidade pode ser diferente por gaveta.

O modo RAID configurado para o dispositivo.

O estado de conetividade de storage.

O estado de todas as fontes de alimentagao do aparelho.

O endereco IP da porta do controlador de gerenciamento de placa
base (BMC) no controlador de computagéo. Vocé usa esse IP para se
conetar a interface do BMC para monitorar e diagnosticar o hardware
do dispositivo.

Este campo ndo é apresentado para modelos de aparelhos que néo
contém um BMC.

O numero de série do controlador de computacéo.

O status do hardware do controlador de computacao. Esse campo
nao € exibido para modelos de dispositivo que ndo tém hardware de
computagao e hardware de armazenamento separados.

O status da temperatura da CPU do controlador de computagao.

O status da temperatura do controlador de computacéo.

Descrigcao

O numero de série do chassi do compartimento de armazenamento.
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Coluna na tabela prateleiras de
armazenamento

ID do compartimento

Status do compartimento

Estado IOM

Estado da fonte de alimentacao

Estado da gaveta

Estado da ventoinha

Slots de unidade

Unidades de dados

tamanho da unidade de dados

Unidades de cache

Tamanho da unidade de cache

Estado da configuracao

Descrigdo

O identificador numérico da prateleira de armazenamento.

» 99: Compartimento do controlador de storage
* 0: Primeira prateleira de expansao
» 1: Segunda prateleira de expanséo

Nota: as prateleiras de expansao aplicam-se apenas aos modelos
SG6060 e SG6160.

O status geral da gaveta de storage.

O status dos modulos de entrada/saida (IOMs) em quaisquer
prateleiras de expansdo. N/A se este nao for um compartimento de
expansao.

O status geral das fontes de alimentagéo para o compartimento de
armazenamento.

O estado das gavetas na prateleira de arrumacgao. N/A se a prateleira
nao contiver gavetas.

O status geral dos ventiladores de resfriamento na prateleira de
armazenamento.

O numero total de slots de unidade no compartimento de
armazenamento.

O numero de unidades no compartimento de storage usadas para o
storage de dados.

O tamanho efetivo de uma unidade de dados no compartimento de
storage.

O numero de unidades no compartimento de armazenamento que
s&o usadas como cache.

O tamanho da menor unidade de cache no compartimento de
armazenamento. Normalmente, as unidades de cache tém o mesmo
tamanho.

O status de configuragao do compartimento de storage.

a. Confirmar se todos os Estados s&o "nominais".

Se um estado nao for "nominal”, reveja quaisquer alertas atuais. Vocé também pode usar o



Gerenciador de sistema do SAN(tricity para saber mais sobre alguns desses valores de hardware.
Consulte as instrucdes para instalar e manter o seu aparelho.

4. Selecione rede para ver as informacdes de cada rede.

O gréfico trafego de rede fornece um resumo do trafego de rede geral.

1 hour 1 day 1 week 1 month Custom

Network traffic @

650 Kb/'s
600 kb/'s
550 kb/'s
500 kb/'s
450 kb/s

1610 10:15 10:20 10:25 10:30 10:35 10:40 10:45 10:50 10:55 11:.00 1105

== Received Sent

a. Reveja a seccao interfaces de rede.

Network interfaces

Name @ = Hardware address @ = Speed @ Duplex @ = Auto-negotiation @ = Link status @ =

etho 00:50:56:A7:66:75 10 Gigabit Full Off Up

Use a tabela a seguir com os valores na coluna velocidade na tabela interfaces de rede para
determinar se as portas de rede 10/25-GbE no dispositivo foram configuradas para usar o modo
ativo/backup ou o modo LACP.

@ Os valores mostrados na tabela assumem que todos os quatro links sao usados.
Modo de ligacao Modo Bond Velocidade de ligagdo Velocidade esperada
HIC individual (hic1, darede do
hic2, hic3, hic4) cliente/grade
(eth0,eth2)
Agregado LACP 25 100
Fixo LACP 25 50
Fixo Ativo/Backup 25 25
Agregado LACP 10 40

Fixo LACP 10 20



Modo de ligacao

Fixo

Modo Bond

Ativo/Backup

Velocidade de ligagdo
HIC individual (hic1,
hic2, hic3, hic4)

10

Velocidade esperada
darede do
cliente/grade
(eth0,eth2)

10

Consulte "Configurar ligagoes de rede" para obter mais informagdes sobre como configurar as portas

10/25-GbE.

b. Reveja a secgdo Comunicagao de rede.

As tabelas de recegdo e transmissdo mostram quantos bytes e pacotes foram recebidos e enviados
através de cada rede, bem como outras métricas de recec¢ao e transmissao.

Receive

Interface @ =

Network communication

4+ Data @

Packets @ =

-

Errors @ % Dropped @ =

Frameoverruns @ = Frames @ =

-

o il

0 1l

eth0 2.89GB 1l 19,421,503 1l, o 1k 24,032 1k o 1k 0 1h
Transmit
Interface @ = Data @ Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
etho 3.64GB il 18,494,381 ils 0 1k

o il

5. Selecione armazenamento para visualizar graficos que mostram as porcentagens de armazenamento

usadas ao longo do tempo para dados de objetos e metadados de objetos, bem como informagdes sobre
dispositivos de disco, volumes e armazenamentos de objetos.

18

100.00%

75.00%

50.00%

25.00%

14:30 1444

== |Ised (%)
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Storage Used - Object Data @

2021-03-13 14:45:30
= Used (%): 0.00%
Used; 17192 kB
- Replicated data: 171.12 kB
= Erasure-coded data: 0B
- Total: 310.81 GB



https://docs.netapp.com/us-en/storagegrid-appliances/installconfig/configuring-network-links.html

Storage Used - Object Metadata @

100.00%
75.00%
2020-08-04 14:58:00

S0.00%
= Used {%): 0.00%
— Lised: 539.45kB
e Alloweid: 132 TB
= Actual reserved: 3.00TB

0%

14:50 15:00 15:10 15220 15:30 15:40
== ||zed (%)

. Role para baixo para ver as quantidades de armazenamento disponivel para cada volume e
armazenamento de objetos.

O Nome Mundial para cada disco corresponde ao identificador mundial de volume (WWID) que
aparece quando vocé visualiza propriedades de volume padrdo no SANTtricity os (o software de
gerenciamento conetado ao controlador de armazenamento do dispositivo).

Para ajuda-lo a interpretar estatisticas de leitura e gravagao de disco relacionadas aos pontos de
montagem de volume, a primeira parte do nome mostrado na coluna Nome da tabela dispositivos de
disco (ou seja, sdc, sdd, sde, etc.) corresponde ao valor mostrado na coluna dispositivo da tabela
volumes.



Disk devices
Hame € = World Wide Name 8@ = Woload @ = Read rate @ writerste @ =
croot{8:1 =dal) MR 0.04% Obytes/= IKBfs
cwloc(8:2 sdal) Ml 0.6T% Obytes/s 50 K8/s
scc{8:16,5db) MR 0.03% Obytess 4 KB/=
sehd (8:32,5dc) M8 0.00% 0 bytes/s 82 bytes/=s
sdheid:48 sdd) M 000k 0 bytes/s 82 bytes/s
Volumes
Mount peint @ = mevice @ = swas @ 2 sie @ = Avallabie @ = Write cache status @ =
croot Oniline 21.00GB 147568 1l Unknown
fvarflocal cwlac Oriline 85.86 GB 840568 1l Unknown
Jvarflocal/rangedb /0 sdc Online 107,32 GB 1w7i7ce il Enabled
Ivaeflocalfrangedb/1 sdd Online 107.32GB 107186E 1l Enabled
Ivar/localfrangedb/2 sde Online 107.32GB wr.iece al Enabled
Object stores
D& = Sie @ = Avatzble @ = Replicated data § = ECdata @ = Dhbject data () @ = Health @ =
LealtE 10732 GB o644 GE 1l 124 60 KB 1, o bytes 1l 0.00% Mo Errors
ool 107.32 GB 1wr1ece 1l D bytes gl 0 bytes . 0.00% Mo Errors
opo2 107.32 GB w7.18Ge |l 0 bytes il O bytes 1l 0.00% Mo Errdirs

Exibir informagoes sobre os nés de administragado do dispositivo e os nés de gateway

A pagina nos lista informacgdes sobre a integridade do servigo e todos os recursos computacionais, de
dispositivo de disco e de rede para cada dispositivo de servigos que € usado como nd de administrador ou né
de gateway. Vocé também pode ver memoria, hardware de armazenamento, recursos de rede, interfaces de
rede, enderecos de rede e receber e transmitir dados.

Passos
1. Na pagina nos, selecione um né de administracado do dispositivo ou um né de gateway do dispositivo.

2. Selecione Visao geral.

A secgao informagdes do no da guia Visédo geral exibe informagdes resumidas do né, como nome, tipo, ID e
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estado da conexao do né. A lista de enderecos IP inclui o nome da interface para cada endereco, da
seguinte forma:

o Adllb e adlli: Mostrado se a ligagéo ativa/backup é usada para a interface Admin Network

- eth: Rede de Grade, rede Admin ou rede de cliente.

o Hic: Uma das portas fisicas de 10, 25 ou 100 GbE no dispositivo. Estas portas podem ser Unidas e

ligadas a rede de grelha StorageGRID (eth0Q) e a rede de clientes (eth2).

o mtc: Uma das portas fisicas de 1 GbE no dispositivo. Uma ou mais interfaces mtc séo ligadas para
formar a interface de rede Admin (eth1). Pode deixar outras interfaces mtc disponiveis para

conetividade local temporaria para um técnico no centro de dados.

Overview

Mame:

Typs:

D:

Connection state:
Software version:

P addresses:

10-224-6-199-ADM1 (Primary Admin Node) &

Hardware Network Storage

Node information @

10-224-6-199-ADM1

Primary Admin Node
Gfdc1830-cala-4493-acdd-T2ed317d55fb
0 Connected

11.6.0 {build 20210925.1321 66ETeed)
172.16.6.199 - eth0 |Grid Network)
10.224.6.199 - ethl (Admin Network)

47.47.7.241 - eth2 [Client Network]

Hide additional IP addresses A

Interface =

Load balancer Tasks SANtricity System Manager

P address

eth2 (Client Network)

eth2 (Client Network)

eth2 (Client Network)

hicl

hic2

hic3

47.47.7.241

fd20:332:332:0:e42:a1ff:feB86:b5b0

feB0::e42:alff:fel86:b5b0

AT.A47.7.241

A7.47.7.241

A47.47.7.241

A secao Alertas da guia Visao geral exibe quaisquer alertas ativos para o né.

3. Selecione hardware para ver mais informacoes sobre o aparelho.

a. Visualize os graficos de utilizagdo da CPU e memoéria para determinar as percentagens de utilizagédo
da CPU e da memodria ao longo do tempo. Para exibir um intervalo de tempo diferente, selecione um

dos controles acima do grafico ou grafico. Vocé pode exibir as informagdes disponiveis para intervalos

de 1 hora, 1 dia, 1 semana ou 1 més. Vocé também pode definir um intervalo personalizado, que
permite especificar intervalos de data e hora.
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Overview Hardware Network Storage Load balancer Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @
12.5% 100%
10%
75%
7.50%
50%
9% J m
r
o AN AN |+ ==
0% 0%
17:20 17:30 17:40  17:50 18:00 18:10 17:20 17:30 17:40 17:50 18:00 18:10
== Utilization (%) == Used (%)

b. Role para baixo para ver a tabela de componentes do aparelho. Esta tabela contém informagdes como
o nome do modelo, o numero de série, a versado do firmware do controlador e o status de cada
componente.

StorageGRID Appliance

Appliance model: @ SG100

Storage controller failed drive count: @ 1] il

Storage data drive type: @ 55D

Storage data drive size: @ 960.20 GB

Storage RAID mode: @ RAID1 [healthy]

Storage connectivity: @ MNominal

Overall power supply: @ Mominal |||

Compute controller EMCIP: @ 10.60.8.38

Compute controller serial number: g 372038000093

Compute hardware: @ Mominal |||

Compute controller CPU temperature: @ Mominal |||

Compute controller chassis temperature: @ Mominal ||.

Compute controller power supply A @ Mominal | | I

Compute controller power supply B: @ MNominal |Il
Campo na mesa do aparelho Descrigcao

Modelo do aparelho O numero do modelo para este dispositivo StorageGRID.



Campo na mesa do aparelho Descrigdo

Falha na contagem de unidades O numero de unidades que n&do sao ideais.
do controlador de

armazenamento
Tipo de unidade de dados de O tipo de unidades no dispositivo, como HDD (disco rigido) ou SSD
armazenamento (unidade de estado sdlido).

Tamanho da unidade de dados de O tamanho efetivo de uma unidade de dados.
armazenamento

Modo RAID de armazenamento O modo RAID do dispositivo.

Fonte de alimentagao geral O estado de todas as fontes de alimentagéo no aparelho.

Controlador de computagédo BMC O enderecgo IP da porta do controlador de gerenciamento de placa

IP base (BMC) no controlador de computagao. Vocé pode usar esse IP
para se conetar a interface do BMC para monitorar e diagnosticar o
hardware do dispositivo.

Este campo néo é apresentado para modelos de aparelhos que nao
contém um BMC.

Numero de série do controlador O numero de série do controlador de computacéo.
de computagao

Hardware de computacéo O status do hardware do controlador de computagéo.

Temperatura da CPU do O status da temperatura da CPU do controlador de computagao.
controlador de computacéao

Temperatura do chassi do O status da temperatura do controlador de computacéo.
controlador de computacéao

a. Confirmar se todos os Estados s&o "nominais".
Se um estado nao for "nominal”, reveja quaisquer alertas atuais.
4. Selecione rede para ver as informagdes de cada rede.

O grafico trafego de rede fornece um resumo do trafego de rede geral.
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1 hour 1day 1 week 1 month Custom
Network traffic @
650 Kb/'s
600 kb/s
550 Kbys
500 kb/s L : F——
450 kb/s

10:10 10:15 10:20 10:25 10:30 10:35 10:40 10045 10:50 10:55 11:00 11:06

== Received Sent

a. Reveja a seccéo interfaces de rede.

Network interfaces
Name @ = Hardware address @ = Speed @ Duplex @ = Auto-negotiation @ 2 Link status @ =
eth0 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
ethl B4:A9:FC:71:68:36 Gigabit Full Off Up
eth2 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
hicl 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hicz 0C:42:A1:36:B5:B0 25 Gigabit Full On Up
hic3 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hic4 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
mtcl B4:A9:FC:71:68:36 Gigabit Full On Up
mtc2 B4:A9:FC:T1:68:35 Gigabit Full On Up

Use a tabela a seguir com os valores na coluna velocidade na tabela interfaces de rede para
determinar se as quatro portas de rede 40/100-GbE no dispositivo foram configuradas para usar o
modo ativo/backup ou o modo LACP.

@ Os valores mostrados na tabela assumem que todos os quatro links sao usados.



Modo de ligacao Modo Bond Velocidade de ligagdo Velocidade esperada
HIC individual (hic1, da rede do

hic2, hic3, hic4) cliente/grade (ethO,
eth2)

Agregado LACP 100 400
Fixo LACP 100 200
Fixo Ativo/Backup 100 100
Agregado LACP 40 160
Fixo LACP 40 80

Fixo Ativo/Backup 40 40

b. Reveja a secgcdo Comunicagao de rede.

As tabelas de recegéo e transmissdo mostram quantos bytes e pacotes foram recebidos e enviados
através de cada rede, bem como outras métricas de rececao e transmissao.

Network communication
Receive
Interface @ = Data @ = Packets @ = Errors @ =  Dropped @ = Frameoverruns @ = Frames @ =
etho 2.89GB 1l 19,421,503 1l 0l 24,032 1L 0 1l 0 1l
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
etho 3.64GB 1k 18,494,381 1l 0 1L 0 1l 0 1k o il

5. Selecione armazenamento para exibir informagdes sobre os dispositivos de disco e volumes no
dispositivo de servicos.
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DO-REF-DC1-GW1 (Gateway Node) & X

Overview Hardware Network Storage Load balancer Tasks
Disk devices
Name @ = World Wide Name & = /Oload @ = Readrate @ = Writerate @ 2
croot(8:1,sdal) N/ 0.02% 0 bytes/s 3 KB/s
cvloc(B:2,sda2) MN/A 0.03% 0 bytes/s & KB/s
Volumes

Mountpoint @ =  Device @

1p

Status @ =  Size @

TS

Available @ 2=  Writecachestatus @ 2

v

/ croot Online 21.00 GB 14.73GB 1h Unknown

fvarflocal cvloc Online 85.86 GB 84.63GB 1h Unknown

Veja a guia rede

A guia rede exibe um grafico mostrando o trafego de rede recebido e enviado por todas
as interfaces de rede no no, site ou grade.

A guia rede ¢é exibida para todos os nés, cada site e toda a grade.

Para exibir um intervalo de tempo diferente, selecione um dos controles acima do grafico ou grafico. Vocé
pode exibir as informagdes disponiveis para intervalos de 1 hora, 1 dia, 1 semana ou 1 més. Vocé também
pode definir um intervalo personalizado, que permite especificar intervalos de data e hora.

Para nds, a tabela interfaces de rede fornece informagdes sobre as portas de rede fisica de cada né. A tabela

de comunicacdes de rede fornece detalhes sobre as operacdes de rececéo e transmissio de cada n6 e
quaisquer contadores de falhas comunicados pelo condutor.

26



DC1-S2 (Storage Node)

Overview Hardware Hetwork Storage Objects ILM Tasks

1 hour 1 day 1 week 1 month Custarm

Mcawork traffic @

E50 kbis
£00 kbi's
S50 kb's
B kb/s
450 kbs:
1005 1010 10:15 1020 1626 1030 1033 A0 143 05 1655 11:60

Network interfaces

Name & = Hardware address @ = speed @ puplex @ % Aute-negotiation @ = Link status @ =

ethi 00:50:56:4T:E8:1D 10 Gigabit Full Off Up

Metwork communication

Receive
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ = Frameoverruns @ = Frames @ =
ethi 30468 1ls 20403428 1l o ik 24,899 il, | o ih
Transmit
intarface @ = pata & = Packet: @ = Errors @ = Dropped @ = Collisions @ = carrier @ =
ethi 36568 1l 19,061.847 1l, o ik o il | [ |

Informacgdes relacionadas
"Monitorar conexdes de rede e desempenho”

Exibir a guia armazenamento

A guia armazenamento resume a disponibilidade de armazenamento e outras métricas
de armazenamento.

A guia Storage (armazenamento) é exibida para todos os nds, cada local e toda a grade.

Armazenamento de graficos usados

Para nés de storage, cada local e toda a grade, a guia Storage inclui graficos mostrando quanto de storage foi
usado pelos dados de objeto e metadados de objeto ao longo do tempo.
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Quando um no nao esta conetado a grade, como durante a atualizagdo ou um estado

@ desconetado, certas métricas podem estar indisponiveis ou excluidas dos totais do site e da
grade. Depois que um no se reconeta a grade, espere varios minutos para que os valores se
estabilizem.
DC1-S1 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custom
Storage used - object data @ Storage used - object metadata @
100% 100%
75% 75%
50% 50%
25% 25%
0% 0%
1530 1540 1550 1600 1610 1620 1530 1540 1550 1600 1610 16220
= Used (%) = Used (%)

Dispositivos de disco, volumes e objetos armazenam tabelas

Para todos os nds, a guia armazenamento contém detalhes dos dispositivos de disco e volumes no né. Para
nos de storage, a tabela Object Stores fornece informacdes sobre cada volume de storage.
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Disk devices
Hame @ = World Wide Hame @ = WOoload @ = Read rate @ = Writerate @ =
croot{8:1,5dal) MR 0045 0 bytes/s JKB/s
cwlocl 82 5dal) WA 0.67% Obytes/s 50 K8/s
sdc(8:16,5db) MR 0.03% Obytess 4 KB/s
sthd [8:32,5dc) N/ 0009 0 bytes/s 82 bytes/s
scheld 45 sdd) M 0004 0 bytes's 82 bytes/s
Volumes
Mount peint B = Device @ = status @ = sie @ % Avallable @ = Write cache status @ =
! craot Oriline 21.00GB 1475GB 1l Unknown
fvarflocal cwloc Online 85.86 GB 240568 1l Unknown
Mvarflocal/rangedb/0 sdc Online 107.32GB 10717 GE i, Enabled
Ivaeflocal/rangedb/1 sdd Online 107.32GB wrisce il Enabled
Mvarflocalfrangedb/2 sde Online 107.32G8B 10718 GE 1, Enabled
Object stores
cé = sSize @ = Auatlable @ = Replicated dats @ = ECdata @ = Dbjectdata {3) @ = Health @ =
o000 107.32 GB o644 GB il 12460 KB 1y obytes il 0.00% Mo Errors
ool 107.32 GB wrisce il o bytes gl O bytes 1k 0.00% Mo Errors
o002 107.32 GB 10718 GE |l O bytes 1l obytes 1l 0.00% Mo Errdrs

Informagodes relacionadas

"Monitorar a capacidade de armazenamento

Exibir a guia objetos
A guia objetos fornece informagdes sobre "S3"taxas de ingestao e "Rapido"recuperacgao.
A guia objetos ¢é exibida para cada n6 de armazenamento, cada local e toda a grade. Para nds de storage, a

guia objetos também fornece contagens de objetos e informagbes sobre consultas de metadados e verificacéo
em segundo plano.
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DC1-S1 (Storage Node) 2

Overview Hardware Network Storage
1 hour 1day 1 week
53 ingest and retrieve 0
1B/s
0.750 B/s
0.500 B/s
0.250 B/s
0B/s
1200 1210 1220 1230 1240 1250
== |ngest rate Retrieve rate
Object counts
Total objects: @ 1,295
Lost objects: @ 0 |l'
53 buckets and Swift containers: @ 161

Metadata store queries

Average latency: @
Queries - successful: @
Queries - failed (timed outl: @

Queries - failed {consistency level unmet): @

Verification
Status: @ No errors
Percent complete: @ 47.14%

Average stat time: @
Objects verified: @ 1]

Object verification rate: @

Data verified: @ 0 bytes
Data verification rate: @ 0.00 bytes |
Missing objects: @ 0

Corrupt objects: @ [1]

Corrupt objects unidentified: @ 0
Quarantined objects: @ 0
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0

1]

0.00 microseconds

0.00 objects | second

second

Objects

ILM

1 month

1B/s

0.800B/s

0.600B/s

0.400 B/s

0.200B/s

0B/s

1Z2:00

Tasks

Custom

Swift ingest and retrieve 9

No data

1270 12:20 1230

12:40

12:50

30




Veja a guia ILM

A guia ILM fornece informagdes sobre as operagdes de gerenciamento do ciclo de vida
das informacgdes (ILM).

A guia ILM é mostrada para cada n6 de armazenamento, cada local e toda a grade. Para cada local e grade, a
guia ILM mostra um grafico da fila ILM ao longo do tempo. Para a grade, esta guia também fornece o tempo
estimado para concluir uma varredura ILM completa de todos os objetos.

Para nos de storage, a guia ILM fornece detalhes sobre a avaliagao ILM e a verificagdo em segundo plano
para objetos codificados por apagamento.

DC2-S1 (Storage Node) &

Overview Hardware Network Storage Objects ILM Tasks
Evaluation
Awaiting - all: @ 0 objects il
Awaiting - client: @ 0 objects il
Evaluation rate: @ 0.00 objects / second
Scan rate: @ 0.00 objects / second |||

Erasure coding verification

Status: @ idle |||
Mext scheduled: @ 2021-09-09 17:36:44 MDT
Fragments verified: @ 0 il
Data verified: @ 0 bytes il
Corrupt copies: @ o il
Corrupt fragments: @ 0 II|
Missing fragments: @ 0 il

Informacgodes relacionadas

"Monitorar o gerenciamento do ciclo de vida das informacgdes"

"Administrar o StorageGRID"
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Use a guia tarefas

A guia tarefas é exibida para todos os nés. Vocé pode usar essa guia para renomear ou
reinicializar um no ou colocar um no de appliance no modo de manutengao.

Para obter os requisitos e instrugbes completos para cada opgéo neste separador, consulte o seguinte:

* "Renomeie grade, sites e nés"
* "Reinicie o n6 da grade"

+ "Coloque o aparelho no modo de manutengao”

Veja a guia balanceador de carga

O separador Load Balancer (balanceador de carga) inclui graficos de desempenho e
diagnostico relacionados com o funcionamento do servigo Load Balancer.

A guia Load Balancer (balanceador de carga) é exibida para nés de administragéo e nés de gateway, cada
local e toda a grade. Para cada local, a guia Load Balancer fornece um resumo agregado das estatisticas de
todos os nos nesse local. Para toda a grade, a guia Load Balancer fornece um resumo agregado das
estatisticas de todos os sites.

Se nao houver nenhuma e/S sendo executada pelo servigo do Load Balancer ou se ndo houver nenhum
balanceador de carga configurado, os graficos exibem "no data".
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DC1-G1 (Gateway Node) [Z X
Overview Hardware Network Storage Load balancer Tasks
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Solicitar trafego

Este grafico fornece uma média mével de 3 minutos da taxa de transferéncia de dados transmitidos entre os

pontos de extremidade do balanceador de carga e os clientes que fazem as solicitagdes, em bits por segundo.

Esse valor é atualizado na conclusao de cada solicitacado. Como resultado, esse valor pode
@ diferir do throughput em tempo real a taxas de solicitagao baixas ou para solicitagdes de muito

tempo. Vocé pode olhar para a guia rede para obter uma visdo mais realista do comportamento

atual da rede.

Taxa de solicitagao recebida

Este grafico fornece uma média movel de 3 minutos do nimero de novas solicitagbes por segundo,
discriminada por tipo de solicitagao (OBTER, COLOCAR, CABECA e EXCLUIR). Este valor é atualizado
guando os cabecalhos de uma nova solicitagao tiverem sido validados.

Duragao média da solicitagado (sem erro)

Este grafico fornece uma média movel de 3 minutos de duragao de solicitagées, discriminada por tipo de
solicitagdo (OBTER, COLOCAR, CABECA e EXCLUIR). Cada duragao da solicitagdo comega quando um
cabecalho de solicitacao é analisado pelo servico Load Balancer e termina quando o corpo de resposta
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completo é retornado ao cliente.

Taxa de resposta de erro

Este grafico fornece uma média mével de 3 minutos do nimero de respostas de erro retornadas aos clientes
por segundo, discriminada pelo codigo de resposta de erro.

Informacgdes relacionadas

"Monitorar operagdes de balanceamento de carga"

"Administrar o StorageGRID"

Veja a guia Servigos da Plataforma

A guia Servicos da plataforma fornece informagdes sobre qualquer operacao de servigo
da plataforma S3 em um site.

A guia Servicos da Plataforma é exibida para cada site. Esta guia fornece informagdes sobre os servigos da
plataforma S3, como replicagdo do CloudMirror e o servigo de integragao de pesquisa. Os graficos nesta guia
exibem métricas como o numero de solicitagdes pendentes, a taxa de conclusdo da solicitagao e a taxa de
falha da solicitacao.
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DC1 (Site) & X

Metwork Storage Objects LM Platform services Load balancer
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Replication failures

Para obter mais informacdes sobre os servicos da plataforma S3, incluindo detalhes de solucéo de problemas,
consulte o "Instru¢des para administrar o StorageGRID".

Exibir a guia Gerenciar unidades (somente SGF6112)

A guia Gerenciar unidades permite acessar detalhes e executar tarefas de solugéo de
problemas e manutengao nas unidades no dispositivo SGF6112.

@ A guia Gerenciar unidades ¢é exibida somente para nds de dispositivos de storage do SGF6112.
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Usando a guia Gerenciar unidades, vocé pode fazer o seguinte:

« Exiba um layout das unidades de armazenamento de dados no dispositivo
» Exiba uma tabela que lista cada local, tipo, status, versao do firmware e nimero de série da unidade
» Execute as fungdes de solugao de problemas e manutengdo em cada unidade

Para acessar a guia Gerenciar unidades, vocé deve ter o "Administrador do dispositivo de storage ou
permissao de acesso a raiz".

Para obter informagdes sobre como usar a guia Gerenciar unidades, "Use a guia Gerenciar unidades"
consulte .

Exibir a guia Gerenciador de sistema do SANtricity (somente Série e)

A guia Gerenciador de sistema do SANTricity permite que vocé acesse o Gerenciador de
sistema do SANTricity sem ter que configurar ou conetar a porta de gerenciamento do
dispositivo de storage. Pode utilizar este separador para rever as informacgdes
ambientais e de diagnostico de hardware, bem como os problemas relacionados com as
unidades.

@ A guia Gerenciador de sistema do SANTtricity é exibida somente para nés de dispositivos de
storage que usam o hardware e-Series.

Usando o Gerenciador de sistema do SANTtricity, vocé pode fazer o seguinte:

* Visualize dados de performance, como performance em nivel de array de storage, laténcia de e/S,
utilizagdo de CPU com controladora de storage e taxa de transferéncia.

* Verifique o status do componente do hardware.

» Execute fungdes de suporte, incluindo visualizagado de dados de diagndstico e configuragéo do e-Series
AutoSupport.

@ Para usar o Gerenciador de sistema do SAN(tricity para configurar um proxy para o e-Series
AutoSupport, "Envie pacotes e-Series AutoSupport através do StorageGRID"consulte .

Para acessar o Gerenciador de sistema do SANTtricity por meio do Gerenciador de Grade, vocé deve ter o
"Administrador do dispositivo de storage ou permisséo de acesso a raiz".

@ Vocé deve ter o firmware SANTricity 8,70 ou superior para acessar o Gerenciador de sistema do
SANTtricity usando o Gerenciador de Grade.

O acesso ao Gerenciador de sistemas do SANTtricity a partir do Gerenciador de Grade
geralmente se destina apenas a monitorar o hardware do dispositivo e configurar o e-Series

@ AutoSupport. Muitos recursos e operagdes dentro do Gerenciador de sistema do SANTtricity,
como atualizagéo de firmware, n&o se aplicam ao monitoramento do dispositivo StorageGRID.
Para evitar problemas, siga sempre as instrugcdes de manutengéo de hardware do seu
aparelho.

O separador apresenta a pagina inicial do Gestor do sistema SANTtricity.
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NetApp-SGA-108 (Storage Node)

Overview Hardware Network Storage Objects ILM Events Tasks SANtricity System Manager

Use SANTtricity System Manager to monitor and manage the hardware components in this storage appliance. From SANtricity System Manager. you can review hardware diagnostic and
environmental information as well as issues related to the drives.

Note: Many features and operations within SANtricity Storage Manager do not apply to your StorageGRID appliance. To avoid issues, always follow the hardware installation and
maintenance instructions for your appliance model

Open SANfricity System Manager (4 in a new browser tab.

=  SANtricity® System Manager StorageGRID-NetApp- Preferences | Help ~ | admin | LogOut [he
A Home
= 0 Your storage array is optimal. View Operations in
= Storage Progress >
@B Hardware STORAGE ARRAY LEVEL PERFORMANCE
a' Settings
What does the IOPS graph show? m m m m m Compare IOPS with v

R supont 80

C

3

c

°

&

40 £
20
|
A 1 I
430 PM 4:40PM 450 PM 5:00 PM 510PM 520 PM
16:30 17.00
‘ " »
— |OPS (Reads) IOPS (Writes)
MiB/s & CPU M

CAPACITY STORAGE HIERARCHY

n

[
O Aliocated 0 1Pool ~ 0 Host Clusters »
70020.00 GiB mnn — .
0* O Fre= © @— . =
F Free 1 Shelfw
e .00 G (%) (12 Drives) 18 Volumes v 0 Workloads «
Storage Array «
0 Unsssi. @ . 4 J L
0.00 GiB (0%) (Imm =

0 Volume Groups v

79020.00 GiB Total
1 Hostw

@ Vocé pode usar o link Gerenciador de sistema do SANTtricity para abrir o Gerenciador de
sistema do SANItricity em uma nova janela do navegador para facilitar a visualizag&o.

Para ver detalhes sobre o desempenho do nivel de storage e o uso da capacidade, posicione o cursor sobre
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cada grafico.

Para obter mais detalhes sobre como exibir as informagdes acessiveis na guia Gerenciador do sistema do
SANtricity, "Documentacao do NetApp e-Series e do SANTtricity" consulte .

Informacoes para monitorar regularmente

O que e quando monitorar

Mesmo que o sistema StorageGRID possa continuar a funcionar quando ocorrerem erros
ou partes da grade nao estiverem disponiveis, vocé deve monitorar e resolver possiveis
problemas antes que eles afetem a eficiéncia ou a disponibilidade da grade.

Antes de comecar
» Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre tarefas de monitoramento

Um sistema ocupado gera grandes quantidades de informagdes. A lista a seguir fornece orientagédo sobre as
informagdes mais importantes a serem monitoradas de forma continua.

O que monitorar Frequéncia

"Estado de integridade do sistema" Diariamente

Taxa em que "Capacidade de metadados e objetos Semanalmente
do no de storage"esta sendo consumido

"Operacgdes de gerenciamento do ciclo de vida das Semanalmente

informacgdes"

"Recursos de rede e sistema" Semanalmente

"Atividade do locatario" Semanalmente

"Operagodes de clientes S3 e Swift" Semanalmente

"Operacgdes de balanceamento de carga" Apos a configuragao inicial e apds quaisquer

alteragdes de configuragéo
"Conexoes de federagao de grade" Semanalmente
"Capacidade do sistema de armazenamento de Semanalmente

arquivos externo"
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Monitorar a integridade do sistema
Monitore diariamente a integridade geral do seu sistema StorageGRID.

Sobre esta tarefa

O sistema StorageGRID pode continuar a funcionar quando partes da grelha néo estiverem disponiveis.
Problemas potenciais indicados por alertas ou alarmes (sistema legado) ndo s&o necessariamente problemas
com as operagdes do sistema. Investigue problemas resumidos na placa de estado de funcionamento do
Painel do Grid Manager.

Para ser notificado de alertas assim que eles s&o acionados, vocé pode "configurar notificacdes por e-mail
para alertas" ou "Configurar traps SNMP".

Health status @

© 0 & 0 i o

Unknown Oftline Critical  Major  Minor License

1 1 1 1 1 1
Grid details  Currentalerts (3]  License

Quando existem problemas, aparecem links que permitem visualizar detalhes adicionais:

Link Aparece quando...

Detalhes da grelha Todos os nds sao desconetados (estado de conexdo desconhecido ou
administrativamente inativo).

Alertas atuais (critico, maior, Os alertas sao atualmente ativo.
menor)

Alertas resolvidos recentemente Alertas disparados na semana estao agora resolvidospassada .

Licenca Existe um problema com a licenca de software para este sistema
StorageGRID. Vocé pode "atualize as informagoes da licenga conforme
necessario".

Monitorar os estados de conexdo do né

Se um ou mais nés forem desconetados da grade, as operagoes criticas do StorageGRID podem ser
afetadas. Monitore os estados de conexao dos nos e solucione quaisquer problemas imediatamente.
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icone

@

Descrigao

Nao ligado - desconhecido

Por um motivo desconhecido, um no &
desconetado ou os servigos no no estao
inalterados inesperadamente. Por exemplo,
um servigo no no pode ser interrompido ou o
noé pode ter perdido sua conexao de rede
devido a uma falha de energia ou interrupgao
inesperada.

O alerta nao é possivel se comunicar com
o n6 também pode ser acionado. Outros
alertas também podem estar ativos.

Nao conetado - administrativamente para
baixo

Por um motivo esperado, o né nao esta
conetado a grade.

Por exemplo, o nd, ou servigos no no, foi
desligado graciosamente, o n6 esta
reiniciando ou o software esta sendo
atualizado. Um ou mais alertas também
podem estar ativos.

Com base no problema subjacente, esses

nés geralmente voltam online sem nenhuma
intervencéo.

Conectado

O n¢ esta conetado a grade.

Ver alertas atuais e resolvidos

Acao necessaria

Requer atencdo imediata. Selecione cada
alerta e siga as ac¢des recomendadas.

Por exemplo, talvez seja necessario reiniciar
um servico que tenha parado ou reiniciado o
host para o no.

Nota: Um né pode aparecer como
desconhecido durante operacgdes de
desligamento gerenciado. Nesses casos,
vocé pode ignorar o estado desconhecido.

Determine se algum alerta esta afetando esse
no.

Se um ou mais alertas estiverem ativos

selecione cada alertae siga as agoes
recomendadas.

Nenhuma agao necessaria.

Alertas atuais: Quando um alerta é acionado, um icone de alerta é exibido no painel. Um icone de alerta
também é exibido para o né na pagina ndés. Se "as notificacoes por e-mail de alerta estdo configuradas”, uma
notificagdo por e-mail também sera enviada, a menos que o alerta tenha sido silenciado.

Alertas resolvidos: Vocé pode pesquisar e visualizar um histérico de alertas que foram resolvidos.

Opcionalmente, vocé assistiu ao video: "Video: Visao geral dos alertas para o StorageGRID 11,8"

A tabela a seguir descreve as informagdes mostradas no Gerenciador de Grade para alertas atuais e

resolvidos.
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Cabecalho da coluna

Nome ou titulo

Gravidade

Tempo acionado

Local/né

Estado

Tempo resolvido (apenas
alertas resolvidos)

Valores atuais ou valores
de dados

Descrigdo

O nome do alerta e sua descrigao.

A gravidade do alerta. Para alertas atuais, se varios alertas forem agrupados, a
linha de titulo mostra quantas instancias desse alerta estdo ocorrendo em cada
gravidade.

Q Critico: Existe uma condigdo anormal que interrompeu as operagdes
normais de um no ou servico StorageGRID. Vocé deve abordar o problema
subjacente imediatamente. A interrupgéo do servigo e a perda de dados podem
resultar se o problema nao for resolvido.

0 Major: Existe uma condigdo anormal que esta afetando as operagdes atuais
ou se aproximando do limite para um alerta critico. Vocé deve investigar os
principais alertas e resolver quaisquer problemas subjacentes para garantir que a
condi¢cdo anormal ndo pare a operagdo normal de um né ou servigo
StorageGRID.

Menor: O sistema esta operando normalmente, mas existe uma condicao
anormal que pode afetar a capacidade do sistema de operar se ele continuar.
Vocé deve monitorar e resolver alertas menores que n&o sejam claros por conta
prépria para garantir que eles ndo resultem em um problema mais sério.

Alertas atuais: A data e a hora em que o alerta foi acionado na sua hora local e
em UTC. Se varios alertas forem agrupados, a linha de titulo mostrara horas para
a instancia mais recente do alerta (newest) e a instancia mais antiga do alerta
(older).

Alertas resolvidos: Ha quanto tempo o alerta foi acionado.
O nome do site e do n6 onde o alerta esta ocorrendo ou ocorreu.

Se o alerta esta ativo, silenciado ou resolvido. Se varios alertas forem agrupados
e todos os alertas estiverem selecionados na lista suspensa, a linha de titulo
mostrara quantas instancias desse alerta estédo ativas e quantas instancias foram
silenciadas.

Ha quanto tempo o alerta foi resolvido.

O valor da métrica que fez com que o alerta fosse acionado. Para alguns alertas,
sdo apresentados valores adicionais para o ajudar a compreender e investigar o
alerta. Por exemplo, os valores mostrados para um alerta armazenamento de
dados de objeto baixo incluem a porcentagem de espago em disco usado, a
quantidade total de espago em disco e a quantidade de espago em disco usado.

Nota: se varios alertas atuais forem agrupados, os valores atuais ndo seréo
exibidos na linha de titulo.
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Cabecalho da coluna Descrigdo

Valores acionados O valor da métrica que fez com que o alerta fosse acionado. Para alguns alertas,
(apenas alertas sao apresentados valores adicionais para o ajudar a compreender e investigar o
resolvidos) alerta. Por exemplo, os valores mostrados para um alerta armazenamento de

dados de objeto baixo incluem a porcentagem de espago em disco usado, a
quantidade total de espaco em disco e a quantidade de espaco em disco usado.

Passos

1. Selecione o link alertas atuais ou alertas resolvidos para exibir uma lista de alertas nessas categorias.
Vocé também pode exibir os detalhes de um alerta selecionando nés > node > Visao geral e, em
seguida, selecionando o alerta na tabela Alertas.

Por padrao, os alertas atuais sao exibidos da seguinte forma:

> Os alertas acionados mais recentemente sdo apresentados primeiro.
o Varios alertas do mesmo tipo sdo mostrados como um grupo.
o Os alertas que foram silenciados nao sao apresentados.

o Para um alerta especifico em um no especifico, se os limites forem atingidos por mais de uma
gravidade, somente o alerta mais grave sera exibido. Ou seja, se os limites de alerta forem atingidos
para as gravidades menor, maior e critica, somente o alerta critico sera exibido.

A pagina de alertas atuais € atualizada a cada dois minutos.
2. Para expandir grupos de alertas, selecione o cursor para baixo w. Para recolher alertas individuais num

grupo, selecione o cursor para cima aou selecione o0 nome do grupo.

3. Para exibir alertas individuais em vez de grupos de alertas, desmarque a caixa de selecéo alertas de
grupo.

4. Para classificar os alertas atuais ou grupos de alertas, selecione as setas para cima/para baixo |[fem cada
cabecalho de coluna.

> Quando alertas de grupo é selecionado, tanto os grupos de alerta quanto os alertas individuais dentro
de cada grupo sao classificados. Por exemplo, vocé pode querer classificar os alertas em um grupo
por tempo disparado para encontrar a instancia mais recente de um alerta especifico.

> Quando alertas de grupo ¢ limpo, toda a lista de alertas é classificada. Por exemplo, vocé pode
querer classificar todos os alertas por n6/Site para ver todos os alertas que afetam um né especifico.

5. Para filtrar os alertas atuais por status (todos os alertas, Ativo ou silenciado, use o menu suspenso na
parte superior da tabela.

"Silenciar notificacbes de alerta"Consulte .

6. Para classificar alertas resolvidos:
> Selecione um periodo de tempo a partir do menu pendente When Triggered.
o Selecione uma ou mais severidades no menu suspenso severidade.

> Selecione uma ou mais regras de alerta padrao ou personalizadas no menu suspenso regra de alerta
para filtrar os alertas resolvidos relacionados a uma regra de alerta especifica.

> Selecione um ou mais n6s no menu suspenso Node para filtrar os alertas resolvidos relacionados a
um no especifico.
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7. Para ver detalhes de um alerta especifico, selecione o alerta. Uma caixa de didlogo fornece detalhes e
acdes recomendadas para o alerta selecionado.

8. (Opcional) para um alerta especifico, selecione Silenciar este alerta para silenciar a regra de alerta que fez
com que esse alerta fosse acionado.

Vocé deve ter a "Gerencie alertas ou permissao de acesso root"regra para silenciar uma regra de alerta.

Tenha cuidado ao decidir silenciar uma regra de alerta. Se uma regra de alerta for
silenciada, talvez vocé nao detete um problema subjacente até que ela impega que uma
operacgao critica seja concluida.

9. Para visualizar as condi¢des atuais da regra de alerta:

a. Nos detalhes do alerta, selecione Ver condigoes.
Uma janela pop-up € exibida, listando a expressdo Prometheus para cada gravidade definida.

b. Para fechar o pop-up, clique em qualquer lugar fora do pop-up.

10. Opcionalmente, selecione Editar regra para editar a regra de alerta que fez com que esse alerta fosse
acionado.

Vocé deve ter o "Gerencie alertas ou permissao de acesso root" para editar uma regra de alerta.

Tenha cuidado ao decidir editar uma regra de alerta. Se vocé alterar os valores do gatilho,
talvez ndo detete um problema subjacente até que ele impega que uma operacgao critica
seja concluida.

11. Para fechar os detalhes do alerta, selecione Fechar.

Monitorar a capacidade de armazenamento

Monitore o espaco utilizavel total disponivel para garantir que o sistema StorageGRID
nao fique sem espaco de storage para objetos ou metadados de objetos.

O StorageGRID armazena os dados de objeto e os metadados de objeto separadamente e reserva uma
quantidade especifica de espaco para um banco de dados Cassandra distribuido que contém metadados de
objeto. Monitore a quantidade total de espago consumida para objetos e metadados de objetos, bem como
tendéncias na quantidade de espago consumida para cada um. Isso permitira que vocé se Planeje com
antecedéncia para a adigdo de ndés e evite interrupgdes de servigo.

Vocé pode "ver informagdes sobre a capacidade de armazenamento” fazer toda a grade, para cada local e
para cada no de storage em seu sistema StorageGRID.

Monitore a capacidade de armazenamento de toda a grade

Monitore a capacidade geral de storage da grade para garantir que haja espago livre adequado para os dados
de objetos e metadados de objetos. Entender como a capacidade de storage muda ao longo do tempo pode
ajudar vocé a Planejar adicionar nds de storage ou volumes de storage antes que a capacidade de storage
utilizavel da grade seja consumida.

O painel do Grid Manager permite avaliar rapidamente a quantidade de armazenamento disponivel para toda

a grade e para cada data center. A pagina nos fornece valores mais detalhados para dados de objetos e
metadados de objetos.
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Passos
1. Avalie a quantidade de storage disponivel para toda a grade e para cada data center.

a. Selecione Painel > Visao geral.

b. Observe os valores na divisdo de uso de espago de dados e nos cartdes de divisdo de uso de espago
de metadados permitidos. Cada cartdo lista uma porcentagem do uso do armazenamento, a
capacidade do espaco usado e o espaco total disponivel ou permitido pelo local.

@ O resumo nao inclui Midia de arquivamento.

Data space usage breakdown @ iy

1.97 MB (0%t} of 3.09 TB used overall

Sitename = Data storageusage o Usedspace 2 Total space =

Data Center 3 (1] 621.26 KB 926.62 GB

Data Center 1 09 T98.16 KB 1.247TB

Data Center 2 0% 552 10 KB 926.62 GB

Metadata allowed space usage breakdown @ o

2.44 MB (0%) of 19.32 GB used in Data Center 3

aee ano it

) Metadata space Metadata used Metadata allowed £
Site name = - - =
usage Space tpace
Data Center 3 h 244 MB 153268 -

a. Observe o grafico no cartdo armazenamento ao longo do tempo. Use a lista suspensa periodo de
tempo para ajuda-lo a determinar a rapidez com que o armazenamento € consumido.
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Storage over time @ B ow w n

200 KB
150 KB
100 KB

50 KB
0 Bytes
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e 1 e e e ot o B e @

Space used

2. Use a pagina noés para obter detalhes adicionais sobre quanto storage foi usado e quanto storage
permanece disponivel na grade para dados de objetos e metadados de objetos.

a. Selecione NODES.

b. Selecione Grid > Storage.

StorageGRID Deployment (Grid) & -
Network Storage Objects ILM Load balancer
1 hour 1 day 1 week 1 month Custom
Storage used - object data @ Storage used - object metadata @
100% 100%
75% 75%
50% 50%
25% 25%
D% 0%
11:550 1200 1270 1220 12300 1240 11:50 1200 1210 1220 1230 1240
w Lsed (%) = Used (%)

c. Posicione o cursor sobre os graficos armazenamento usado - dados de objetos e armazenamento
usado - metadados de objetos para ver quanto armazenamento de objetos e metadados de objetos
estdo disponiveis para toda a grade e quanto tem sido usado ao longo do tempo.

@ Os valores totais de um site ou da grade n&o incluem nds que nao relataram métricas
por pelo menos cinco minutos, como nés off-line.

3. Planeje realizar uma expanséao para adicionar nos de storage ou volumes de storage antes que a
capacidade de storage utilizavel da grade seja consumida.

Ao Planejar o momento de uma expansao, considere quanto tempo levara para adquirir e instalar
armazenamento adicional.
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Se sua politica de ILM usa codificagao de apagamento, talvez vocé prefira expandir quando
0s nos de storage existentes estiverem aproximadamente 70% cheios para reduzir o
numero de nds que precisam ser adicionados.

Para obter mais informagbes sobre como Planejar uma expansao de armazenamento, consulte o
"Instrugdes para expandir StorageGRID".

Monitore a capacidade de storage para cada né de storage

Monitore o espaco utilizavel total para cada n6 de storage para garantir que o né tenha espaco suficiente para
novos dados de objeto.

Sobre esta tarefa

Espaco utilizavel é a quantidade de espago de armazenamento disponivel para armazenar objetos. O espago
utilizavel total para um né de storage é calculado adicionando o espacgo disponivel em todos os
armazenamentos de objetos dentro do no.

Object Store 0 Object Store 1 Object Store 2
Usable
Space 0
Usable
Usable Space 2
Space 1
Consumed
Storage
Consumed
Consumed Storage

Storage

Total Usable Space = Usable Space 0 + Usable Space 1 + Usable Space 2

Passos
1. Selecione NOS > Storage Node > Storage.

Os graficos e tabelas para o n6 aparecem.
2. Posicione o cursor sobre o grafico armazenamento usado - dados do objeto.
Sao apresentados os seguintes valores:

> Usado (%): A porcentagem do espaco utilizavel total que foi usado para dados do objeto.
o Usado: A quantidade de espago utilizavel total que foi usado para dados de objeto.

- Dados replicados: Uma estimativa da quantidade de dados de objetos replicados neste no, site ou
grade.

- Dados codificados por apagamento: Uma estimativa da quantidade de dados de objetos codificados
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por apagamento neste no, site ou grade.

o Total: A quantidade total de espaco utilizavel neste no, site ou grade. O valor usado € a
storagegrid storage utilization data bytes métrica.

Storage Used - Object Data @

100.00%
75.00%
2021-03-13 14:45:30

S0.00%
= Used (%) 0.00%
25.00% Used; 17192 kB
- Replicated data: 171.12 kB
- i == Erasure-coded data: 0B
140 ey 310.81 GB

= |Ised (%)

3. Reveja os valores disponiveis nas tabelas volumes e objetos armazenados, abaixo dos graficos.

(D Para visualizar graficos destes valores, clique nos icones de grafico ,linas colunas
disponiveis.



Disk devices
Hame € = World Wide Name 8@ = Woload @ = Read rate @ writerste @ =
croot{8:1 =dal) MR 0.04% Obytes/= IKBfs
cwloc(8:2 sdal) Ml 0.6T% Obytes/s 50 K8/s
scc{8:16,5db) MR 0.03% Obytess 4 KB/=
sehd (8:32,5dc) M8 0.00% 0 bytes/s 82 bytes/=s
sdheid:48 sdd) M 000k 0 bytes/s 82 bytes/s
Volumes
Mount peint @ = mevice @ = swas @ 2 sie @ = Avallabie @ = Write cache status @ =
croot Oniline 21.00GB 147568 1l Unknown
fvarflocal cwlac Oriline 85.86 GB 840568 1l Unknown
Jvarflocal/rangedb /0 sdc Online 107,32 GB 1w7i7ce il Enabled
Ivaeflocalfrangedb/1 sdd Online 107.32GB 107186E 1l Enabled
Ivar/localfrangedb/2 sde Online 107.32GB wr.iece al Enabled
Object stores
D& = Sie @ = Avatzble @ = Replicated data § = ECdata @ = Dhbject data () @ = Health @ =
LealtE 10732 GB o644 GE 1l 124 60 KB 1, o bytes 1l 0.00% Mo Errors
ool 107.32 GB 1wr1ece 1l D bytes gl 0 bytes . 0.00% Mo Errors
opo2 107.32 GB w7.18Ge |l 0 bytes il O bytes 1l 0.00% Mo Errdirs

4. Monitore os valores ao longo do tempo para estimar a taxa na qual o espago de armazenamento utilizavel
esta sendo consumido.

5. Para manter as operacgdes normais do sistema, adicione nos de storage, adicione volumes de storage ou
arquive dados de objetos antes que o espaco utilizavel seja consumido.

Ao Planejar o momento de uma expansao, considere quanto tempo levara para adquirir e instalar
armazenamento adicional.

Se sua politica de ILM usa codificagdo de apagamento, talvez vocé prefira expandir quando
os nos de storage existentes estiverem aproximadamente 70% cheios para reduzir o
numero de nds que precisam ser adicionados.

Para obter mais informagdes sobre como Planejar uma expanséo de armazenamento, consulte o
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"Instrugdes para expandir StorageGRID".

"Baixo armazenamento de dados de objetos"O alerta é acionado quando o espaco insuficiente permanece
para armazenar dados de objetos em um né de armazenamento.

Monitore a capacidade dos metadados de objetos para cada n6 de storage

Monitore o uso de metadados para cada n6 de storage para garantir que o espago adequado permanega
disponivel para operagdes essenciais do banco de dados. E necessario adicionar novos nés de storage em
cada local antes que os metadados do objeto excedam 100% do espago permitido dos metadados.

Sobre esta tarefa

O StorageGRID mantém trés cépias de metadados de objetos em cada local para fornecer redundancia e
proteger os metadados de objetos da perda. As trés copias sao distribuidas uniformemente por todos os nés
de storage em cada local, usando o espago reservado para metadados no volume de storage 0 de cada n6 de
storage.

Em alguns casos, a capacidade de metadados de objetos da grade pode ser consumida mais rapido do que
sua capacidade de armazenamento de objetos. Por exemplo, se vocé costuma ingerir um grande numero de
objetos pequenos, talvez seja necessario adicionar nés de storage para aumentar a capacidade dos
metadados, mesmo que haja capacidade suficiente de storage de objetos.

Alguns dos fatores que podem aumentar o uso de metadados incluem o tamanho e a quantidade de
metadados e tags do usuario, o numero total de pegas em um upload de varias partes e a frequéncia de
alteracdes nos locais de armazenamento de ILM.
Passos

1. Selecione NOS > Storage Node > Storage.

2. Posicione o cursor sobre o grafico armazenamento usado - metadados de objetos para ver os valores de
um tempo especifico.

Storage Used - Object Metadata @

100.00%
7T5.00%
2020-08-04 14:58:00

50.00%
= Used [%): 0.00%
— Lised: 539.45kB
PR Allowed: 1327TB
= Aciual reserved: 300TB

0%

14.50 15:00 16:10 15:20 15:30 15:40
m= Lged (%

Usado (%)
A porcentagem do espaco de metadados permitido que foi usado neste n6 de storage.

Métricas de Prometheus: storagegrid storage utilization metadata bytesE
storagegrid storage utilization metadata allowed bytes
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Usado
Os bytes do espago de metadados permitido que foram usados neste né de armazenamento.

Metrica Prometheus: storagegrid storage utilization metadata bytes

Permitido

O espaco permitido para metadados de objetos neste né de storage. Para saber como esse valor é
determinado para cada n6é de armazenamento, consulte "Descricao completa do espago de metadados
permitido".

Metrica Prometheus: storagegrid storage utilization metadata allowed bytes

Real reservado

O espaco real reservado para metadados neste n6 de storage. Inclui o espago permitido e o espaco
necessario para operagoes essenciais de metadados. Para saber como esse valor € calculado para
cada n6 de armazenamento, consulte "Descricdo completa do espaco reservado real para metadados".

Prometheus métrica sera adicionada em uma versao futura.

@ Os valores totais de um site ou da grade nao incluem ndés que nao relataram métricas por
pelo menos cinco minutos, como nos off-line.

3. Se o valor usado (%) for 70% ou mais, expanda o sistema StorageGRID adicionando nds de storage a
cada local.

O alerta armazenamento de metadados baixo é acionado quando o valor usado (%)
atinge determinados limites. Resultados indesejaveis podem ocorrer se os metadados de
objetos usarem mais de 100% do espacgo permitido.

Quando vocé adiciona os novos nas, o sistema reequilibra automaticamente os metadados de objetos em
todos os nés de storage no local. Consulte "Instrucdes para expandir um sistema StorageGRID".

Monitorar previsdes de uso de espago

Monitore as previsdes de uso de espago para dados e metadados do usuario para estimar quando sera
"expanda uma grade"necessario .

Se vocé notar que a taxa de consumo muda ao longo do tempo, selecione um intervalo mais curto a partir da
lista suspensa Average over (média) para refletir apenas os padroes de ingestdo mais recentes. Se notar
padrbes sazonais, selecione um intervalo mais longo.

Se vocé tiver uma nova instalagéo do StorageGRID, permita que dados e metadados se acumulem antes de
avaliar as previsdes de uso do espaco.

Passos
1. No painel de instrumentos, selecione armazenamento.

2. Visualize as placas do painel, a previsdo do uso de dados por pool de armazenamento e a previsdo do
uso de metadados por local.

3. Use esses valores para estimar quando sera necessario adicionar novos nés de storage para storage de
dados e metadados.
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Monitorar o gerenciamento do ciclo de vida das informacdes

O sistema de gerenciamento do ciclo de vida das informacgdes (ILM) fornece
gerenciamento de dados para todos os objetos armazenados na grade. Vocé deve
monitorar as operagdes de ILM para entender se a grade pode lidar com a carga atual ou
Se mais recursos sao necessarios.

Sobre esta tarefa

O sistema StorageGRID gerencia objetos aplicando as politicas ILM ativas. As politicas ILM e as regras ILM
associadas determinam quantas copias séao feitas, o tipo de cépias que sao criadas, onde as copias sdo
colocadas e o tempo de retengéo de cada copia.

A ingestado de objetos e outras atividades relacionadas a objetos podem exceder a taxa na qual o
StorageGRID pode avaliar o ILM, fazendo com que o sistema queue objetos cujas instrugdes de
posicionamento do ILM ndo possam ser cumpridas em tempo quase real. Vocé deve monitorar se o
StorageGRID esta acompanhando as agdes do cliente.

Use a guia Painel do Gerenciador de Grade

Passos
Use a guia ILM no painel do Gerenciador de Grade para monitorar as operagoes do ILM:

1. Faca login no Gerenciador de Grade.
2. No painel, selecione a guia ILM e anote os valores no cartao de fila ILM (objetos) e no cartdo de taxa de
avaliacao ILM.

Picos temporarios no cartdo de fila ILM (objetos) no painel de instrumentos devem ser esperados. Mas se
a fila continuar a aumentar e nunca diminuir, a grade precisa de mais recursos para operar com eficiéncia:
Mais nés de storage ou, se a politica ILM colocar objetos em locais remotos, mais largura de banda da
rede.

Use a pagina NOS

Passos
Além disso, investigue filas de ILM usando a pagina NODES:

@ Os graficos na pagina NODES serao substituidos pelas placas de painel correspondentes em
uma versao futura do StorageGRID.
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1. Selecione NODES.
2. Selecione grid name > ILM.

3. Posicione o cursor sobre o grafico de fila ILM para ver o valor dos seguintes atributos em um determinado
ponto no tempo:

> Objetos enfileirados (das operagdes do cliente): O niumero total de objetos aguardando avaliagao
ILM devido as operagdes do cliente (por exemplo, ingest).

> Objetos enfileirados (de todas as operagdes): O numero total de objetos aguardando avaliagéo
ILM.

> Taxa de digitalizacado (objetos/seg): A taxa na qual os objetos na grade séo digitalizados e
enfileirados para ILM.

> Taxa de avaliagdo (objetos/seg): A taxa atual na qual os objetos estdo sendo avaliados em relagéo a
politica ILM na grade.

4. Na secao fila de ILM, observe os seguintes atributos.

@ A segéo fila ILM esta incluida apenas para a grade. Essas informagdes n&o sdo mostradas
na guia ILM para um site ou né de armazenamento.

> Periodo de digitalizagao - estimado: O tempo estimado para concluir uma varredura ILM completa
de todos os objetos.

@ Uma verificagdo completa ndo garante que o ILM tenha sido aplicado a todos os
objetos.

o Tentativas de reparagao: O numero total de operagdes de reparacao de objetos para dados
replicados que foram tentados. Essa contagem aumenta cada vez que um né de storage tenta reparar
um objeto de alto risco. As reparagdes ILM de alto risco sao priorizadas se a grelha ficar ocupada.

@ O mesmo reparo de objeto pode aumentar novamente se a replicagéo falhar apds o
reparo.

Esses atributos podem ser uteis quando vocé esta monitorando o progresso da recuperagao do volume do
no de armazenamento. Se o numero de reparacoes tentadas tiver parado de aumentar e tiver sido
concluido um exame completo, a reparagao provavelmente foi concluida.

Monitorar recursos de rede e do sistema

A integridade e a largura de banda da rede entre nés e locais, e o uso de recursos por
nds de grade individuais, sdo essenciais para operagoes eficientes.

Monitorar conexoées de rede e desempenho

A conetividade de rede e a largura de banda sédo especialmente importantes se a politica de gerenciamento
de ciclo de vida das informagdes (ILM) copiar objetos replicados entre sites ou armazenar objetos codificados
por apagamento usando um esquema que fornece protegao contra perda de site. Se a rede entre sites nao
estiver disponivel, a laténcia da rede for muito alta ou a largura de banda da rede for insuficiente, algumas
regras do ILM podem n&o conseguir colocar objetos onde o esperado. Isso pode levar a falhas de ingestao
(quando a opgao de ingestao estrita € selecionada para regras de ILM) ou a um desempenho de ingestao ruim
e backlogs de ILM.
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Use o Gerenciador de Grade para monitorar a conetividade e o desempenho da rede, para que vocé possa
resolver quaisquer problemas imediatamente.

Além disso, considere "criando politicas de classificacao de trafego de rede" para que vocé possa monitorar o
trafego relacionado a locatarios especificos, buckets, sub-redes ou pontos de extremidade do balanceador de
carga. Vocé pode definir politicas de limitagao de trafego conforme necessario.

Passos
1. Selecione NODES.

A pagina nos ¢ exibida. Cada n6 na grade é listado no formato de tabela.

DASHBOARD

ALERTS & N O d eS

Current

Resolved

Silences

Rules

View the list and status of sites and grid nodes.

Name @ = Type = Objectdataused @ 2  Object metadataused @ = CPUusage @ =
Email setup
I NODES | StorageGRID Deployment Grid 0% 0%
TENANTS ~ DataCenterl Site 0% 0%

Im

CONFIGURATION

@& oDcL-ADML

MAINTENANCE 0 DC1-ARCL

SUPPORE @ ocicl

® ocis1

Primary Admin Node

Archive Node

Gateway Node

Storage Node

21%

8%

10%

29%

2. Selecione o nome da grade, um site especifico de data center ou um n6 de grade e, em seguida,

selecione a guia rede.

O grafico trafego de rede fornece um resumo do trafego de rede geral para a grade como um todo, o site

do data center ou para o no.

650 kb/'s

600 kb/'s

550 kb/'s

500 kb/s

450 Kb/'s

== Received Sent

16:10 10:15 10:20

1 hour

10:25

1day

10:30

1 week

1 month Custom

Network traffic @

10:35

10:40 10045

10:50

13:55

11:.00

1105

a. Se vocé selecionou um no de grade, role para baixo para revisar a segao interfaces de rede da
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pagina.

Network interfaces

Name @ = Hardware address @ = Speed @ Duplex @ = Auto-negotiation @ = Link status @ =

etho 00:50:56:A7:66:75 10 Gigabit Full Off Up

b. Para noés de grade, role para baixo para rever a segcao Comunicacao de rede da pagina.

As tabelas de recegdo e transmissdo mostram quantos bytes e pacotes foram recebidos e enviados
através de cada rede, bem como outras métricas de recegao e transmissao.

Network communication
Receive
Interface @ = Data @ = Packets @ = Errors @ % Dropped @ = Frameoverruns @ = Frames @ =
etho 2.89GB 1l 19,421,503 1l o 1l 24,032 1L o 1l 0 1l
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
etho 3.64GB 1k 18,494,381 il 0 1k 0 1l 0 1l o 1l

3. Use as métricas associadas as suas politicas de classificagdo de trafego para monitorar o trafego de rede.
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a. Selecione CONFIGURATION > Network > Traffic Classification.
A pagina politicas de classificagcao de trafego € exibida e as politicas existentes sao listadas na tabela.

Traffic Classification Policies

Traffic classification policies can be used to identify network fraffic for metrics reporting and opfional traffic limiting.

| + Create || # Edit| | % Remove | | Jh Metrics |

Name Description 1D
ERP Traffic Contral Manage ERP trafiic into the grid cd9afbc-bBhe-4208-b6fa-Tedar9e2ch74
*  Fabric Pools Monitor Fabric Pools 223h0chb-6968-4646-b32d-7665bddcR94b

Displaving 2 trafiic classification policies.

a. Para exibir graficos que mostram as métricas de rede associadas a uma politica, selecione o botéao de
opgao a esquerda da politica e clique em métricas.

b. Reveja os graficos para compreender o trafego de rede associado a politica.

Se uma politica de classificagéo de trafego for projetada para limitar o trafego de rede, analise a




frequéncia com que o trafego é limitado e decida se a politica continua atendendo as suas
necessidades. De tempos em tempos"ajuste cada politica de classificacao de trafego conforme
necessario", .

Informacgdes relacionadas
"Veja a guia rede"

"Monitorar os estados de conexao do no"

Monitore os recursos no nivel do n6

Monitore nés de grade individuais para verificar seus niveis de uso de recursos. Se 0s nds estiverem
sobrecarregados consistentemente, mais nés poderao ser necessarios para operagdes eficientes.

Passos

1. Na pagina NOS, selecione o no.

2. Selecione a guia hardware para exibir graficos de utilizacdo da CPU e uso da memoria.

DC3-S3 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @
35% 100%
30%
75%
25%
20% 50%
15% ] L
25%
e A AW
5% 0%
14:00 14:10 14:20 14:20 14:40 14:50 14:00 14:10 14:20 14:30 14:40 14:50
= Utilization (%) - Used (%)

3. Para exibir um intervalo de tempo diferente, selecione um dos controles acima do grafico ou grafico. Vocé
pode exibir as informagdes disponiveis para intervalos de 1 hora, 1 dia, 1 semana ou 1 més. Vocé também
pode definir um intervalo personalizado, que permite especificar intervalos de data e hora.

4. Se o no estiver hospedado em um dispositivo de armazenamento ou em um dispositivo de servicos, role
para baixo para exibir as tabelas de componentes. O estado de todos os componentes deve ser "nominal”.
Investigue componentes que tenham qualquer outro estado.

Informacgdes relacionadas

"Exibir informagdes sobre os nds de storage do dispositivo"

"Exibir informacdes sobre os nds de administragao do dispositivo e os nds de gateway"
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Monitorar a atividade do locatario

Todas as atividades dos clientes S3 e Swift estdo associadas as contas de inquilino do
StorageGRID. Vocé pode usar o Gerenciador de Grade para monitorar o uso do
armazenamento ou o trafego de rede para todos os locatarios ou um locatario especifico.
Vocé pode usar o log de auditoria ou os painéis do Grafana para reunir informag¢des mais
detalhadas sobre como os locatarios estao usando o StorageGRID.

Antes de comecar
» Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Acesso root ou permissao de contas do locatario".

Ver todos os inquilinos
A pagina inquilinos mostra informagdes basicas para todas as contas de inquilino atuais.

Passos
1. Selecione TENANTS.

2. Reveja as informacgdes apresentadas nas paginas do locatario.
O espaco légico usado, a utilizagdo da cota, a cota e a contagem de objetos sé&o listados para cada

locatario. Se uma cota nao for definida para um locatario, os campos utilizacdo da cota e quota contém um
traco (& n.o 8212;).

@ Os valores de espaco utilizados sao estimativas. Essas estimativas sao afetadas pelo
timing de inests, conetividade de rede e status de no.
View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date.
To view more recent values, select the tenant name.
Search tenants by name or 1D Q, Displaying 5 results
Name @ = Logicalspaceused @ =  Quotautilization @ = Quota @ 4= Objectcount @ =  Signin/Copy URL @
Tenant 01 2.00GB 10% 20.00GB 100 4 0
Tenant 02 85.00 GB 85%  100.00GB 500 4 [0
Tenant 03 500.00 TB 50%  L00PB 10,000 3] 0
Tenant 04 475.00TB 95% 500.00 TB 50,000 —)] |_|:|
Tenant 05 5.00 GB 500 4 0

3. Opcionalmente, faga login em uma conta de locatario selecionando o link de login —):|na coluna Sign
in/Copy URL.

4. Opcionalmente, copie o URL da pagina de login de um locatario selecionando o link URL de copia |_|:|na
coluna entrar/Copiar URL.
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9. Opcionalmente, selecione Exportar para CSV para exibir e exportar um . csv arquivo contendo os
valores de uso para todos os locatarios.

Vocé é solicitado a abrir ou salvar o . csv arquivo.

O conteudo do . csv arquivo se parece com o seguinte exemplo:

[Tenant ID Display Name Space Used (Bytes} Quota utilization (%) Quota (Bytes) ObjectCount Protocol
112659822378459233654 Tenant 01 2000000000 10 20000000000 100 53
5955823411254?853585 Tenant 02 85000000000 85 110000000 500 53
103521145586975586321 Tenant 03 60500000000 50 150000 10000 53
i?442513&5‘3‘8?56‘3885532 Tenant 04 4750000000 95 140000000 50000 53
{36521587546689565123 Tenant 05 5000000000 Infinity 500 53

Vocé pode abrir o . csv arquivo em um aplicativo de Planilha ou usa-lo em automagéo.

6. Se nenhum objeto estiver listado, opcionalmente, selecione agdes > Excluir para remover um ou mais
inquilinos. "Eliminar conta de inquilino"Consulte .

Nao é possivel remover uma conta de locatario se a conta incluir quaisquer buckets ou contentores.

Exibir um locatario especifico
Vocé pode exibir detalhes de um locatario especifico.

Passos
1. Selecione o nome do locatario na pagina de locatarios.

A pagina de detalhes do locatario é exibida.
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2.
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Tenant 02

Tenant ID: 4103 1879 2208 5551 2180 1—|:| Quota utilization: 85%
Protocol: S3 Logical space used: 85.00 GB
Object count: 500 Quota: 100.00 GB
Bl ][

Space breakdown Allowed features

Bucket space consumption @
85.00 GB of 100.00 GB used

15.00 GB remaining |15%}.

0 25% 50% 75% 100%
bucket-0l @ bucket0z @ bucket03
Bucket details
Q Displaging

Name @ 3 Region @ = Spaceused @ % Objectcount @ 3

bucket-01 40.00 GB 250

bucket-02 30.00 GB 200

bucket-03 15.00 GB 50

Revise a visédo geral do locatario na parte superior da pagina.

Esta secao da pagina de detalhes fornece informagdes resumidas para o locatario, incluindo a contagem
de objetos do locatario, a utilizagdo da cota, o espacgo Iégico usado e a configuragéo da cota.

Na guia reparticdo de espaco, revise o grafico consumo de espaco.

Este grafico mostra o consumo total de espacgo para todos os buckets do S3 do locatario (ou contentores
Swift).

Se uma cota foi definida para esse locatario, a quantidade de cota usada e restante sera exibida no texto
(por exemplo, 85.00 GB of 100 GB used ). Se nenhuma cota foi definida, o locatario tem uma cota
ilimitada e o texto inclui apenas uma quantidade de espacgo usada (por exemplo, 85.00 GB used ). O
grafico de barras mostra a porcentagem de cota em cada bucket ou contentor. Se o inquilino tiver
excedido a cota de armazenamento em mais de 1% e em pelo menos 1 GB, o grafico mostrara a cota total
e a quantidade excedente.

Vocé pode colocar o cursor sobre o grafico de barras para ver o armazenamento usado por cada balde ou
recipiente. Vocé pode colocar o cursor sobre o segmento de espaco livre para ver a quantidade de cota de
armazenamento restante.



Bucket space consumption @
85.00 GB of 100.00 GB used

15.00 GB remaining (15%).

M bucket-01: 40.00 GB

0 25% 50% 5% 100%

bucket0l @ bucket0z @ bucket-03

A utilizagédo de quotas baseia-se em estimativas internas e pode ser ultrapassada em
alguns casos. Por exemplo, o StorageGRID verifica a cota quando um locatario comeca a
carregar objetos e rejeita novos ingere se o locatario tiver excedido a cota. No entanto, o

@ StorageGRID néo leva em conta o tamanho do upload atual ao determinar se a cota foi
excedida. Se os objetos forem excluidos, um locatario podera ser temporariamente
impedido de carregar novos objetos até que a utilizagédo da cota seja recalculada. Os
calculos de utilizacdo de cotas podem levar 10 minutos ou mais.

A utilizagédo da cota de um locatario indica a quantidade total de dados de objeto que o

@ locatario carregou para o StorageGRID (tamanho logico). A utilizagéo da cota nédo
representa o espago usado para armazenar copias desses objetos e seus metadados
(tamanho fisico).

Vocé pode ativar a regra de alerta uso de cota de locatario alta para determinar se os
@ locatarios estdo consumindo suas cotas. Se ativado, esse alerta é acionado quando um
locatario usou 90% de sua cota. Para obter instrugdes, "Editar regras de alerta“consulte .

4. Na guia quebra de espaco, revise os Detalhes do balde.

Esta tabela lista os buckets S3 (ou contentores Swift) para o locatario. O espago usado é a quantidade
total de dados de objetos no bucket ou no contéiner. Esse valor ndo representa o espago de storage
necessario para copias do ILM e metadados de objetos.

. Opcionalmente, selecione Exportar para CSV para exibir e exportar um arquivo .csv contendo os valores
de uso para cada bucket ou contentor.

O conteudo do arquivo de um locatario S3 individual . csv se parece com o seguinte exemplo:

Tenant 1D Bucket Mame Space Used (Bytes)  Number of Objects

64796966429038923647 bucket-01 88717711 14
64796966429038923647 bucket-02 21747507 11
64796966429038923647 bucket-03 15254070 3

Vocé pode abrir o . csv arquivo em um aplicativo de Planilha ou usa-lo em automagéo.

. Opcionalmente, selecione a guia recursos permitidos para ver uma lista das permissdes e recursos que
estdo habilitados para o locatario. "Editar conta de locatario"Veja se vocé precisa alterar qualquer uma
dessas configuragdes.

. Se o locatario tiver a permissédo usar conexao de federagao de grade, selecione opcionalmente a guia
federagao de grade para saber mais sobre a conexao.

"O que ¢ a federagéo de grade?"Consulte e "Gerenciar os locatarios permitidos para a federagao de
grade".
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Ver o trafego de rede

Se as politicas de classificagao de trafego estiverem em vigor para um locatario, revise o trafego de rede
desse locatario.

Passos
1. Selecione CONFIGURATION > Network > Traffic Classification.

A pagina politicas de classificagcao de trafego € exibida e as politicas existentes sao listadas na tabela.

2. Revise a lista de politicas para identificar as que se aplicam a um locatario especifico.

3. Para exibir métricas associadas a uma politica, selecione o botao de opg¢ao a esquerda da politica e
selecione métricas.

4. Analise os graficos para determinar com que frequéncia a politica esta limitando o trafego e se vocé
precisa ajustar a politica.

Consulte "Gerenciar politicas de classificacao de trafego" para obter mais informagdes.

Use o log de auditoria

Opcionalmente, vocé pode usar o log de auditoria para monitoramento mais granular das atividades de um
locatario.

Por exemplo, vocé pode monitorar os seguintes tipos de informacoes:

» Operagdes especificas do cliente, como COLOCAR, OBTER ou EXCLUIR
« Tamanhos de objetos
* Aregra ILM aplicada a objetos

» O IP de origem das solicitagdes do cliente
Os logs de auditoria sdo gravados em arquivos de texto que vocé pode analisar usando a ferramenta de
analise de log escolhida. Isso permite que vocé entenda melhor as atividades do cliente ou implemente
modelos sofisticados de chargeback e cobrancga.

Consulte "Rever registos de auditoria" para obter mais informacoes.

Use métricas Prometheus

Opcionalmente, use as métricas Prometheus para relatar a atividade do locatario.

* No Gerenciador de Grade, selecione support > Tools > Metrics. Vocé pode usar painéis existentes, como
a Visao geral do S3, para analisar as atividades do cliente.

As ferramentas disponiveis na pagina Metrics destinam-se principalmente ao uso pelo
suporte técnico. Alguns recursos e itens de menu dentro dessas ferramentas séao
intencionalmente nao funcionais.

* Na parte superior do Gerenciador de Grade, selecione o icone de ajuda e selecione Documentagao da
API. Vocé pode usar as métricas na se¢gao métricas da API de gerenciamento de grade para criar regras
de alerta personalizadas e painéis para a atividade do locatario.

Consulte "Analise as métricas de suporte" para obter mais informacdes.
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Monitore as operagdoes dos clientes S3 e Swift

Vocé pode monitorar taxas de ingestao e recuperacéo de objetos, bem como métricas
para contagens de objetos, consultas e verificacdo. Vocé pode exibir o numero de
tentativas bem-sucedidas e com falha por aplicativos clientes para ler, gravar e modificar
objetos no sistema StorageGRID.

Antes de comecar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

Passos

1.
2.

No painel, selecione a guia desempenho.

Consulte os graficos S3 e Swift, que resumem o numero de operagdes do cliente executadas pelos nos de
storage e o numero de solicitagdes de API recebidas pelos nds de storage durante o periodo de tempo
selecionado.

3. Selecione NOS para acessar a pagina nos.

Na pagina inicial dos nés (nivel de grade), selecione a guia objetos.

O grafico mostra as taxas de ingestéo e recuperagao de S3 e Swift para todo o seu sistema StorageGRID
em bytes por segundo e a quantidade de dados ingeridos ou recuperados. Pode selecionar um intervalo
de tempo ou aplicar um intervalo personalizado.

. Para ver as informacdes de um n6 de armazenamento especifico, selecione o n6 na lista a esquerda e

selecione a guia Objects.

O grafico mostra as taxas de ingestéo e recuperagao para o no. A guia também inclui métricas para
contagens de objetos, consultas de metadados e operagdes de verificagao.
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Monitorar operagdes de balanceamento de carga

Se vocé estiver usando um balanceador de carga para gerenciar conexdes de cliente
com o StorageGRID, monitore as operagdes de balanceamento de carga apos configurar
o sistema inicialmente e depois de fazer alteragdes de configuragdo ou executar uma
expansao.

Sobre esta tarefa

Vocé pode usar o servico Load Balancer em nés de administragdo ou nés de gateway ou um balanceador de
carga externo de terceiros para distribuir solicitacdes de clientes entre varios nés de storage.
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Depois de configurar o balanceamento de carga, vocé deve confirmar que as operagdes de obtencao e
recuperagao de objetos estdo sendo distribuidas uniformemente pelos nés de storage. As solicitagbes
distribuidas uniformemente garantem que o StorageGRID permaneca responsivo as solicitacdes do cliente
sob carga e possa ajudar a manter o desempenho do cliente.

Se vocé configurou um grupo de alta disponibilidade (HA) de nés de Gateway ou nés de administrador no
modo de backup ativo, apenas um né no grupo distribui ativamente as solicitagdes de cliente.

Para obter mais informagoes, "Configurar conexodes de cliente S3 e Swift"consulte .

Passos

1. Se os clientes S3 ou Swift se conetarem usando o servigo Load Balancer, verifique se os nés Admin ou os
nos de Gateway estéo distribuindo ativamente o trafego como vocé espera:

a. Selecione NODES.
b. Selecione um n6 de gateway ou n6 de administrador.
c. Na guia Visao geral, verifique se uma interface de n6 estda em um grupo de HA e se a interface de n6

tem a funcéo de primaria.

Os nos com a fungéo de primario e nds que nao estdo em um grupo de HA devem estar distribuindo
ativamente solicitacées aos clientes.

d. Para cada n6 que deve estar distribuindo ativamente solicitacdes de cliente, selecione o "Separador
Load Balancer (carregar balanceador)".
e. Revise o grafico de trafego de solicitagdo do Load Balancer para a ultima semana para garantir que o

no esteja distribuindo solicitagbes ativamente.

Os n6s de um grupo de HA de backup ativo podem assumir a fungédo de backup de tempos em
tempos. Durante esse tempo, os nés nao distribuem solicitagdes de cliente.

f. Revise o grafico da taxa de solicitagdo de entrada do Load Balancer da ultima semana para analisar a
taxa de transferéncia de objetos do no.
g. Repita estas etapas para cada n6 de administrador ou n6é de gateway no sistema StorageGRID.

h. Opcionalmente, use politicas de classificagéo de trafego para visualizar uma analise mais detalhada
do trafego que esta sendo servido pelo servigo Load Balancer.

2. Verifique se essas solicitagbes estao sendo distribuidas uniformemente para os nés de storage.
a. Selecione Storage Node > LDR > HTTP.
b. Reveja o numero de sessoes de entrada atualmente estabelecidas.

c. Repita para cada né de armazenamento na grade.

O numero de sessbes deve ser aproximadamente igual em todos os nés de storage.

Monitorar conexodes de federagao de grade

Vocé pode monitorar informagdes basicas sobre todas "conexdes de federacao de
grade", informacdes detalhadas sobre uma conexao especifica ou métricas do
Prometheus sobre operagdes de replicagéo entre grades. Vocé pode monitorar uma
conexao de qualquer grade.
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Antes de comecgar

* Vocé esta conetado ao Gerenciador de Grade em qualquer grade usando um "navegador da web

suportado".

* Vocé tem o "Permissao de acesso a raiz" para a grade na qual vocé esta conetado.

Ver todas as ligagoes

A pagina de federagado de grade mostra informagdes basicas sobre todas as conexdes de federagdo de grade
e sobre todas as contas de locatario que tém permisséo para usar conexdes de federagdo de grade.

Passos
1. Selecione CONFIGURATION > System > Grid Federation.

A pagina de federagao de grade é exibida.

2. Para ver as informacdes basicas de todas as conexdes nesta grade, selecione a guia conexoes.

Nesta guia, vocé pode:

o "Crie uma nova conexao".

o Selecione uma conexao existente com "editar ou testar"o .

Gl’id fEderatlon [B Learn more about grid federation

You can use grid federation to clone tenant accounts and replicate their objects between two StorageGRID systems. Grid federation uses a trusted and
secure connection between Admin and Gateway Nodes in two discrete StorageGRID systems.

Connections Permitted tenants
Upload verification file Actions v ‘ Search O\ Displaying 1 connection
Connection name =5 Remote hostname @ = Connection status @ =
@ Grid1-Grid2 10.96.130.76 @& Connected

3. Para ver as informacgdes basicas de todas as contas de inquilino nesta grade que tém a permissao Use
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Grid Federation Connection, selecione a guia allowed tenants.
Nesta guia, vocé pode:

o "Veja a pagina de detalhes de cada locatario permitido”.
> Veja a pagina de detalhes de cada conexao. Ver uma ligacao especificaConsulte .
o Selecione um locatario permitido e "remova a permissao".

> Verifique se ha erros de replicagéo entre grades e limpe o ultimo erro, se houver. "Solucionar erros de
federacao de grade"Consulte .
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G r|d fEde ratiO n & Learn more about grid federation

You can use grid federation to clone tenant accounts and replicate their objects between two StorageGRID systems. Grid federation uses a trusted and
secure connection between Admin and Gateway Nodes in two discrete StorageGRID systems.

Connections Permitted tenants
Remove permission ‘ Clearerror vearc Q Displaying ane result
Tenantname = Connection name < Connection status @ = Remote grid hostname @ = Lasterror @ =
@ Tenant A Grid 1-Grid 2 Q Connected 10.96.130.76 Check for errors

Veja uma conexao especifica

Vocé pode exibir detalhes de uma conexao de federagao de grade especifica.

1. Selecione qualquer guia na pagina de federagéo de Grade e selecione o0 nome da conexdo na tabela.

Na pagina de detalhes da conexéo, vocé pode:

o Consulte informacdes basicas de status sobre a conexao, incluindo nomes de host locais e remotos,
porta e status da conexao.

o Selecione uma ligagédo ao "edite, teste ou remova".

2. Ao visualizar uma conexao especifica, selecione a guia allowed tenants (inquilinos permitidos) para exibir
detalhes sobre os locatarios permitidos para a conexao.

Nesta guia, vocé pode:

> "Veja a pagina de detalhes de cada locatario permitido”.
o "Remova a permissao de um locatario" para utilizar a ligagao.

> Verifique se ha erros de replicagido entre redes e limpe o ultimo erro. "Solucionar erros de federacao
de grade"Consulte .
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Grid 1-Grid 2

Local hostname (this grid): 10.96.130.64
Port: 23000
Remote hostname (other grid): 10.96.130.76
Connection status: Q Connected
Permitted tenants Certificates
Remove permission | | Clear error aarck Q,

Displaying ane result

Tenantname = Last error 9 =

© Tenant A Check for errors

3. Ao exibir uma conexéao especifica, selecione a guia certificados para exibir os certificados de servidor e
cliente gerados pelo sistema para essa conexao.

Nesta guia, vocé pode:

> "Rode os certificados de ligagcao".

o Selecione Server ou Client para visualizar ou baixar o certificado associado ou copiar o PEM do
certificado.
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Grid A-Grid B

Local hostname (this grid): 10.96.106.230

Port: 23000

Remaote hostname (other grid): 10.96.104.230

Connection status: @& Connected

‘ Edit Test connection ‘ ‘ Remave ‘
Permitted tenants Certificates

Rotate certifi

Server Client

Download certificate Copy certificate PEM

Metadata @

Subject DN: [C=USs/sT=California/L=Sunnyvale/0=NetApp Inc./OU=NetApp StorageGRID/CN=10.96.106.230
Serial number: 30:81:B8:DD:AE:B2:56:0A

lssuer DN: /C=US/sT=California/L=Sunnyvale/0=NetApp Inc./OU=NetApp StorageGRID/CN=GPT

Issued on: 2022-10-04T02:21:18.0002

Expires on: 2024-10-03T19:05:13.0002

SHA-1 fingerprint: 92:TA:03:AF:6D:1C;94:;8C:33:24:08:84:F9:2B:01:23:7D:BE:F2.DF

SHA-256 fingerprint:  54:97:3E:77:EB:D3:6A:0F:8F:EE:72:83:00:39:86:02:32:A5:60:9D:6F:C0:A2:3C:76:DA:3F:4D:FF:64:5D:60
Alternative names: IP Address:10.96.106.230

Certificate PEM @

MIIGATCCBF2gAnIBAEIINIGA3a6yhgowDQYIKoZIhvcNAQENBQAWdZELMAKGATUE
BhMCWVVMxEzARBgNVBAgHCkNhbG1mb3 JuaWExEJAQBSNVBACHCVNIbmS SdmFsZTEU
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Analise as métricas de replicagao entre grades

Vocé pode usar o painel replicacéo entre grades no Grafana para exibir as métricas do Prometheus sobre
operagoes de replicagao entre grades na grade.

Passos
1. No Gerenciador de Grade, selecione support > Tools > Metrics.

As ferramentas disponiveis na pagina Metrics destinam-se a ser utilizadas pelo suporte

@ técnico. Alguns recursos e itens de menu dentro dessas ferramentas séo intencionalmente
nao funcionais e estao sujeitos a alteragdes. Consulte a lista "Métricas de Prometheus
comumente usadas"de .

2. Na secao Grafana da pagina, selecione Cross Grid Replication.

Para obter instrucdes detalhadas, "Analise as métricas de suporte"consulte .
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3. Para repetir a replicagao de objetos que ndo conseguiram replicar, "ldentificar e tentar novamente
operacodes de replicacao com falha"consulte .

Monitorar a capacidade de arquivamento

Nao é possivel monitorar diretamente a capacidade de um sistema de armazenamento
de arquivamento externo por meio do sistema StorageGRID. No entanto, vocé pode
monitorar se o n6 Arquivo ainda pode enviar dados de objeto para o destino do
arquivamento, o que pode indicar que uma expansao de Midia de arquivamento &
necessaria.

Sobre esta tarefa

Vocé pode monitorar o componente armazenar para verificar se o né de arquivo ainda pode enviar dados de
objeto para o sistema de armazenamento de arquivamento de destino. O alarme de falhas de armazenamento
(ARVF) também pode indicar que o sistema de armazenamento de arquivos visado atingiu a capacidade e
nao pode mais aceitar dados de objetos.

Passos
1. Selecione SUPPORT > Tools > Grid topology.

2. Selecione Archive Node > ARC> Overview> Main.

3. Verifique os atributos Estado da Loja e Estado da Loja para confirmar se 0 componente da Loja esta
Online sem erros.

| Overview \1 Alarms Reports Configuration

Main

Overview: ARC (DC1-ARC1-98-165) - ARC

Updated: 201509-15 15:59:21 PDT

ARC State: Online 29
ARC Status: Nao Errars =

Tivoli Storage Manager State: Online 3?
Tivoli Storage Manager Status: Mo Errors =9
Store State: Online 3?
Store Status: Mo Errors =9
Retrieve State: Online 3?
Retrieve Status: Mo Errors =9
Inbound Replication Status: Mo Errors 3?
Outbound Replication Status: Mo Errors =9

Um componente de armazenamento offline ou um com erros pode indicar que o sistema de
armazenamento de arquivos de destino nao pode mais aceitar dados de objeto porque atingiu a
capacidade.

Alertas e alarmes
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Gerenciar alertas e alarmes: Visao geral

O sistema de alerta StorageGRID foi concebido para o informar sobre problemas
operacionais que requerem a sua atencao. O sistema de alarme legado esta obsoleto.

Sistema de alerta

O sistema de alerta foi concebido para ser a sua principal ferramenta para monitorizar quaisquer problemas
que possam ocorrer no seu sistema StorageGRID. O sistema de alerta fornece uma interface facil de usar
para detetar, avaliar e resolver problemas.

Os alertas sao acionados em niveis de gravidade especificos quando as condi¢des das regras de alerta sao
consideradas verdadeiras. Quando um alerta é acionado, ocorrem as seguintes agdes:

* Um icone de gravidade de alerta € mostrado no painel do Gerenciador de Grade e a contagem de Alertas
atuais é incrementada.
« O alerta é mostrado na pagina de resumo NOS e na guia NOS > node > Visao geral.

* Uma notificagédo por e-mail € enviada, supondo que vocé tenha configurado um servidor SMTP e fornecido
enderecos de e-mail para os destinatarios.

* Uma notificagdo SNMP (Simple Network Management Protocol) é enviada, supondo que vocé tenha
configurado o agente SNMP do StorageGRID.

Sistema de alarme legado

Como alertas, os alarmes sado acionados em niveis especificos de gravidade quando os atributos atingem
valores de limite definidos. No entanto, ao contrario dos alertas, muitos alarmes sédo acionados para eventos
que vocé pode ignorar com seguranga, o que pode resultar em um nimero excessivo de notificagcbes de e-
mail ou SNMP.

O sistema de alarme esta obsoleto e sera removido em uma versao futura. Se vocé ainda
@ estiver usando alarmes herdados, vocé deve fazer a transigcdo completa para o sistema de
alerta o mais rapido possivel.

Quando um alarme é acionado, ocorrem as seguintes acoes:

* O alarme aparece na pagina SUPPORT > Alarmes (legacy) > current Alarms (alarmes atuais).

» Uma notificagédo por e-mail é enviada, supondo que vocé tenha configurado um servidor SMTP e
configurado uma ou mais listas de e-mail.

« Uma notificagdo SNMP pode ser enviada, supondo que vocé tenha configurado o agente SNMP do
StorageGRID. (As notificagdes SNMP néo sdo enviadas para todos os alarmes ou gravidades de alarme.)

Compare alertas e alarmes

Existem varias semelhangas entre o sistema de alerta e o sistema de alarme antigo, mas
o sistema de alerta oferece beneficios significativos e € mais facil de usar.

Consulte a tabela a seguir para saber como executar operagdes semelhantes.
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Como posso ver quais alertas ou
alarmes estao ativos?

O que faz com que um alerta ou
um alarme seja acionado?

Se um alerta ou alarme for
acionado, como resolvo o
problema subjacente?

Onde posso ver uma lista de
alertas ou alarmes que foram
resolvidos?

Onde posso gerir as definicbes?
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Alertas

» Selecione o link Current alerts

no painel.

» Selecione o alerta na pagina
NODES > Overview.

» Selecione ALERTAS > atual.

"Ver alertas atuais"

Os alertas sao acionados quando
uma expressao Prometheus em
uma regra de alerta é avaliada

como verdadeira para a condicéo e

duragao especificas do gatilho.

"Ver regras de alerta"

As acgdes recomendadas para um
alerta estao incluidas nas
notificacdes por e-mail e estao

disponiveis nas paginas Alertas no

Gerenciador de Grade.

Conforme necessario, informagdes

adicionais sao fornecidas na
documentagéo do StorageGRID.

"Referéncia de alertas"

Selecione ALERTAS > resolvido.

"Ver alertas atuais e resolvidos"

Selecione ALERTAS > regras.

"Gerenciar alertas"

Alarmes (sistema legado)

Selecione SUPPORT > Alarmes
(legacy) > Current Alarmes.

"Gerenciar alarmes (sistema
legado)"

Os alarmes sao acionados quando
um atributo StorageGRID atinge
um valor limite.

"Gerenciar alarmes (sistema
legado)"

Vocé pode aprender sobre um
alarme selecionando o nome do
atributo ou pode procurar um
cédigo de alarme na
documentagéo do StorageGRID.

"Referéncia de alarmes (sistema
legado)"

Selecione SUPPORT > Alarmes
(legacy) > Alarmes histoéricos.

"Gerenciar alarmes (sistema
legado)"

Selecione SUPPORT. Em seguida,
use as opc¢des na seg¢ao Alarmes
(legacy) do menu.

"Gerenciar alarmes (sistema
legado)"



Quais permissdes do grupo de
usuarios eu preciso?

Como fago para gerenciar
notificacées por e-mail?

Como fago para gerenciar
notificagbes SNMP?

Como posso controlar quem
recebe notificagbes?

Alertas

* Qualquer pessoa que possa
entrar no Gerenciador de
Grade pode exibir alertas
atuais e resolvidos.

* Vocé deve ter a permissao
Gerenciar alertas para
gerenciar siléncios,
notificagbes de alerta e regras
de alerta.

"Administrar o StorageGRID"

Selecione ALERTAS >
Configuragao do e-mail.

Nota: como os alarmes e alertas
sao sistemas independentes, a
configuragéo de e-mail usada para
notificacdes de alarme e
AutoSupport ndo é usada para
notificagdes de alerta. No entanto,
vocé pode usar 0 mesmo servidor
de e-mail para todas as
notificacoes.

"Configurar notificacdes por e-mail
para alertas"

Selecione CONFIGURATION >
Monitoring > SNMP Agent.

"Utilize a monitorizagdo SNMP"

1. Selecione ALERTAS >
Configuragao do e-mail.

2. Na secao destinatarios, insira
um enderec¢o de e-mail para
cada lista de e-mail ou pessoa
que deve receber um e-mail
quando ocorrer um alerta.

"Configurar notificacdes por e-mail
para alertas"

Alarmes (sistema legado)

* Qualquer pessoa que possa
entrar no Gerenciador de
Grade pode exibir alarmes
legados.

* Vocé deve ter a permissao de
reconhecer alarmes para
reconhecer alarmes.

» Vocé deve ter a configuragao
da pagina de topologia de
Grade e outras permissoes de
configuragédo de grade para
gerenciar alarmes globais e
notificacbes de e-mail.

"Administrar o StorageGRID"

Selecione SUPPORT > Alarmes
(legacy) > Configuragao de e-
mail legado.

"Gerenciar alarmes (sistema
legado)"

Né&o suportado

1. Selecione SUPPORT >
Alarmes (legacy) >
Configuragao de e-mail
legado.

2. Criando uma lista de
discusséo.

3. Selecione notificagoes.

4. Selecione a lista de discusséo.

"Gerenciar alarmes (sistema
legado)"
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Quais nos de administrador enviam
notificacoes?

Como fago para suprimir algumas
notificacoes?

Como fago para suprimir todas as
notificacoes?

Como posso personalizar as
condigdes e os gatilhos?
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Alertas

Um unico n6 de administragéo (o
remetente preferido).

Alarmes (sistema legado)

Um unico n6 de administragéo (o
remetente preferido).

"O que € um no6 de administracdo?" "O que € um n6 de administracdo?"

1. Selecione ALERTAS >
siléncios.

2. Selecione a regra de alerta que

deseja silenciar.

3. Especifique uma duragao para
o siléncio.

4. Selecione a gravidade do alerta

que deseja silenciar.

5. Selecione para aplicar o
siléncio a toda a grade, a um
unico local ou a um unico noé.

Nota: Se vocé ativou o agente
SNMP, os siléncios também
suprimem traps SNMP e informam.

"Silenciar notificagdes de alerta"

Selecione ALERTAS >
siléncios.em seguida, selecione
todas as regras.

Nota: Se vocé ativou o agente
SNMP, os siléncios também
suprimem traps SNMP e informam.

"Silenciar notificacdes de alerta"

1. Selecione ALERTAS > regras.

2. Selecione uma regra padrao
para editar ou selecione criar
regra personalizada.

"Editar regras de alerta"

"Crie regras de alerta
personalizadas"

1. Selecione SUPPORT >
Alarmes (legacy) >
Configuragao de e-mail
legado.

2. Selecione notificagoes.

3. Selecione uma lista de
discussédo e selecione
suprimir.

"Gerenciar alarmes (sistema
legado)"

Né&o suportado

1. Selecione SUPPORT >
Alarmes (legacy) > Alarmes
globais.

2. Crie um alarme personalizado
global para substituir um
alarme padrao ou para
monitorar um atributo que néo
tenha um alarme padréo.

"Gerenciar alarmes (sistema
legado)"
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Alertas Alarmes (sistema legado)
Como posso desativar um alerta 1. Selecione ALERTAS > regras. 1. Selecione SUPPORT >

individual ou um alarme? . . Alarmes (legacy) > Alarmes
2. Selecione a regra e selecione globais

Editar regra.

. ~ 2. Selecione a regra e selecione o
3. Desmarque a caixa de selecao , .
icone Editar.
Enabled.

3. Desmarque a caixa de selec¢ao
"Desativar regras de alerta" Enabled.

"Gerenciar alarmes (sistema
legado)"

Gerenciar alertas

Gerenciar alertas: Visao geral

O sistema de alerta fornece uma interface facil de usar para detetar, avaliar e resolver os
problemas que podem ocorrer durante a operagédo do StorageGRID.

Vocé pode criar alertas personalizados, editar ou desativar alertas e gerenciar notificagcdes de alerta.
Para saber mais:

* Reveja o video: "Video: Viséo geral dos alertas para o StorageGRID 11,8"
* Reveja o video: "Video: Usando métricas para criar alertas personalizados no StorageGRID 11,8"

» Consulte "Referéncia de alertas".

Ver regras de alerta

As regras de alerta definem as condi¢des que acionam "alertas especificos"o . O
StorageGRID inclui um conjunto de regras de alerta padrao, que vocé pode usar como
esta ou modificar, ou vocé pode criar regras de alerta personalizadas.

Vocé pode ver a lista de todas as regras de alerta padrdo e personalizado para saber quais condigdes
acionarado cada alerta e para ver se algum alerta esta desativado.

Antes de comecgar

* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".
* Vocé tem o "Gerencie alertas ou permissao de acesso root".

» Opcionalmente, vocé assistiu ao video: "Video: Visao geral dos alertas para o StorageGRID 11,8"

Passos
1. Selecione ALERTAS > regras.
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Alert Rules B Leam more

Alert rules define which conditions trigger specific alerts

+Crea!acusinmru!e| # Editrule || % Re e custom rule

Name

Appliance battery expired
The battery in the appliance’s storage controller has expired.

Appliance battery failed
The battery in the appliance’s storage controller has failed.

Appliance battery has insufficient learned capacity
The battery in the appliance’s storage controller has insufficient
learned capacity.

Appliance battery near expiration

The battery in the appliance’s storage controller is nearing
expiration.

Appliance battery removed
The battery in the appliance’s storage controller is missing

Appliance battery too hot
The battery in the appli s storage controller is

Appliance cache backup device failed
A persistent cache backup device has failed

Appliance cache backup device insufficient capacity
There is insufficient cache backup device capacity

Appliance cache backup device write-protected
A cache backup device is write-protected.

Appliance cache memory size mismatch
The two controllers in the appliance have different cache sizes.

A pagina regras de alerta é exibida.

You can edit the conditions for default alert rules to better suit your environment, or create custom alert rules that use your own conditions for triggering alerts.

Conditions
storagegrid_appliance_component_failure{type="REC_EXPIRED_BATTERY"}
Major > 0
storagegrid_appliance_component_failure{type="REC_FAILED BATTERY"}
Major =0

storagegrid_appliance_component_failurejtype="REC_BATTERY_WARN"}
Major » 0

storagegrid_appliance_component_failure{type="REC_BATTERY_NEAR_EXPIRATION'}
Major >0

storagegrid_appliance_component_failure{type="REC_REMOVED_BATTERY"}

Major > 0

storagegrid_appliance_component failureftype="REC_BATTERY_OVERTEMP"}

Major =0

storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_FAILED"}

Major >0
storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_INSUFFICIENT_CAPACITY"}
Major > 0
storagegrid_appliance_component_failure{type="REC_CACHE_BACKUP_DEVICE_WRITE_PROTECTED}
Major > 0

storagegrid_appliance_component failureflype="REC_CACHE_MEM_SIZE_MISMATCH'}
Major =0

2. Reveja as informagdes na tabela de regras de alerta:
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Cabecalho da coluna

Nome

Descrigédo

Type

Default

Default

Default

Defauilt

Default

Default

Default

Defauit

Default

Default

Status

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Enabled

Displaying 62 alert rules

O nome exclusivo e a descrigcao da regra de alerta. As regras de alerta

personalizadas sao listadas primeiro, seguidas pelas regras de alerta padrao.

O nome da regra de alerta € o assunto das notificagbes por e-mail.



Cabecalho da coluna Descrigédo

Condicoes As expressdes Prometheus que determinam quando esse alerta é acionado.
Um alerta pode ser acionado em um ou mais dos seguintes niveis de
gravidade, mas nao & necessaria uma condi¢ao para cada gravidade.

Critico 6: existe uma condi¢ao anormal que interrompeu as operagoes
normais de um né ou servigo StorageGRID. Vocé deve abordar o
problema subjacente imediatamente. A interrup¢ao do servigo e a perda
de dados podem resultar se o problema nao for resolvido.

Major G: existe uma condigao anormal que esta afetando as operagdes
atuais ou se aproximando do limite para um alerta critico. Vocé deve
investigar os principais alertas e resolver quaisquer problemas
subjacentes para garantir que a condi¢gdo anormal n&o pare a operagao
normal de um né ou servigo StorageGRID.

Minor . 0 sistema esta operando normalmente, mas existe uma
condicao anormal que pode afetar a capacidade do sistema de operar se
ele continuar. Vocé deve monitorar e resolver alertas menores que nao
sejam claros por conta prépria para garantir que eles n&do resultem em um
problema mais sério.

Tipo O tipo de regra de alerta:

» Default: Uma regra de alerta fornecida com o sistema. Vocé pode
desativar uma regra de alerta padréo ou editar as condigbes e a duragao
de uma regra de alerta padrao. Ndo é possivel remover uma regra de
alerta padrao.

» Padrao*: Uma regra de alerta padrao que inclui uma condigéo ou duragao
editada. Conforme necessario, vocé pode reverter facilmente uma
condigao modificada de volta ao padrao original.

» Custom: Uma regra de alerta que vocé criou. Vocé pode desativar, editar
e remover regras de alerta personalizadas.

Estado Se esta regra de alerta esta atualmente ativada ou desativada. As condi¢des
para regras de alerta desativadas néo séo avaliadas, portanto, nenhum alerta
€ acionado.

Crie regras de alerta personalizadas

Vocé pode criar regras de alerta personalizadas para definir suas proprias condigoes
para acionar alertas.

Antes de comecar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Gerencie alertas ou permissédo de acesso root".

» Vocé esta familiarizado com o "Métricas de Prometheus comumente usadas".
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* Vocé entende o "Sintaxe das consultas Prometheus".

* Opcionalmente, vocé assistiu o video: "Video: Usando métricas para criar alertas personalizados no
StorageGRID 11,8".

Sobre esta tarefa

O StorageGRID néo valida alertas personalizados. Se vocé decidir criar regras de alerta personalizadas, siga
estas diretrizes gerais:

» Observe as condigbes para as regras de alerta padréo e use-as como exemplos para suas regras de
alerta personalizadas.

» Se vocé definir mais de uma condigdo para uma regra de alerta, use a mesma expressao para todas as
condigdes. Em seguida, altere o valor limite para cada condigao.

« Verifique cuidadosamente cada condi¢ao para erros de digitacao e logica.
* Use apenas as métricas listadas na API de Gerenciamento de Grade.

* Ao testar uma expressao usando a API Grid Management, esteja ciente de que uma resposta "bem-
sucedida" pode ser um corpo de resposta vazio (nenhum alerta acionado). Para ver se o alerta é
realmente acionado, vocé pode definir temporariamente um limite para um valor que vocé espera ser
verdadeiro atualmente.

Por exemplo, para testar a expressdo node memory MemTotal bytes < 24000000000, execute
primeiro node memory MemTotal bytes >= 0 e certifique-se de obter os resultados esperados (todos
0s noés retornam um valor). Em seguida, altere o operador e o limite de volta para os valores pretendidos e
execute novamente. Nenhum resultado indica que ndo ha alertas atuais para essa expressao.

* Nao assuma que um alerta personalizado esta funcionando, a menos que vocé tenha validado que o
alerta é acionado quando esperado.

Passos
1. Selecione ALERTAS > regras.

A pagina regras de alerta é exibida.
2. Selecione criar regra personalizada.

A caixa de dialogo criar regra personalizada é exibida.
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Create Custom Rule

Enabled |«

Unigue Name

Description

Recommendad Aclions
(optional)

Conditions ©

Minar
Major

Crfical

Enter the amount of ime a condition must continuously remain in effect before an alert is triggered.

Duration 3] minutes v

3. Marque ou desmarque a caixa de sele¢cao Enabled para determinar se essa regra de alerta esta ativada
no momento.

Se uma regra de alerta estiver desativada, suas expressbes néo serado avaliadas e nenhum alerta sera
acionado.

4. Introduza as seguintes informagoes:

Campo Descrigao

Nome unico Um nome exclusivo para esta regra. O nome da regra de alerta é
mostrado na pagina Alertas e também € o assunto das notificagdes
por e-mail. Os nomes das regras de alerta podem ter entre 1 e 64
carateres.
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Campo Descrigcao

Descricéo Uma descricédo do problema que esta ocorrendo. A descricéo é a
mensagem de alerta mostrada na pagina Alertas e nas notificagbes
por e-mail. As descrigbes das regras de alerta podem ter entre 1 e
128 carateres.

Acbes recomendadas Opcionalmente, as agdes recomendadas a serem tomadas quando
esse alerta for acionado. Insira as acées recomendadas como texto
simples (sem codigos de formatagéo). As agcdes recomendadas para
regras de alerta podem ter entre 0 e 1.024 carateres.

5. Na segdo condigdes, insira uma expressdo Prometheus para um ou mais niveis de gravidade de alerta.
Uma expressao basica é geralmente da forma:
[metric] [operator] [value]

As expressdes podem ter qualquer comprimento, mas aparecem em uma Unica linha na interface do
usuario. Pelo menos uma expressao € necessaria.

Esta expressao faz com que um alerta seja acionado se a quantidade de RAM instalada para um n¢ for
inferior a 24.000.000.000 bytes (24 GB).

node memory MemTotal bytes < 24000000000

Para ver as métricas disponiveis e testar expressdes Prometheus, selecione o icone de ajuda e siga o
link para a secdo métricas da APl de Gerenciamento de Grade.

6. No campo duracgao, insira o periodo de tempo em que uma condi¢cdo deve permanecer em vigor
continuamente antes que o alerta seja acionado e selecione uma unidade de tempo.

Para acionar um alerta imediatamente quando uma condig¢ao se tornar verdadeira, digite 0. Aumente esse
valor para evitar que condigbes temporarias acionem alertas.

O padréao é 5 minutos.
7. Selecione Guardar.

A caixa de dialogo fecha-se e a nova regra de alerta personalizada aparece na tabela regras de alerta.

Editar regras de alerta

Vocé pode editar uma regra de alerta para alterar as condi¢gdes do gatilho. Para uma
regra de alerta personalizada, vocé também pode atualizar o nome da regra, a descricao
e as acdes recomendadas.

Antes de comecgar
» Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé tem o "Gerencie alertas ou permissao de acesso root".

Sobre esta tarefa
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Ao editar uma regra de alerta padréo, vocé pode alterar as condi¢des para alertas menores, maiores e criticos
e a duragdo. Ao editar uma regra de alerta personalizada, vocé também pode editar o nome, a descrigéo e as
acdes recomendadas da regra.

Tenha cuidado ao decidir editar uma regra de alerta. Se vocé alterar os valores do gatilho,
talvez n&o detete um problema subjacente até que ele impega que uma operacgao critica seja
concluida.

Passos
1. Selecione ALERTAS > regras.

A pagina regras de alerta é exibida.

2. Selecione o botédo de opgéao para a regra de alerta que deseja editar.

3. Selecione Editar regra.

A caixa de dialogo Editar regra é exibida. Este exemplo mostra uma regra de alerta padrédo - os campos
Nome exclusivo, Descricdo e acdes recomendadas estao desativados e ndo podem ser editados.

Edit Rule - Low installed node memory

Enabled ¥
Unigue Name Low installed node memory
Description The amount of installed memory on a node is low.
s
Recommended Actions {optional) Increase the amount of RAM available to the virtual machine or Linux host. Check the threshold value

for the major alert to determine the default minimum reguirement for a StorageGRID node.
See the instructions for your platiorm:

» Whiware instaliation
» Red Hat Enterprise Linux or CentQS instaliation
= Ubuntu or Debian instaliation

Conditions ©
Minor
IMajor node_memory_MemTotal_pytes < 24883888828
Critical node_memory_MemTotal_bytes <= 12886800804

Enter the amount of time a condition must continuously remain in effect before an alert is triggered.

Duration 2 minutes v

4. Marque ou desmarque a caixa de selecao Enabled para determinar se essa regra de alerta esta ativada
no momento.
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Se uma regra de alerta estiver desativada, suas expressdes nao serdo avaliadas e nenhum alerta sera
acionado.

@ Se desativar a regra de alerta para um alerta atual, tem de aguardar alguns minutos para
que o alerta deixe de aparecer como um alerta ativo.

Em geral, desativar uma regra de alerta padrdo ndo é recomendado. Se uma regra de
@ alerta estiver desativada, talvez vocé nao detete um problema subjacente até que ela
impeca que uma operagao critica seja concluida.

5. Para regras de alerta personalizadas, atualize as seguintes informag¢des conforme necessario.

@ Nao é possivel editar essas informagdes para regras de alerta padrao.
Campo Descrigao
Nome unico Um nome exclusivo para esta regra. O nome da regra de alerta é

mostrado na pagina Alertas e também é o assunto das notificagdes
por e-mail. Os nomes das regras de alerta podem ter entre 1 e 64
carateres.

Descricéo Uma descrigado do problema que esta ocorrendo. A descrigédo € a
mensagem de alerta mostrada na pagina Alertas e nas notificagbes
por e-mail. As descrigbes das regras de alerta podem ter entre 1 e
128 carateres.

Acdes recomendadas Opcionalmente, as agbes recomendadas a serem tomadas quando
esse alerta for acionado. Insira as agdes recomendadas como texto
simples (sem codigos de formatagéo). As agdes recomendadas para
regras de alerta podem ter entre 0 e 1.024 carateres.

6. Na secao condigdes, insira ou atualize a expressdo Prometheus para um ou mais niveis de gravidade de
alerta.

@ Se vocé quiser restaurar uma condigéo para uma regra de alerta padrao editada de volta ao
seu valor original, selecione os trés pontos a direita da condigdo modificada.
Conditions @
Minor
Iajor node_memory_MemTotal_bytes < 24800000002

Critical node_memory_MemTotal_bytes <= 14820860208 @

Se vocé atualizar as condigbes para um alerta atual, suas alteragdes podem nao ser
implementadas até que a condigao anterior seja resolvida. Da proxima vez que uma das
condicOes para a regra for atendida, o alerta refletira os valores atualizados.
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Uma expressao basica é geralmente da forma:
[metric] [operator] [value]

As expressdes podem ter qualquer comprimento, mas aparecem em uma Unica linha na interface do
usuario. Pelo menos uma expressao € necessaria.

Esta expressao faz com que um alerta seja acionado se a quantidade de RAM instalada para um né for
inferior a 24.000.000.000 bytes (24 GB).

node memory MemTotal bytes < 24000000000

7. No campo duragao, insira o periodo de tempo em que uma condigdo deve permanecer em vigor
continuamente antes que o alerta seja acionado e selecione a unidade de tempo.

Para acionar um alerta imediatamente quando uma condigéo se tornar verdadeira, digite 0. Aumente esse
valor para evitar que condi¢des temporarias acionem alertas.

O padrao é 5 minutos.
8. Selecione Guardar.
Se vocé editou uma regra de alerta padrdo, padrao* aparecera na coluna tipo. Se vocé desativou uma
regra de alerta padrdo ou personalizada, Disabled sera exibido na coluna Status.
Desativar regras de alerta

Vocé pode alterar o estado ativado/desativado para uma regra de alerta padréo ou
personalizada.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Gerencie alertas ou permissédo de acesso root".

Sobre esta tarefa
Quando uma regra de alerta é desativada, suas expressdes ndo sado avaliadas e nenhum alerta € acionado.

Em geral, desativar uma regra de alerta padréo ndo é recomendado. Se uma regra de alerta
estiver desativada, talvez vocé nao detete um problema subjacente até que ela impecga que
uma operagao critica seja concluida.

Passos
1. Selecione ALERTAS > regras.

A pagina regras de alerta é exibida.

2. Selecione o botédo de opgéo para a regra de alerta que deseja desativar ou ativar.

3. Selecione Editar regra.
A caixa de dialogo Editar regra é exibida.

4. Marque ou desmarque a caixa de selecdo Enabled para determinar se essa regra de alerta esta ativada
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no momento.

Se uma regra de alerta estiver desativada, suas expressdes nao serao avaliadas e nenhum alerta sera
acionado.

@ Se desativar a regra de alerta para um alerta atual, tem de aguardar alguns minutos para
que o alerta deixe de ser apresentado como um alerta ativo.

5. Selecione Guardar.

Disabled aparece na coluna Status.

Remover regras de alerta personalizadas
Vocé pode remover uma regra de alerta personalizada se ndo quiser mais usa-la.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé tem o "Gerencie alertas ou permissédo de acesso root".

Passos
1. Selecione ALERTAS > regras.

A pagina regras de alerta é exibida.

2. Selecione o botdo de opgéo para a regra de alerta personalizada que deseja remover.
N&o é possivel remover uma regra de alerta padrao.

3. Selecione Remover regra personalizada.
E apresentada uma caixa de dialogo de confirmaco.

4. Selecione OK para remover a regra de alerta.

Todas as instancias ativas do alerta serdo resolvidas dentro de 10 minutos.

Gerenciar notificagoes de alerta

Configurar notificagoes SNMP para alertas

Se vocé quiser que o StorageGRID envie notificagbes SNMP quando ocorrerem alertas,
vocé devera ativar o agente SNMP do StorageGRID e configurar um ou mais destinos de
intercetacao.

Vocé pode usar a op¢gao CONFIGURATION > Monitoring > SNMP Agent no Gerenciador de Grade ou os
endpoints SNMP da API de Gerenciamento de Grade para habilitar e configurar o agente SNMP do
StorageGRID. O agente SNMP suporta todas as trés versdes do protocolo SNMP.

Para saber como configurar o agente SNMP, "Utilize a monitorizagdo SNMP"consulte .

Depois de configurar o agente SNMP do StorageGRID, dois tipos de notificagbes orientadas a eventos podem
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ser enviados:

» Traps sao notificagdes enviadas pelo agente SNMP que néo requerem confirmagao pelo sistema de
gerenciamento. Traps servem para notificar o sistema de gerenciamento de que algo aconteceu dentro do
StorageGRID, como um alerta sendo acionado. Traps sdo suportados em todas as trés versées do SNMP.

* Os informes sdo semelhantes aos traps, mas requerem reconhecimento pelo sistema de gestédo. Se o
agente SNMP néao receber uma confirmagao dentro de um determinado periodo de tempo, ele reenvia a
informacgao até que uma confirmagéo seja recebida ou o valor maximo de tentativa tenha sido atingido. As
informacgdes sdo suportadas em SNMPv2c e SNMPV3.

Notificagdes de intercetacéo e informacao sdo enviadas quando um alerta padrao ou personalizado é
acionado em qualquer nivel de gravidade. Para suprimir notificacdes SNMP para um alerta, tem de configurar
um siléncio para o alerta. "Silenciar notificagées de alerta"Consulte .

Se a sua implantagao do StorageGRID incluir varios nés de administragéo, o né de administragao principal é o
remetente preferido para notificacdes de alerta, pacotes AutoSupport, traps e informes SNMP e notificacdes
de alarme herdadas. Se o né de administragao principal ficar indisponivel, as notificagdes serao enviadas
temporariamente por outros nés de administragdo. "O que € um no de administracao?"Consulte .

Configurar notificagées por e-mail para alertas

Se vocé quiser que as notificacdes por e-mail sejam enviadas quando os alertas
ocorrerem, vocé deve fornecer informacdes sobre o servidor SMTP. Vocé também deve
inserir enderecos de e-mail para os destinatarios das notificagdes de alerta.

Antes de comecar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Gerencie alertas ou permissédo de acesso root".

Sobre esta tarefa

Como os alarmes e alertas séo sistemas independentes, a configuragao de e-mail usada para notificagdes de
alerta ndo é usada para notificagdes de alarme e pacotes AutoSupport. No entanto, vocé pode usar o mesmo
servidor de e-mail para todas as notificagoes.

Se a sua implantacdo do StorageGRID incluir varios nés de administragéo, o né de administragao principal é o
remetente preferido para notificagdes de alerta, pacotes AutoSupport, traps e informes SNMP e notificagdes
de alarme herdadas. Se o né de administragao principal ficar indisponivel, as notificagdes serao enviadas
temporariamente por outros nés de administracao. "O que € um n6 de administracao?"Consulte .

Passos
1. Selecione ALERTAS > Configuracao do e-mail.

A pagina Configuracao de e-mail é exibida.
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Email Setup

You can configure the email server for alert notifications, define filters to limit the number of notifications, and enter email addresses for alert recipients.

Use these settings to define the email server used for alert notifications. These seftings are not used for alarm nofifications and AutoSupport See
Managing alerts and alarms in the instructions for monitoring and troubleshooting StorageGRID.

Enable Email Notifications @

2. Marque a caixa de selegao Ativar notificagdes por e-mail para indicar que deseja que os e-mails de
notificagdo sejam enviados quando os alertas atingirem limites configurados.

As secdes servidor de e-mail (SMTP), TLS (Transport Layer Security), enderecos de e-mail e filtros séo
exibidas.

3. Na segéo servidor de e-mail (SMTP), insira as informagdes que o StorageGRID precisa para acessar seu
servidor SMTP.

Se o servidor SMTP exigir autenticagao, vocé deve fornecer um nome de usuario e uma senha.

Campo Introduza

Servidor de correio O nome de dominio totalmente qualificado (FQDN) ou o endereco IP
do servidor SMTP.

Porta A porta usada para acessar o servidor SMTP. Deve estar entre 1 e
65535.

Nome de utilizador (opcional) Se o servidor SMTP exigir autenticagéo, insira o nome de usuario

com o qual se autenticar.

Senha (opcional) Se o servidor SMTP exigir autenticagao, introduza a palavra-passe
com a qual pretende autenticar.

Email (SMTP) Server

Mail Server @ 10.224.1.250
Port @ 25
Username (optional) & smtpuser

Password (optional) @ | esseses

4. Na secao enderegos de e-mail, insira enderecos de e-mail para o remetente e para cada destinatario.

a. Para Endereco de e-mail do remetente, especifique um enderego de e-mail valido para usar como
endereco de para notificacdes de alerta.
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Por exemplo: storagegrid-alerts@example.com

b. Na secéao destinatarios, insira um endereg¢o de e-mail para cada lista de e-mail ou pessoa que deve
receber um e-mail quando ocorrer um alerta.

Selecione o icone de mais <=para adicionar destinatarios.

Email Addresses

Sender Email Address @ storagegrid-alerts@example.com
Recipient1 @ recipient! @example.com x
Recipient 2 € recipient2 @example_ com + X

5. Se a TLS (Transport Layer Security) for necessaria para comunicagées com o servidor SMTP, selecione
Require TLS na segéo TLS (Transport Layer Security).

a. No campo certificado CA, fornega o certificado CA que sera usado para verificar a identificagdo do
servidor SMTP.

Vocé pode copiar e colar o conteudo neste campo ou selecionar Procurar e selecionar o arquivo.
Vocé deve fornecer um unico arquivo que contenha os certificados de cada autoridade de certificacao
de emissao intermediaria (CA). O arquivo deve conter cada um dos arquivos de certificado CA

codificados em PEM, concatenados em ordem de cadeia de certificados.

b. Marque a caixa de selegao Send Client Certificate se o servidor de e-mail SMTP exigir que os
remetentes de e-mail fornegam certificados de cliente para autenticagao.

c. No campo Client Certificate, forneca o certificado de cliente codificado em PEM para enviar para o
servidor SMTP.

Vocé pode copiar e colar o conteudo neste campo ou selecionar Procurar e selecionar o arquivo.

d. No campo chave privada, insira a chave privada do certificado do cliente na codificagdo PEM né&o
criptografada.

Vocé pode copiar e colar o conteudo neste campo ou selecionar Procurar e selecionar o arquivo.

@ Se for necessario editar a configuragdo do e-mail, selecione o icone de lapis para
atualizar este campo.
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Transport Layer Security (TLS)

Require TLS @&

CA Cerificate @

Send Client Cedificate @

Client Cedificate @

Private Key @

o]

-----BEGIN CERTIFICATE-----
1234567898abcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMHOPQRSTUNIWKYZ1234567898
-----END CERTIFICATE-----

Erowse

%

-—---BEGIN CERTIFICATE----—-
1234567898abcdefghijklmnopgrstuvixyz
ABCDEFGHIJKLMNOPQRSTUVIWXYZ1234567898
-----END CERTIFICATE-----

Browse

-----BEGIN PRIVATE KEY-----
1234567898sbcdefghijklmnopgrstuvwxyz
ABCDEFGHIJKLMNOPQRSTUVIKYZ1234567290
-----BEGIN PRIVATE KEY-----

Browse

6. Na secao filtros, selecione quais niveis de gravidade de alerta devem resultar em notificagdes por e-mail,
a menos que a regra de um alerta especifico tenha sido silenciada.

Gravidade

Menor, maior, critico

Importante, critico
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Descricao

Uma notificagédo por e-mail € enviada quando a condigdo menor,
maior ou critica de uma regra de alerta é atendida.

Uma notificagcdo por e-mail é enviada quando a condic&o principal ou
critica de uma regra de alerta é atendida. As notificagdes ndo séo

enviadas para alertas menores.



Gravidade Descrigao

Apenas critica Uma notificagédo por e-mail é enviada somente quando a condicao
critica de uma regra de alerta é atendida. As notificagdes ndo séo
enviadas para alertas menores ou maiores.

Filters

Severity @ ® Minor, major, critical Major, critical Critical only

7. Quando estiver pronto para testar suas configuragdes de e-mail, execute estas etapas:

a. Selecione Enviar e-mail de teste.
Uma mensagem de confirmagao é exibida, indicando que um e-mail de teste foi enviado.

b. Marque as caixas de entrada de todos os destinatarios de e-mail e confirme se um e-mail de teste foi
recebido.

@ Se o e-mail n&o for recebido em poucos minutos ou se o alerta Falha na notificagao
por e-mail for acionado, verifique as configura¢des e tente novamente.

c. Faca login em qualquer outro n6 Admin e envie um e-mail de teste para verificar a conetividade de
todos os sites.

Ao testar notificagbes de alerta, vocé deve entrar em cada né de administragdo para

@ verificar a conetividade. Isso € em contraste com o teste de pacotes AutoSupport e
notificagbes de alarme legadas, onde todos os nds de administragdo enviam o e-mail de
teste.

8. Selecione Guardar.
Enviar um e-mail de teste ndo salva suas configuragdes. Vocé deve selecionar Salvar.

As configuragdes de e-mail séo salvas.

Informacgées incluidas nas notificagées por e-mail de alerta

Depois de configurar o servidor de e-mail SMTP, as notificagdes de e-mail sdo enviadas aos destinatarios
designados quando um alerta é acionado, a menos que a regra de alerta seja suprimida por um siléncio.
"Silenciar notificacdes de alerta"Consulte .

As notificagbes por e-mail incluem as seguintes informacbes:
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NetApp StorageGRID

Low object data storage (6 alerts) @

The space available for storing object data is low. @

Recommended actions @

Perform an expansion procedure. You can add storage volumes (LUNs) to existing Storage Modes, or you can add new Storage Modes. See the instructions
for expanding a StorageGRID system.

DC1-51-226
Node
Site
Severity
Time triggered

DC1-51-226 @

DC1 225-230

Minor

FriJun 28 14:43:27 UTC 2019

Jobh storagegrid

Service ldr
DC1-52-227

Node DC1-52-227

Site DC1 225-230

Severity Minor

Time triggered

Frilun 28 14:43:27 UTC 2019

Joh storagegrid
Service Idr
(s)
Sent from: DC1-ADM1-225 \-—/

Legenda Descricéao

1 O nome do alerta, seguido pelo nimero de instancias ativas deste alerta.

2 A descri¢ao do alerta.

3 Quaisquer agdes recomendadas para o alerta.

4 Detalhes sobre cada instancia ativa do alerta, incluindo o né e o site afetados, a gravidade do
alerta, a hora UTC em que a regra de alerta foi acionada e o nome da tarefa e servigo
afetados.

5 O nome do host do né Admin que enviou a notificagao.

Como os alertas sdo agrupados

Para evitar que um numero excessivo de notificagdes por e-mail seja enviado quando os alertas sao
acionados, o StorageGRID tenta agrupar varios alertas na mesma notificagéo.

Consulte a tabela a seguir para obter exemplos de como o StorageGRID agrupa varios alertas em notificagbes

por e-mail.
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Comportamento

Cada notificagdo de alerta aplica-se apenas a alertas
com o mesmo nome. Se dois alertas com nomes
diferentes forem acionados ao mesmo tempo, duas
notificacdes por e-mail serdo enviadas.

Para um alerta especifico em um né especifico, se os
limites forem atingidos por mais de uma gravidade,
uma notificagao sera enviada apenas para o alerta
mais grave.

Na primeira vez que um alerta é acionado, o
StorageGRID aguarda 2 minutos antes de enviar uma
notificacdo. Se outros alertas com o mesmo nome
forem acionados durante esse periodo, o
StorageGRID agrupa todos os alertas na notificagéo
inicial.

Se um outro alerta com o mesmo nome for acionado,
o StorageGRID aguarda 10 minutos antes de enviar
uma nova notificagéo. A nova notificagéo relata todos
os alertas ativos (alertas atuais que ndo foram
silenciados), mesmo que tenham sido reportados
anteriormente.

Se houver varios alertas atuais com o mesmo nome e
um desses alertas for resolvido, uma nova notificagéo
ndo sera enviada se o alerta ocorrer novamente no
noé para o qual o alerta foi resolvido.

O StorageGRID continua a enviar notificagbes por e-
mail uma vez a cada 7 dias até que todas as
instancias do alerta sejam resolvidas ou a regra de
alerta seja silenciada.

Exemplo

* O alerta A é acionado em dois n6és ao mesmo
tempo. Apenas uma notificagcao é enviada.

* O alertaAé acionadononé 1eoalertaB é
acionado no n6 2 ao mesmo tempo. Duas
notificacdes sdo enviadas - uma para cada alerta.

» O alerta A é acionado e os limites de alerta
menor, maior e critico sdo atingidos. Uma
notificacéo € enviada para o alerta critico.

1. O alerta A é acionado no n6 1 as 08:00.
Nenhuma notificacéo é enviada.

2. O alerta A é acionado no n6 2 as 08:01.
Nenhuma notificagéo & enviada.

3. As 08:02, uma notificacdo é enviada para relatar
ambas as instancias do alerta.

1. O alerta A é acionado no n6 1 as 08:00. Uma
notificacdo é enviada as 08:02.

2. O alerta A é acionado no n6 2 as 08:05. Uma
segunda notificagéo € enviada as 08:15 (10
minutos depois). Ambos os nds sao relatados.

1. O alerta A é acionado paraondé 1. Uma
notificagéo é enviada.

2. O alerta A é acionado para o n6 2. Uma segunda
notificacao é enviada.

3. O alerta A foi resolvido para o n6 2, mas
permanece ativo para o no 1.

4. O alerta A é acionado novamente para o no 2.
Nenhuma nova notificagédo é enviada porque o
alerta ainda esta ativo paraoné 1.

1. O alerta A é acionado para o n6 1 em 8 de margo.
Uma notificagéo é enviada.

2. O alerta A nao foi resolvido ou silenciado.
Notificagdes adicionais sao enviadas em 15 de
marco, 22 de marco, 29 de marco, e assim por
diante.

Solucionar problemas de notificagées por e-mail de alerta

Se o alerta Falha na notificagao por e-mail for acionado ou vocé nao conseguir receber a notificagao por e-
mail de alerta de teste, siga estas etapas para resolver o problema.
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Antes de comecar
» Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Gerencie alertas ou permissédo de acesso root".

Passos

1. Verifique as suas definigdes.
a. Selecione ALERTAS > Configuragao do e-mail.
b. Verifique se as configuragdes do servidor de e-mail (SMTP) estéo corretas.
c. Verifique se vocé especificou enderecos de e-mail validos para os destinatarios.
2. Verifique o filtro de spam e certifique-se de que o e-mail nao foi enviado para uma pasta de lixo eletroénico.

3. Peca ao administrador de e-mail para confirmar que os e-mails do endereco do remetente nao estao
sendo bloqueados.

4. Colete um arquivo de log para o Admin Node e entre em Contato com o suporte técnico.

O suporte técnico pode usar as informagdes nos logs para ajudar a determinar o que deu errado. Por
exemplo, o arquivo prometheus.log pode mostrar um erro ao se conetar ao servidor especificado.

"Colete arquivos de log e dados do sistema"Consulte .

Silenciar notificag6es de alerta

Opcionalmente, vocé pode configurar siléncios para suprimir temporariamente as
notificacdes de alerta.

Antes de comecar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Gerencie alertas ou permissédo de acesso root".

Sobre esta tarefa

Vocé pode silenciar as regras de alerta em toda a grade, em um unico local ou em um Unico n6 e para uma ou
mais severidades. Cada siléncio suprime todas as notificagbes de uma Unica regra de alerta ou de todas as
regras de alerta.

Se tiver ativado o0 agente SNMP, os siléncios também suprimem traps SNMP e informam.

@ Tenha cuidado ao decidir silenciar uma regra de alerta. Se vocé silenciar um alerta, talvez néo
detete um problema subjacente até que ele impega que uma operagao critica seja concluida.

@ Como os alarmes e alertas sao sistemas independentes, vocé nao pode usar essa
funcionalidade para suprimir as notificacbes de alarme.

Passos
1. Selecione ALERTAS > siléncios.

E apresentada a pagina siléncios.

90


https://docs.netapp.com/pt-br/storagegrid-118/admin/web-browser-requirements.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/admin-group-permissions.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/web-browser-requirements.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/admin-group-permissions.html

Silences

You can configure silences to temporarily suppress alert notifications. Each silence suppresses the notifications for an alert rule at one or more severities. You can
suppress an alert rule on the entire grid, a single site, or a single node.

# Edit || % Remove
Alert Rule Description Severity Time Remaining Nodes

No results found.

2. Selecione criar.

A caixa de dialogo criar Siléncio é exibida.
Create Silence
Alert Rule ¥
Description (optional)
Duration Minutes r

Severity Minor only Minor, major Minor, major, critical

Modes StorageGRID Deployment
Data Center 1
DC1-ADMA
DC1-GA1
DC1-31
DC1-52
DC1-53

3. Selecione ou introduza as seguintes informagoes:

Campo Descrigao

Regra de alerta O nome da regra de alerta que vocé deseja silenciar. Vocé pode selecionar
qualquer regra de alerta padrdo ou personalizada, mesmo que a regra de
alerta esteja desativada.

Observacao: Selecione todas as regras se quiser silenciar todas as regras
de alerta usando os critérios especificados nesta caixa de dialogo.
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4. Selecione Guardar.

Campo

Descricéo

Duracéo

Gravidade

Descrigédo

Opcionalmente, uma descrigdo do siléncio. Por exemplo, descreva o proposito
deste siléncio.

Quanto tempo vocé quer que esse siléncio permanega em vigor, em minutos,
horas ou dias. Um siléncio pode estar em vigor de 5 minutos a 1.825 dias (5
anos).

Nota: vocé ndo deve silenciar uma regra de alerta por um periodo prolongado
de tempo. Se uma regra de alerta for silenciada, talvez vocé nao detete um
problema subjacente até que ela impega que uma operagao critica seja
concluida. No entanto, talvez seja necessario usar um siléncio prolongado se
um alerta for acionado por uma configuragao especifica e intencional, como
pode ser o caso dos alertas de link do Services Appliance para baixo e dos
alertas de link do Storage Appliance para baixo*.

Que gravidade de alerta ou severidades devem ser silenciadas. Se o alerta for
acionado em uma das severidades selecionadas, nenhuma notificacédo sera
enviada.

A que nd ou nds vocé deseja que esse siléncio se aplique. Vocé pode suprimir
uma regra de alerta ou todas as regras em toda a grade, em um unico local ou
em um unico noé. Se selecionar toda a grelha, o siléncio aplica-se a todos os
locais e a todos os nés. Se selecionar um local, o siléncio aplica-se apenas
aos nos nesse local.

Observacgao: vocé nao pode selecionar mais de um né ou mais de um site
para cada siléncio. Vocé deve criar siléncios adicionais se quiser suprimir a
mesma regra de alerta em mais de um n6 ou mais de um local de cada vez.

5. Se vocé quiser modificar ou terminar um siléncio antes que ele expire, vocé pode edita-lo ou remové-lo.
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Opcgao

Edite um siléncio

Descrigdo
. Selecione ALERTAS > siléncios.

a
b. Na tabela, selecione o botdo de opgao para o siléncio que deseja editar.

Selecione Editar.

3]

d. Altere a descricao, a quantidade de tempo restante, as severidades
selecionadas ou o n¢ afetado.

e. Selecione Guardar.



Opcao Descricao

Remova um siléncio a. Selecione ALERTAS > siléncios.

b. Na tabela, selecione o botdo de op¢ao para o siléncio que deseja remover.

c. Selecione Remover.

d. Selecione OK para confirmar que deseja remover esse siléncio.

Nota: As notificagdes serdo agora enviadas quando este alerta for
acionado (a menos que seja suprimido por outro siléncio). Se este alerta
for acionado no momento, pode demorar alguns minutos para que as
notificagdes por e-mail ou SNMP sejam enviadas e para que a pagina
Alertas seja atualizada.

Informacgdes relacionadas
+ "Configure o agente SNMP"

Referéncia de alertas

Esta referéncia lista os alertas padrao que aparecem no Gerenciador de Grade. As
acdes recomendadas estdo na mensagem de alerta que voceé recebe.

Conforme necessario, vocé pode criar regras de alerta personalizadas para se adequar a sua abordagem de

gerenciamento de sistema.

Alguns dos alertas padrdo usam "Métricas Prometheus"o .

Alertas de dispositivo

Nome do alerta

A bateria do aparelho expirou

A bateria do aparelho falhou

A bateria do aparelho ndo tem
capacidade programada suficiente

A bateria do aparelho esta quase a
expirar

Bateria do aparelho removida

Bateria do aparelho demasiado
quente

Erro de comunicagao do Appliance
BMC

Descrigédo

A bateria do controlador de armazenamento do aparelho expirou.

A bateria do controlador de armazenamento do aparelho falhou.

A bateria do controlador de armazenamento do aparelho ndo tem
capacidade de aprendizagem suficiente.

A bateria do controlador de armazenamento do aparelho esta prestes a
expirar.

A bateria do controlador de armazenamento do aparelho esta em falta.

A bateria do controlador de armazenamento do aparelho esta
sobreaquecida.

A comunicagao com o controlador de gestao do rodapé (BMC) foi
perdida.
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Nome do alerta

Falha no dispositivo de backup do
cache do dispositivo

Dispositivo de backup de cache de
dispositivo capacidade insuficiente

Dispositivo de backup protegido
contra gravagao em cache do
dispositivo

Incompatibilidade do tamanho da
memoria cache do dispositivo

Temperatura do chassi do
controlador de computacéo do
dispositivo muito alta

Temperatura da CPU do
controlador de computagao do
dispositivo muito alta

O controlador de computacao do
dispositivo precisa de atencéo

A fonte de Alimentagao A do
controlador de computagao do
dispositivo tem um problema

A fonte de alimentacdo B do
controlador de computacgéo do
dispositivo tem um problema

O servigco de monitor de hardware
de computacao do dispositivo
parou

A unidade DAS do dispositivo
excede o limite para dados
gravados por dia

Detectada avaria na unidade DAS
do aparelho

Luz de localizacéo da unidade do
aparelho DAS acesa
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Descrigdo

Um dispositivo de backup de cache persistente falhou.

Nao ha capacidade insuficiente do dispositivo de backup em cache.

Um dispositivo de backup em cache estéa protegido contra gravagao.

Os dois controladores no dispositivo tém tamanhos de cache diferentes.

A temperatura do controlador de computagdao em um dispositivo
StorageGRID excedeu um limite nominal.

A temperatura da CPU no controlador de computagdo em um
dispositivo StorageGRID excedeu um limite nominal.

Uma falha de hardware foi detetada no controlador de computacao de
um dispositivo StorageGRID.

A fonte de Alimentagao A no controlador de computagédo tem um
problema.

A fonte de alimentacéo B no controlador de computacéo tem um
problema.

O servigo que monitora o status do hardware de storage parou.

Uma quantidade excessiva de dados esta sendo gravada em uma
unidade todos os dias, 0 que pode anular sua garantia.

Foi detetado um problema com uma unidade de armazenamento de
ligacao direta (DAS) no aparelho.

A luz do localizador de unidades para uma ou mais unidades de
armazenamento de conexao direta (DAS) em um né de armazenamento
de dispositivos esta acesa.



Nome do alerta

Reconstrugdo da unidade DAS do
dispositivo

Detetada avaria na ventoinha do

aparelho

Detectada avaria no canal de fibra
do dispositivo

Falha na porta HBA Fibre Channel
do dispositivo

O cache flash do dispositivo nédo é
ideal

Recipiente da bateria/interligagado
do aparelho removido

Porta LACP do aparelho em falta

Detectada falha na NIC do
aparelho

A fonte de alimentagao geral do
aparelho esta degradada

Aviso critico de SSD do dispositivo

Falha do controlador de storage do
dispositivo A

Falha no controlador B de storage
do dispositivo

Falha na unidade do controlador de
armazenamento do dispositivo

Problema de hardware do
controlador de storage do
dispositivo

Falha na fonte de alimentacao do
controlador de armazenamento do
dispositivo

Descrigdo

Uma unidade de armazenamento de conexao direta (DAS) esta sendo
reconstruida. Isto é esperado se tiver sido recentemente substituido ou
removido/reinserido.

Foi detetado um problema com uma ventoinha no aparelho.

Foi detetado um problema de link Fibre Channel entre o controlador de
storage do dispositivo e o controlador de computagéo

Uma porta HBA Fibre Channel esta falhando ou falhou.

As unidades usadas para o cache SSD nao sao ideais.

O depdsito da bateria/interligagao esta em falta.

Uma porta em um dispositivo StorageGRID né&o esta participando da
ligacao LACP.

Foi detetado um problema com uma placa de interface de rede (NIC) no
dispositivo.

A alimentagédo de um aparelho StorageGRID desviou-se da tensao de
funcionamento recomendada.

Um SSD de dispositivo esta relatando um aviso critico.

O controlador de storage A em um dispositivo StorageGRID falhou.

O controlador de storage B em um dispositivo StorageGRID falhou.
Uma ou mais unidades em um dispositivo StorageGRID falhou ou n&o é
ideal.

O software SANTtricity esta relatando "precisa de atengéo" para um

componente em um dispositivo StorageGRID.

A fonte de Alimentagao A num aparelho StorageGRID desviou-se da
tensao de funcionamento recomendada.
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Nome do alerta Descrigdo

Falha na fonte de alimentagao B do A fonte de alimentagdo B num aparelho StorageGRID desviou-se da
controlador de armazenamento do tenséo de funcionamento recomendada.
dispositivo

O servigo de monitor de hardware O servigo que monitora o status do hardware de storage parou.
de armazenamento do dispositivo

parou
Prateleiras de storage do O status de um dos componentes na prateleira de armazenamento de
dispositivo degradadas um dispositivo de armazenamento é degradado.

Temperatura do aparelho excedida A temperatura nominal ou maxima para o controlador de
armazenamento do aparelho foi excedida.

Sensor de temperatura do aparelho Um sensor de temperatura foi removido.
removido

Erro de inicializagdo segura UEFI  Um aparelho néo foi inicializado com seguranca.
do appliance

A e/S do disco é muito lenta E/S de disco muito lento pode estar impactando o desempenho da
grade.

Detectada avaria na ventoinha do  Foi detetado um problema com um ventilador no controlador de
aparelho de armazenamento armazenamento de um aparelho.

Conectividade de storage do Ha um problema com uma ou mais conexdes entre o controlador de
dispositivo de storage degradada  computagao e o controlador de storage.

Dispositivo de armazenamento Nao é possivel aceder a um dispositivo de armazenamento.
inacessivel

Alertas de auditoria e syslog

Nome do alerta Descrigcao

Os logs de auditoria estao sendo O n6 nao pode enviar logs para o servidor syslog local e a fila na
adicionados a fila na memoaria memoria esta sendo preenchida.

Erro de encaminhamento do O n6 nao pode encaminhar logs para o servidor syslog externo.

servidor syslog externo

Fila de auditoria grande A fila de discos para mensagens de auditoria esta cheia. Se esta
condi¢ao nao for resolvida, as operagdes S3 ou Swift podem falhar.

96



Nome do alerta

Os logs estao sendo adicionados a
fila no disco

Alertas de intervalo

Nome do alerta

O balde FabricPool tem uma
definicdo de consisténcia do balde
nao suportada

Alertas do Cassandra

Nome do alerta

Erro de auto-compactador
Cassandra

Métricas do compactador
automatico Cassandra
desatualizadas

Erro de comunicagao Cassandra

Cassandra compactions
sobrecarregado

Erro de gravacao de tamanho
excessivo do Cassandra

Métricas de reparo do Cassandra
desatualizadas

O progresso do reparo do
Cassandra lento

O servico de reparagado Cassandra
nao esta disponivel

Corrupgao da tabela Cassandra

Alertas do Cloud Storage Pool

Descrigdo

O né nao pode encaminhar logs para o servidor syslog externo e a fila
no disco esta sendo preenchida.

Descrigao

Um bucket do FabricPool usa o nivel de consisténcia disponivel ou de
sites fortes, que néo é suportado.

Descrigao

O auto-compactador Cassandra sofreu um erro.

As métricas que descrevem o compactador automatico Cassandra
estdo desatualizadas.

Os noés que executam o servigo Cassandra estao tendo problemas para
se comunicar uns com os outros.

O processo de compactagéo Cassandra esta sobrecarregado.

Um processo interno do StorageGRID enviou uma solicitagéo de
gravacao para o Cassandra que era muito grande.

As métricas que descrevem os trabalhos de reparo do Cassandra estéo
desatualizadas.
O progresso dos reparos do banco de dados Cassandra € lento.

O servico de reparacado Cassandra nao esta disponivel.

Cassandra detetou corrupgéao de tabela. O Cassandra reinicia
automaticamente se detetar corrupcao de tabela.
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Nome do alerta

Erro de conetividade do Cloud
Storage Pool

Alertas de replicagcao entre grades

Nome do alerta

Falha permanente de replicagéo
entre redes

Recursos de replicagao entre
grades indisponiveis

Alertas DHCP

Nome do alerta

A concessao DHCP expirou

A concessao DHCP expira em
breve

Servidor DHCP indisponivel

Depurar e rastrear alertas

Nome do alerta

Impacto no desempenho de
depuragao

Configuragao do tragado ativada

Alertas de e-mail e AutoSupport

Nome do alerta

Falha ao enviar a mensagem
AutoSupport

Falha na notificacéo por e-mail
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Descrigdo

A verificagao de integridade dos pools de armazenamento em nuvem
detetou um ou mais erros novos.

Descrigao

Ocorreu um erro de replicagao entre redes que requer a intervengao do
utilizador para resolver.

As solicitagdes de replicagao entre grade estdo pendentes porque um
recurso ndo esta disponivel.

Descricao

A concessao de DHCP numa interface de rede expirou.

A concessao de DHCP em uma interface de rede esta expirando em
breve.

O servidor DHCP néo esta disponivel.

Descrigao

Quando o modo de depuragéo esta ativado, o desempenho do sistema
pode ser afetado negativamente.

Quando a configuragéo de rastreamento esta ativada, o desempenho
do sistema pode ser afetado negativamente.

Descrigcao

Nao foi possivel enviar a mensagem AutoSupport mais recente.

Nao foi possivel enviar a notificagdo por e-mail para um alerta.



Alertas de codificagdao de apagamento (EC)

Nome do alerta

Falha no rebalanceamento EC

Falha na reparacao EC

A reparacéao CE parou

Descricao

O procedimento de reequilibrio CE falhou ou foi interrompido.

Um trabalho de reparacao para dados EC falhou ou foi interrompido.

Um trabalho de reparacao para dados CE parou.

Expiracao de alertas de certificados

Nome do alerta

Expiracéo do certificado CA do
Proxy Admin

Expiragéo do certificado do cliente

Expiracao do certificado de
servidor global para S3 e Swift

Expiragao do certificado de ponto
final do balanceador de carga

Expiragéo do certificado do
servidor para a interface de
gerenciamento

Expiracéo do certificado CA do
syslog externo

Expiragéo do certificado do cliente
syslog externo

Expiracéo do certificado do
servidor syslog externo

Alertas da rede de grelha

Nome do alerta

Incompatibilidade da MTU da rede
da grelha

Alertas de federacao de grade

Descrigcao

Um ou mais certificados no pacote de CA do servidor proxy
administrativo esta prestes a expirar.

Um ou mais certificados de cliente estao prestes a expirar.

O certificado de servidor global para S3 e Swift esta prestes a expirar.

Um ou mais certificados de endpoint do balanceador de carga estéao
prestes a expirar.

O certificado do servidor usado para a interface de gerenciamento esta
prestes a expirar.

O certificado de autoridade de certificagdo (CA) usado para assinar o
certificado de servidor syslog externo esta prestes a expirar.

O certificado de cliente para um servidor syslog externo esta prestes a
expirar.

O certificado de servidor apresentado pelo servidor syslog externo esta
prestes a expirar.

Descrigao

A configuragdo MTU para a interface Grid Network (eth0) difere
significativamente entre nés na grade.
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Nome do alerta Descrigdo

Expiracao do certificado de Um ou mais certificados de federagao de grade estao prestes a expirar.
federacao de grade

Falha na conexao da federagdo da A conexao de federagéo de grade entre a grade local e remota néo esta
grade funcionando.

Alertas de alta utilizagao ou alta laténcia

Nome do alerta Descrigao

Alto uso de heap Java Uma alta porcentagem de espaco de heap Java esta sendo usada.
Alta laténcia para consultas de O tempo médio para consultas de metadados do Cassandra € muito
metadados longo.

Alertas de federagao de identidade

Nome do alerta Descrigao

Falha na sincronizacao da Nao é possivel sincronizar grupos federados e usuarios da origem da
federacao de identidade identidade.

Falha na sincronizacao da N&o é possivel sincronizar grupos federados e usuarios da origem de
federagao de identidade para um  identidade configurada por um locatario.

locatario

Alertas de gerenciamento do ciclo de vida das informacgodes (ILM)

Nome do alerta Descrigédo

Colocacéo de ILM inalcancavel Uma instrugao de colocagdo em uma regra ILM nao pode ser alcangada
para determinados objetos.

Periodo de digitalizagcéo ILM O tempo necessario para digitalizar, avaliar e aplicar ILM a objetos &

demasiado longo muito longo.

Taxa de digitalizagdo ILM baixa A taxa de digitalizagao ILM é definida para menos de 100
objetos/segundo.

Alertas de servidor de gerenciamento de chaves (KMS)
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Nome do alerta

Expiragao do certificado CA de
KMS

Expiracdo do certificado do cliente
KMS

Falha ao carregar a configuragéo
DE KMS

Erro de conetividade DE KMS

Nome da chave de encriptacao
KMS nao encontrado

Falha na rotagdo da chave de
CRIPTOGRAFIA KMS

KMS nao esta configurado

A chave KMS falhou ao
desencriptar um volume de
aparelho

Expiracao do certificado do
servidor DE KMS

Alertas de desvio do relégio local

Nome do alerta

Desvio de tempo grande do reldgio
local

Descrigdo

O certificado de autoridade de certificagdo (CA) usado para assinar o
certificado do servidor de gerenciamento de chaves (KMS) esta prestes
a expirar.

O certificado de cliente para um servidor de gerenciamento de chaves
esta prestes a expirar

A configuragao para o servidor de gerenciamento de chaves existe, mas
nao foi possivel carregar.

Um no de dispositivo ndo pdde se conetar ao servidor de
gerenciamento de chaves para seus site.

O servidor de gerenciamento de chaves configurado ndo possui uma
chave de criptografia que corresponda ao nome fornecido.

Todos os volumes de dispositivos foram descriptografados com éxito,
mas um ou mais volumes ndo puderam girar para a chave mais recente.

Nao existe nenhum servidor de gerenciamento de chaves para este site.

Um ou mais volumes em um dispositivo com criptografia de né ativada
nao puderam ser descriptografados com a chave KMS atual.

O certificado do servidor usado pelo KMS (Key Management Server)
esta prestes a expirar.

Descrigao

O desvio entre o relégio local e a hora do NTP (Network Time Protocol)
€ demasiado grande.

Alertas de memoéria baixa ou de espacgo reduzido

Nome do alerta

Baixa capacidade de disco de log
de auditoria

Baixa memoria disponivel do né

Descrigcao
O espaco disponivel para logs de auditoria € baixo. Se esta condigéo
nao for resolvida, as operagdes S3 ou Swift podem falhar.

A quantidade de RAM disponivel em um no6 é baixa.
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Nome do alerta

Baixo espaco livre para piscina de
armazenamento

Baixa memoaria do n6 instalada

Baixo armazenamento de
metadados

Baixa capacidade de disco de
métricas

Baixo armazenamento de dados de
objetos

Baixa sobreposicao de marca
d’agua somente leitura

Baixa capacidade de disco raiz

Baixa capacidade de dados do
sistema

Espaco livre do diretdrio de baixa
tmp

Alertas de rede de nés ou nés

Nome do alerta

Admin Network receber uso

Utilizacao de transmissao de rede
Admin

Falha na configuragao do firewall

Endpoints de interface de
gerenciamento no modo fallback

Erro de conetividade de rede do no

Erro de quadro de rececao de rede
do no6
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Descrigdo

O espaco disponivel para armazenar dados de objetos no né de
armazenamento € baixo.

A quantidade de memoria instalada em um no é baixa.

O espaco disponivel para armazenar metadados de objetos é baixo.

O espaco disponivel para o banco de dados de métricas é baixo.

O espaco disponivel para armazenar dados de objetos € baixo.

A Sobreposi¢do da marca d’agua apenas de leitura suave do volume de
armazenamento é inferior a marca d’agua minima otimizada para um né
de armazenamento.

O espaco disponivel no disco raiz € baixo.

O espaco disponivel para /var/local € baixo. Se esta condi¢gdo nao for
resolvida, as operacdes S3 ou Swift podem falhar.

O espaco disponivel no diretdrio /tmp é baixo.

Descricao

O uso de recegéo na rede Admin € alto.

A utilizacao de transmissao na rede de administracao é elevada.

Falha ao aplicar a configuragao da firewall.

Todos os endpoints de interface de gerenciamento tém voltado para as
portas padr&o por muito tempo.

Ocorreram erros durante a transferéncia de dados entre nos.

Uma alta porcentagem dos quadros de rede recebidos por um no6 teve
erros.



Nome do alerta

N6 ndo sincronizado com o
servidor NTP

N6 néo bloqueado com servidor
NTP

Rede de nds que nao sao do
dispositivo inativa

Link do utilitéario de servigos para
baixo na rede de administragéo

Link do utilitario de servigos para
baixo na porta de rede Admin 1

Link do utilitario de servicos para
baixo na rede do cliente

Link do dispositivo de servi¢os para

baixo na porta de rede 1

Link do dispositivo de servicos para

baixo na porta de rede 2

Link do dispositivo de servigos para

baixo na porta de rede 3

Link do dispositivo de servigos para

baixo na porta de rede 4

Link do dispositivo de
armazenamento na rede Admin

Link do dispositivo de
armazenamento na porta Admin
Network 1

Ligacéo do dispositivo de

armazenamento na rede do cliente

Ligac&o do dispositivo de

armazenamento na porta de rede 1

Ligagao do dispositivo de

armazenamento na porta de rede 2

Descrigdo
O né nao esta em sincronia com o servidor NTP (Network Time
Protocol).

O n6 nao esta bloqueado para um servidor NTP (Network Time
Protocol).

Um ou mais dispositivos de rede estao inativos ou desconetados.

A interface do dispositivo para a rede de administragao (eth1) esta

inativa ou desligada.

A porta Admin Network 1 do aparelho esta inativa ou desconetada.

A interface do dispositivo para a rede do cliente (eth2) esta inativa ou

desligada.

A porta de rede 1 do aparelho esta inativa ou desligada.

A porta de rede 2 do aparelho esta inativa ou desligada.

A porta de rede 3 do aparelho esta inativa ou desligada.

A porta de rede 4 do aparelho esta inativa ou desligada.

A interface do dispositivo para a rede de administracao (eth1) esta

inativa ou desligada.

A porta Admin Network 1 do aparelho esta inativa ou desconetada.

Ainterface do dispositivo para a rede do cliente (eth2) esta inativa ou
desligada.

A porta de rede 1 do aparelho esta inativa ou desligada.

A porta de rede 2 do aparelho esta inativa ou desligada.
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Nome do alerta

Ligac&o do dispositivo de
armazenamento na porta de rede 3

Ligacao do dispositivo de
armazenamento na porta de rede 4

N6 de storage ndo no estado de
storage desejado

Utilizagao da ligagao TCP

Nao é possivel comunicar com o
noé

Reinicializagc&o inesperada do n6

Alertas de objetos

Nome do alerta

Falha na verificacdo de existéncia
do objeto

Verificagao de existéncia de objeto
parada

Objetos perdidos

S3 COLOQUE o tamanho do
objeto muito grande

Objeto corrompido nao identificado
detetado

Alertas de servigos de plataforma

Nome do alerta

Capacidade de solicitagcao
pendente de Servigos de
plataforma baixa

104

Descrigdo

A porta de rede 3 do aparelho esta inativa ou desligada.

A porta de rede 4 do aparelho esta inativa ou desligada.

O servico LDR em um né de armazenamento nao pode fazer a
transicao para o estado desejado devido a um erro interno ou problema
relacionado ao volume

O numero de conexdes TCP neste n6 esta se aproximando do nimero
maximo que pode ser rastreado.

Um ou mais servigos nao respondem ou o nd nao pode ser alcancado.

Um no reinicializou inesperadamente nas ultimas 24 horas.

Descricao

O trabalho de verificagao de existéncia de objeto falhou.

O trabalho de verificagado de existéncia de objeto parou.

Um ou mais objetos foram perdidos da grade.

Um cliente esta tentando uma operagao PUT Object que excede os
limites de tamanho S3.

Um arquivo foi encontrado no storage de objetos replicado que néao
pbde ser identificado como um objeto replicado.

Descrigcao

O numero de solicitagbes pendentes de Servigos de Plataforma esta se
aproximando da capacidade.



Nome do alerta

Servigos de plataforma
indisponiveis
Alertas de volume de storage

Nome do alerta

O volume de armazenamento
precisa de atencéo

O volume de storage precisa ser
restaurado

Volume de armazenamento offline

Falha ao iniciar o reparo de dados
replicados

Descrigdo

Poucos nds de storage com o servico RSM estdo em execugao ou
disponiveis em um local.

Descrigao

Um volume de armazenamento esta offline e precisa de atengéo.

Um volume de armazenamento foi recuperado e precisa ser restaurado.

Um volume de armazenamento esta offline por mais de 5 minutos,
possivelmente porque o no reinicializou durante a etapa de formatagao
do volume.

O reparo de dados replicados para um volume reparado ndo pbdde ser
iniciado automaticamente.

Alertas dos servigos do StorageGRID

Nome do alerta

servigo nginx usando configuragao
de backup

servigo nginx-gw usando
configuragéo de backup

E necessario reiniciar para
desativar o FIPS

E necessario reiniciar para ativar o
FIPS

Servigo SSH usando configuracao
de backup

Alertas do locatario

Nome do alerta

Uso de cota de locatario alto

Descrigcao

A configuragao do servico nginx é invalida. A configuragao anterior esta
agora a ser utilizada.

A configuragéo do servigo nginx-gw € invalida. A configuragéo anterior
estd agora a ser utilizada.

A diretiva de segurancga nao requer o modo FIPS, mas o médulo de
seguranca criptografico NetApp esta ativado.

A diretiva de seguranga requer o modo FIPS, mas o modulo de
seguranga criptografico NetApp esta desativado.

A configuracéo do servico SSH é invalida. A configuragéo anterior esta
agora a ser utilizada.

Descricao

Uma alta porcentagem de espago de cota esta sendo usada. Esta regra
esta desativada por padrao porque pode causar muitas notificacées.
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Métricas de Prometheus comumente usadas

Consulte esta lista de métricas do Prometheus comumente usadas para entender melhor
as condicdes nas regras de alerta padrao ou para construir as condi¢des para regras de
alerta personalizadas.

Vocé também obtenha uma lista completa de todas as métricaspode .

Para obter detalhes sobre a sintaxe das consultas Prometheus, "Consultando Prometheus" consulte .

O que sao métricas Prometheus?

As métricas Prometheus sdo medicoes de séries temporais. O servico Prometheus nos Admin Nodes coleta
essas métricas dos servigos em todos os nés. As métricas sdo armazenadas em cada nd Admin até que o
espaco reservado para os dados Prometheus esteja cheio. Quando o /var/local/mysql ibdata/ volume
atinge a capacidade, as métricas mais antigas sao excluidas primeiro.

Onde sao usadas as métricas do Prometheus?

As métricas coletadas por Prometheus sao usadas em varios locais do Grid Manager:

» Pagina de nés: Os graficos e graficos nas guias disponiveis na pagina de nés usam a ferramenta de
visualizagao Grafana para exibir as métricas de séries temporais coletadas por Prometheus. Grafana
exibe dados de séries temporais em formatos graficos e graficos, enquanto Prometheus serve como fonte
de dados de back-end.

1 hour 1 day 1 week 1 month Custom
Network traffic @
650 kb/s
600 Kb/'s
550 kb/s
500 Kb/s
450 kb/s

1210 10:15 10:20 10:25 10:30 10:35 10:40 10:45 10:50 1355 11:.00 11:05

== Received Sent

 Alertas: Os alertas sao acionados em niveis especificos de gravidade quando as condi¢des de regra de
alerta que usam métricas Prometheus avaliam como verdadeiras.

» * APl de gerenciamento de grade*: Vocé pode usar métricas Prometheus em regras de alerta
personalizadas ou com ferramentas de automagao externas para monitorar seu sistema StorageGRID.
Uma lista completa de métricas do Prometheus esta disponivel na API Grid Management. (Na parte
superior do Gerenciador de Grade, selecione o icone de ajuda e selecione Documentagao da API >
métricas.) Embora mais de mil métricas estejam disponiveis, apenas um numero relativamente pequeno
€ necessario para monitorar as operagdes mais criticas do StorageGRID.

@ As métricas que incluem private em seus nomes sao destinadas apenas para uso interno e
estdo sujeitas a alteragdes entre as versdes do StorageGRID sem aviso prévio.
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* A pagina SUPPORT > Tools > Diagnostics e a pagina SUPPORT > Tools > Metrics: Essas paginas, que
séo destinadas principalmente ao uso por suporte técnico, fornecem varias ferramentas e graficos que
usam os valores das métricas Prometheus.

@ Alguns recursos e itens de menu dentro da pagina Metrics s&o intencionalmente néo
funcionais e estao sujeitos a alteragdes.

Lista das métricas mais comuns

A lista a seguir contém as métricas mais usadas do Prometheus.

@ As métricas que incluem private em seus nomes s&o apenas para uso interno e estao sujeitas a
alteragbes sem aviso prévio entre as versdes do StorageGRID.

alertmanager_notifications_failed_total
O numero total de notificacdes de alerta com falha.

node_filesystem_avail_bytes
A quantidade de espaco do sistema de arquivos disponivel para usuarios nao-root em bytes.

Node_Memory_MemAvailable_bytes
Campo de informagbes de memodria MemAvailable _bytes.

node_network_carrier
Valor do transportador /sys/class/net/iface de.

node_network_receive_errs_total
Estatistica do dispositivo de rede receive errs.

node_network_transmit_errs_total
Estatistica do dispositivo de rede transmit errs.

StorageGRID_administrativamente_down

O n6 nao esta conetado a grade por um motivo esperado. Por exemplo, o nd, ou servigos no no, foi
desligado graciosamente, 0 no esta reiniciando ou o software esta sendo atualizado.

StorageGRID_appliance_compute_controller_hardware_status
O status do hardware do controlador de computacao em um dispositivo.

StorageGRID_appliance_failed_disks
Para o controlador de armazenamento em um dispositivo, o numero de unidades que nao sdo ideais.

StorageGRID_appliance_storage_controller_hardware_status
O status geral do hardware do controlador de storage em um dispositivo.

StorageGRID_content_buckets_and_containers
O numero total de buckets S3 e contentores Swift conhecidos por este né de armazenamento.

StorageGRID_content_objects
O numero total de objetos de dados S3 e Swift conhecido por este n6 de storage. A contagem é valida

107



apenas para objetos de dados criados por aplicativos clientes que fazem interface com o sistema através
de S3 ou Swift.

StorageGRID_content_objects_lost

O numero total de objetos que este servigo deteta como ausentes no sistema StorageGRID. Devem ser
tomadas medidas para determinar a causa da perda e se a recuperacao € possivel.

"Solucionar problemas de dados de objetos perdidos e ausentes"

StorageGRID_http_sessions_incoming_tented
O numero total de sessdes HTTP que foram tentadas para um né de armazenamento.

StorageGRID_http_sessions_incoming_currently_established
O numero de sessdes HTTP que estdo atualmente ativas (abertas) no n6 de armazenamento.

StorageGRID_http_sessions_incoming_failed

O numero total de sessées HTTP que nao foram concluidas com éxito, seja devido a uma solicitagdo HTTP
mal formada ou a uma falha durante o processamento de uma operacao.

StorageGRID_http_sessions_incoming_successful
O numero total de sessdes HTTP concluidas com éxito.

StorageGRID_ilm_awaiting_background_objects
O numero total de objetos neste n6 aguardando avaliagdo ILM da digitalizagéo.

StorageGRID_ilm_awaiting_client_evaluation_objects_per_second
A taxa atual na qual os objetos s&o avaliados em relagéo a politica ILM neste no.

StorageGRID_ilm_awaiting_client_objects

O numero total de objetos neste n6 aguardando avaliagdo ILM das operagdes do cliente (por exemplo,
ingest).

StorageGRID_ilm_awaiting_total_objects
O numero total de objetos aguardando avaliagédo ILM.

StorageGRID_ilm_scan_objects_per_second
A taxa na qual os objetos pertencentes a este no6 sao digitalizados e enfileirados para o ILM.

StorageGRID_ilm_scan_period_estimated_minutes
O tempo estimado para concluir uma verificagdo completa do ILM neste no.

Nota: Uma verificagdo completa ndo garante que o ILM tenha sido aplicado a todos os objetos
pertencentes a este no.

StorageGRID_load_balancer_endpoint_cert_expiry_time

O tempo de expiragao do certificado do ponto de extremidade do balanceador de carga em segundos
desde a época.

StorageGRID_metadata_queries_average_latency_milésimos de segundo

O tempo médio necessario para executar uma consulta contra o armazenamento de metadados através
deste servico.
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StorageGRID_network_received_bytes
A quantidade total de dados recebidos desde a instalagao.

StorageGRID_network_transmitted_bytes
A quantidade total de dados enviados desde a instalacao.

StorageGRID_node_cpu_utilization_percentage

A porcentagem de tempo de CPU disponivel atualmente sendo usado por este servigo. Indica o quao
ocupado o servigo esta. A quantidade de tempo de CPU disponivel depende do niumero de CPUs para o
servidor.

StorageGRID_ntp_chosen_time_source_offset_milissegundos

Deslocamento sistematico do tempo fornecido por uma fonte de tempo escolhida. O deslocamento &
introduzido quando o atraso para alcangar uma fonte de tempo néo é igual ao tempo necessario para que
a fonte de tempo alcance o cliente NTP.

StorageGRID_ntp_locked
O n6 nao esta bloqueado para um servidor NTP (Network Time Protocol).

storagegrid_s3_data_transfers_bytes_ingested

A quantidade total de dados ingerida de S3 clientes para este n6 de armazenamento desde a ultima
reposicao do atributo.

storagegrid_s3_data_transfers_bytes_retrieved

A quantidade total de dados recuperados por clientes S3 a partir deste né de armazenamento desde que o
atributo foi redefinido pela ultima vez.

storagegrid_s3_operations_failed
O numero total de operagdes S3 falhadas (codigos de status HTTP 4xx e 5xx), excluindo aquelas
causadas por falha de autorizagdo do S3.

storagegrid_s3_operations_successful
O numero total de operagdes S3 bem-sucedidas (codigo de status HTTP 2xx).

storagegrid_s3_operations_unauthorized
O numero total de operagdes S3 falhadas que resultam de uma falha de autorizacao.

StorageGRID_servercertificate_management_interface_cert_expiry_days
O numero de dias antes do certificado da Interface de Gerenciamento expirar.

StorageGRID_servercertificate_storage_api_endpoints_cert_expiry_days
O numero de dias antes do certificado da API de armazenamento de objetos expirar.

StorageGRID_service_cpu_seconds
O periodo de tempo acumulado em que a CPU foi utilizada por este servigo desde a instalagéao.

StorageGRID_service_memory_usage_bytes

A quantidade de memoria (RAM) atualmente em uso por este servigo. Esse valor € idéntico ao exibido pelo
utilitario superior do Linux como RES.
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StorageGRID_service_network_received_bytes
A quantidade total de dados recebidos por este servigo desde a instalagéao.

StorageGRID_service_network_transmitted_bytes
A quantidade total de dados enviados por este servigo.

StorageGRID_service_restarts
O numero total de vezes que o servigo foi reiniciado.

StorageGRID_service_runtime_seconds
O tempo total em que o servigo foi executado desde a instalagao.

StorageGRID_service_uptime_seconds
O tempo total em que o servigo foi executado desde que foi reiniciado pela ultima vez.

StorageGRID_storage_state_current
O estado atual dos servigos de storage. Os valores de atributo s&o:

* 10: Offline

* 15: Manutengéao

* 20 - somente leitura
* 30 - Online

StorageGRID_storage_status
O status atual dos servigos de storage. Os valores de atributo sao:

* 0: Sem erros

* 10: Em transicao

» 20: Espaco livre insuficiente
30 volume(s) indisponivel(s)

* 40 - erro

StorageGRID_storage_utilization_data_bytes

Uma estimativa do tamanho total de dados de objetos replicados e codificados por apagamento no n6 de
storage.

StorageGRID_storage_utilization_metadata_allowed_bytes

O espaco total no volume 0 de cada n6 de storage permitido para metadados de objetos. Esse valor é
sempre menor que o espaco real reservado para metadados em um no, porque uma parte do espago
reservado é necessaria para operagdes essenciais de banco de dados (como compactagéo e reparo) e
futuras atualizacbes de hardware e software. O espaco permitido para metadados de objetos controla a
capacidade geral do objeto.

StorageGRID_storage_utilization_metadata_bytes
A quantidade de metadados de objetos no volume de armazenamento 0, em bytes.

StorageGRID_storage_utilization_total_space_bytes
A quantidade total de espaco de armazenamento alocado a todos os armazenamentos de objetos.

110



StorageGRID_storage_utilization_usable_space_bytes

A quantidade total de espago de armazenamento de objetos restante. Calculado adicionando a quantidade
de espagco disponivel para todos os armazenamentos de objetos no n6 de armazenamento.

StorageGRID_swift_data_transfers_bytes_ingerido

A quantidade total de dados ingerida de clientes Swift para este n6 de armazenamento desde que o
atributo foi redefinido pela ultima vez.

StorageGRID_swift_data_transfers_bytes_recuperados

A quantidade total de dados recuperados pelos clientes Swift deste n6 de armazenamento desde que o
atributo foi redefinido pela ultima vez.

StorageGRID_swift_operations_failed

O numero total de operagdes Swift falhadas (codigos de status HTTP 4xx e 5xx), excluindo as causadas
por falha de autorizagdo Swift.

StorageGRID_swift_operations_successful
O numero total de operagbes Swift bem-sucedidas (cédigo de status HTTP 2xx).

StorageGRID_swift_operations_unauthorized

O numero total de operagbes Swift falhadas que séo o resultado de uma falha de autorizagéo (codigos de
status HTTP 401, 403, 405).

StorageGRID_tenant_usage_data_bytes
O tamanho légico de todos os objetos para o locatario.

StorageGRID_tenant_use_object_count
O numero de objetos para o inquilino.

StorageGRID_tenant_usage_quota_bytes

A quantidade maxima de espaco légico disponivel para os objetos do locatario. Se uma métrica de cota
nao for fornecida, uma quantidade ilimitada de espaco estara disponivel.

Obtenha uma lista de todas as métricas

para obter a lista completa de métricas, use a API Grid Management.

1. Na parte superior do Gerenciador de Grade, selecione o icone de ajuda e selecione Documentagéao da
API.

2. Localize as operacdes metrics.
3. Execute a GET /grid/metric-names operagao.

4. Faga o download dos resultados.

Gerenciar alarmes (sistema legado)

Gerenciar alarmes (sistema legado)

O sistema de alarme StorageGRID é o sistema legado usado para identificar pontos de
problemas que as vezes ocorrem durante a operagdo normal.
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@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.

Classes de alarme (sistema legado)

Um alarme legado pode pertencer a uma das duas classes de alarme mutuamente exclusivas.

* Os alarmes padrao sao fornecidos com cada sistema StorageGRID e ndo podem ser modificados. No
entanto, vocé pode desativar os alarmes padréo ou substitui-los definindo alarmes personalizados globais.

* Os alarmes personalizados globais monitoram o status de todos os servigos de um determinado tipo no
sistema StorageGRID. Vocé pode criar um alarme personalizado global para substituir um alarme padréo.
Vocé também pode criar um novo alarme Global Custom. Isso pode ser util para monitorar quaisquer
condig¢oes personalizadas do seu sistema StorageGRID.

Légica de acionamento de alarme (sistema legado)

Um alarme legado € acionado quando um atributo StorageGRID atinge um valor limite que é avaliado como
verdadeiro em relagao a uma combinagéo de classe de alarme (padrdo ou Personalizado Global) e nivel de

gravidade de alarme.

icone Cor

- Amarelo

Laranja claro

n Laranja escuro

Q Vermelho

Gravidade do
alarme

Aviso

Menor

Maior

Critico

Significado

O no estéa conetado a grade, mas existe uma
condicao incomum que nao afeta as operacdes
normais.

O no6 esta conetado a grade, mas existe uma
condigao anormal que pode afetar a operagéo no
futuro. Vocé deve investigar para evitar o
escalonamento.

O no esta conetado a grade, mas existe uma
condigdo anormal que afeta atualmente a operacéo.
Isso requer atencdo imediata para evitar o
escalonamento.

O no estéa conetado a grade, mas existe uma
condi¢cao anormal que parou as operag¢des normais.
Vocé deve resolver o problema imediatamente.

A gravidade do alarme e o valor limite correspondente podem ser definidos para cada atributo numérico. O
servico NMS em cada n6 Admin monitora continuamente os valores de atributo atuais em relacéo aos limites
configurados. Quando um alarme é acionado, uma notificagéo € enviada a todos os funcionarios designados.

Observe que um nivel de gravidade normal ndo aciona um alarme.

Os valores de atributo sdo avaliados em relacao a lista de alarmes ativados definidos para esse atributo. A
lista de alarmes é verificada na seguinte ordem para encontrar a primeira classe de alarme com um alarme

definido e ativado para o atributo:
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1. Alarmes personalizados globais com severidades de alarme de critico para Aviso.

2. Alarmes padrao com severidades de alarme de critico para baixo para Aviso.

Depois que um alarme ativado para um atributo € encontrado na classe de alarme mais alta, o servico NMS
sO é avaliado dentro dessa classe. O servico NMS nao sera avaliado em relagao as outras classes de menor
prioridade. Ou seja, se houver um alarme personalizado global habilitado para um atributo, o servigo NMS
somente avaliara o valor do atributo em relagdo aos alarmes personalizados globais. Os alarmes predefinidos
nao sao avaliados. Assim, um alarme padrao habilitado para um atributo pode atender aos critérios
necessarios para acionar um alarme, mas ele nao sera acionado porque um alarme personalizado global (que
nao atende aos critérios especificados) para o mesmo atributo esta ativado. Nenhum alarme & acionado e
nenhuma notificacédo é enviada.

Exemplo de acionamento de alarmes

Vocé pode usar este exemplo para entender como os alarmes personalizados globais e os alarmes padrao
sdo acionados.

Para o exemplo a seguir, um atributo tem um alarme personalizado global e um alarme padréo definido e
ativado como mostrado na tabela a seguir.

Limiar de alarme personalizado global Limiar de alarme predefinido (ativado)

(ativado)
Aviso 1500 1000
Menor 15.000 1000
Maior 150.000 250.000

Se o atributo for avaliado quando seu valor for 1000, nenhum alarme sera acionado e nenhuma notificagao
sera enviada.

O alarme personalizado global tem precedéncia sobre o alarme predefinido. Um valor de 1000 ndo atinge o
valor limite de qualquer nivel de gravidade para o alarme Personalizado Global. Como resultado, o nivel de
alarme ¢ avaliado como normal.

Apos o cenario acima, se o alarme Global Custom estiver desativado, nada muda. O valor do atributo deve ser
reavaliado antes de um novo nivel de alarme ser acionado.

Com o alarme Global Custom desativado, quando o valor do atributo é reavaliado, o valor do atributo é
avaliado em relagao aos valores de limite para o alarme padrao. O nivel de alarme aciona um alarme de nivel
de aviso e uma notificagcao por e-mail € enviada ao pessoal designado.

Alarmes da mesma gravidade

Se dois alarmes personalizados globais para o mesmo atributo tiverem a mesma gravidade, os alarmes serao
avaliados com uma prioridade "de cima para baixo".

Por exemplo, se UMEM cair para 50MB, o primeiro alarme € acionado (50000000), mas nao o abaixo dele
(100000000).
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Global Alarms
Updated: 2018-03-17 18:05:31 POT

Global Custom Alarms (0 Result(s))

Enabled Service  Attribute Severity Message Operator Value g:;;-_:;n"atls Actions
W |ssm =] | UMEM (Available Memory) | |Minor =] Junderst |= =] |s00C | 2030
¥ [ssm ~| | UMEM (Available Memory) | |minor  ~| Junder1oi <= =| |100C | 2030

Se a ordem ¢é invertida, quando UMEM cai para 100MB, o primeiro alarme (100000000) é acionado, mas nao
0 abaixo dele (50000000).

Global Alarms
Updated: 2018-03-17 18:05:31 PDT

Global Custom Alarms (0 Result({s))

: : : Additional .

Enabled Service  Attribute Severty Message Operator Value Recipients Actions

WV |ssm ~| | UMEM (Available Memory) ~| |minor  ~| |under1or <= ~| [100C | 2000

WV |ssM ~| | UMEM (Available Memory) ~| |Minor ~| |underst |= ~| |s00C | 2000
Default Alarms
Fiter by | Disabled Defaults »| g
0 Result(s)

Enabled Senvice Attribute Severity Message Operator Value Actions

Apply Changes *

Notificacoes

Uma notificagdo relata a ocorréncia de um alarme ou a mudanga de estado de um servigo. As notificagcbes de
alarme podem ser enviadas por e-mail ou usando SNMP.

Para evitar que varios alarmes e notificagbes sejam enviados quando um valor limite de alarme € atingido, a
gravidade do alarme é verificada em relagdo a gravidade atual do alarme para o atributo. Se n&o houver
nenhuma mudanca, entao nenhuma outra agéo é tomada. Isso significa que, a medida que o servigo NMS
continua a monitorar o sistema, ele so ira disparar um alarme e enviar notificagbes na primeira vez que detetar
uma condigao de alarme para um atributo. Se um novo limite de valor para o atributo for atingido e detetado, a
gravidade do alarme sera alterada e uma nova notificagdo sera enviada. Os alarmes sdo apagados quando as
condigdes retornam ao nivel normal.

O valor do gatilho mostrado na notificacdo de um estado de alarme é arredondado para trés casas decimais.
Portanto, um valor de atributo de 1,9999 aciona um alarme cujo limite € inferior a 2,0, embora a notificagao de
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alarme mostre o valor de gatilho como 2,0.

Novos servigos

A medida que novos servigos sdo adicionados através da adicdo de novos nés ou sites de grade, eles herdam
alarmes padrao e alarmes personalizados globais.

Alarmes e tabelas

Os atributos de alarme exibidos nas tabelas podem ser desativados no nivel do sistema. Os alarmes nao
podem ser desativados para linhas individuais em uma tabela.

Por exemplo, a tabela a seguir mostra dois alarmes de entradas criticas disponiveis (VMFI). (Selecione
SUPPORT > Tools > Grid topology. Em seguida, selecione Storage Node > SSM > Resources.)

Vocé pode desativar o alarme VMFI para que o alarme VMFI de nivel critico ndo seja acionado (ambos os
alarmes criticos atualmente aparecerao na tabela como verde); no entanto, vocé nao pode desativar um Unico
alarme em uma linha de tabela para que um alarme VMFI seja exibido como um alarme de nivel critico
enquanto o outro permanece verde.

Volumes

Maount Paint Device Status Size  Space Availabls: Total Enties  Entries Available  Wiite Cache
/ sdal  Onhine 25 106GE 746GB B & 655360 559 263 53 & Enablad
farflocal sdad  Online = 634 GB 594GB T & 3332 160 3931842 B % Unknown

harflocalfrangedbf!  sdc.  Onmhine =) %) 534 GB 534 GB T %) 52426800 52427848 T S Ensbled
tarflocaliranged’2  sdd  Online = &) 534 GB 534 GB T € 52428800 52427856 [ %9 Enabled

D
<
Warflocalirangedti0  sdb  Online ) &) 534 GB 534GB 5 @ 52428800 52427,856 I & Enabled
@
9

0 e

Reconhecer alarmes atuais (sistema legado)

Os alarmes herdados sao acionados quando os atributos do sistema atingem os valores de limite de alarme.
Opcionalmente, se vocé quiser reduzir ou limpar a lista de alarmes herdados, vocé pode reconhecer os
alarmes.

Antes de comecgar
* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé deve ter a permissao de reconhecer alarmes.

Sobre esta tarefa

Como o sistema de alarme antigo continua a ser suportado, a lista de alarmes legados na pagina Alarmes
atuais € aumentada sempre que um novo alarme ocorre. Normalmente, pode ignorar os alarmes (porque os
alertas fornecem uma melhor visualizagdo do sistema) ou pode reconhecer os alarmes.

Opcionalmente, quando voce tiver feito a transicdo completa para o sistema de alerta, vocé
@ pode desativar cada alarme legado para evitar que ele seja acionado e adicionado a contagem
de alarmes legados.

Quando vocé reconhece um alarme, ele ndo esta mais listado na pagina Alarmes atuais no Gerenciador de
Grade, a menos que o alarme seja acionado no proximo nivel de gravidade ou seja resolvido e ocorra
novamente.

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.
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Passos
1. Selecione SUPPORT > Alarmes (legacy) > Current Alarmes.

The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions far monitoring and troubleshooting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 09:41:30 MDT

[} show Ackncwiedged Alarms {1-1of T]

gy

Show | 50 ¥ | Records Per Page Refresh

2. Selecione o nome do servico na tabela.

A guia Alarmes para o servigo selecionado ¢ exibida (SUPPORT > Tools > Grid topology > Grid Node >
Service > Alarmes).

Overview \'l Alarms \| Reports \" Configuration ll"'.

Main History

" Alarms: ARC (DC1-ARC1) - Replication

v Updated: 2019-05-24 10-48:45 MDT

Description Alarm Time Trigger Value  Current Value Acknowledge Time Acknowledge

Apply Changes *

3. Marque a caixa de selecdo Acknowledge para o alarme e clique em Apply Changes (aplicar alteragoes).

O alarme nao aparece mais no painel ou na pagina Alarmes atuais.

Quando vocé reconhece um alarme, a confirmagao n&o é copiada para outros nos de
administracao. Por esse motivo, se vocé exibir o painel de outro né Admin, podera continuar
a ver o alarme ativo.

4. Conforme necessario, visualize os alarmes reconhecidos.

a. Selecione SUPPORT > Alarmes (legacy) > Current Alarmes.

b. Selecione Mostrar alarmes confirmados.

Sao apresentados quaisquer alarmes reconhecidos.
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The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for menitoring and troubleshooting StorageGRID.

Current Alarms
Last Refreshed: 2020-05-27 17-38:58 MDT

¥ Show Acknowledged Alarms {1-10f1)

— —

Show |50 v | Records Per Page | Refresh

Exibir alarmes padrao (sistema legado)
Pode ver a lista de todos os alarmes herdados predefinidos.

Antes de comecgar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

CD Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e € mais facil de usar.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Alarmes globais.

2. Para Filtrar por, selecione Cédigo Atributo ou Nome Atributo.
3. Para iguais, introduza um asterisco: *

4. Clique na seta Ej8 ou pressione Enter.

Todos os alarmes predefinidos estao listados.
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4 Global Alarms
\ipdated: 2018-03-01 15:13:02 MET

Global Custom Alarms (0 Result{s})

Enabled Service Afibute  Severity Message  Operator Value Additional Recipi
A0

Default Alarms

Filter by :}Tkttribute Code 1'_- equah;é* | .

221 Result(s)

Enabled Service Attribute . Operatoy Malle: Actions.
v E?;ifﬂ“mber of f:aim Greater than 10,000,000 s= 10000000 gl
J L:?b?sctf:‘]“mber °f % Greaterthan 1,000,000 >= 1000000 Sl
‘ E‘fgfﬁfﬁl“mber of . Greaterthan 150,000 = 150000 26
; Completion) Notice Compioted = 10 2
#  ADC ADCA (ADC Status) -ll:;inur Error = 10 f"l
¢ ADC ADCE (ADC State) Tjoﬁce Standby = 10 d
o B iltt_;%gtgbg:;]:inns] -r'fot_ice Evering el q
. noc s odiond (8 i - m B

Rever alarmes histéricos e frequéncia de alarmes (sistema legado)

Ao solucionar um problema, vocé pode revisar a frequéncia com que um alarme legado foi acionado no
passado.

Antes de comecar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.

Passos
1. Siga estes passos para obter uma lista de todos os alarmes acionados durante um periodo de tempo.

a. Selecione SUPPORT > Alarmes (legacy) > Alarmes histéricos.
b. Execute um dos seguintes procedimentos:
= Clique num dos periodos de tempo.

= Insira um intervalo personalizado e clique em consulta personalizada.
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2. Siga estas etapas para descobrir a frequéncia com que alarmes foram acionados para um atributo
especifico.

a. Selecione SUPPORT > Tools > Grid topology.
b. Selecione grid node > Service ou Component > Alarmes > History.
c. Selecione o atributo na lista.
d. Execute um dos seguintes procedimentos:
= Clique num dos periodos de tempo.

= Insira um intervalo personalizado e clique em consulta personalizada.
Os alarmes sao listados em ordem cronoldgica inversa.

e. Para retornar ao formulario de solicitagao do histérico de alarmes, clique em Histoérico.

Criar alarmes personalizados globais (sistema legado)

Vocé pode ter usado alarmes personalizados globais para o sistema legado para atender a requisitos
especificos de monitoramento. Os alarmes personalizados globais podem ter niveis de alarme que substituem
os alarmes padrao ou podem monitorar atributos que nao tém um alarme padréo.

Antes de comecgar

* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e € mais facil de usar.

Os alarmes personalizados globais substituem os alarmes predefinidos. Vocé nao deve alterar os valores de
alarme padréo a menos que seja absolutamente necessario. Ao alterar os alarmes padrao, vocé corre o risco
de ocultar problemas que, de outra forma, podem acionar um alarme.

Tenha cuidado se alterar as definigdes de alarme. Por exemplo, se vocé aumentar o valor de
limite para um alarme, talvez vocé nao detete um problema subjacente. Discuta as alteragoes
propostas com o suporte técnico antes de alterar uma definicdo de alarme.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Alarmes globais.

2. Adicione uma nova linha a tabela de alarmes personalizados globais:

o Para adicionar um novo alarme, clique em Edit (Editar/) (se esta for a primeira entrada) ou em
Insertgy (Inserir) .
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. Global Alarms
Updated: 2018-03-18 14:00:28 POT

Global Custom Alarms (0 Result{s})

Enzbled Service  Attribute
¥ |ARC ~| | ARCE (ARC State)

W |ARC +||AROQ (Objects Queued) | ® [minor =] [Atleastt [>= =] [600c | 7090
¥ [ArRc =] [AROQ (Objects Queued) | W [Notice v] [Atieast: [>= +] [300¢ | 700
Default Alarms

Foerby [Atioute Code x| equas[AR g

9 Result(s)

| Enabled Sewice  Atribute Seveity  Message perator Value Actions
F  ARC ARCE (ARC State) Zl Motice  Standby = 10 2@
F  ARC AROQ (Objects Queusd) £2 Minor Al least 6000 >= 6000 gl
I~ ARC AROQ (Objects Queved) ZJ Notice At least 3000 >= 3000 gl
= ARC ARRF (Request Failuras) & Major At least 1 »= 1 f"
7 ARC ARRV (Verification Failures) & Major Al least 1 >= 1 4
~ ARC ARVF (Store Failures) F Y Major At least 1 >= 1 ?'1
7 NMS ARRC (Remaining Capacity) 2] Notica Below 10 = 10 2l
= NMS ARRS (Repository Status) & ajor Disconnected #=- 1 d
3 NMS ARRS (Repasitory Status) 2J Notice Standby = 19 2@

Apply Changes *

o Para modificar um alarme predefinido, procure o alarme predefinido.
i. Em Filtrar por, selecione Cédigo Atributo ou Nome Atributo.

i. Digite uma string de pesquisa.

Especifique quatro carateres ou use carateres universais (por exemplo, A???? Ou AB*). Asteriscos
(*) representam varios carateres, e os pontos de interrogacgao (?) representam um uUnico caractere.

iii. Clique na seta E@ou pressione Enter.

iv. Na lista de resultados, clique em Copiar “l ao lado do alarme que deseja modificar.
O alarme padrao é copiado para a tabela de alarmes personalizados globais.

3. Faca as alteragbes necessarias as definicdes de alarmes personalizados globais:

Rumo Descrigao

Ativado Selecione ou desmarque a caixa de verificagcdo para ativar ou
desativar o alarme.
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Rumo

Atributo

Gravidade

Mensagem

Operador

Valor

Destinatarios adicionais

Acdes

4. Clique em aplicar alteracgoes.

Descrigdo

Selecione o nome e o cédigo do atributo que esta sendo monitorado
na lista de todos os atributos aplicaveis ao servico ou componente
selecionado. Para exibir informagdes sobre o atributo, clique em Info
i) ao lado do nome do atributo.

O icone e o texto que indicam o nivel do alarme.

O motivo do alarme (perda de conexao, espago de armazenamento
abaixo de 10%, e assim por diante).

Operadores para testar o valor do atributo atual em relagédo ao limite
do valor:

* igual a

* > superior a.

* inferior a.

* > superior ou igual a

* menos ou igual a

* #ndo éigual a

O valor limite do alarme usado para testar o valor real do atributo
usando o operador. A entrada pode ser um Unico numero, um
intervalo de numeros especificado com dois pontos (1:3) ou uma lista
delimitada por virgulas de nimeros e intervalos.

Uma lista suplementar de enderecos de e-mail a notificar quando o
alarme é acionado. Isso é além da lista de e-mails configurada na
pagina Alarmes > Configuracao de e-mail. As listas séo delineadas
por virgulas.

Observacao: listas de discussao exigem configuragdo do servidor
SMTP para operar. Antes de adicionar listas de discussao, confirme
se 0 SMTP esta configurado. As notificagdes de alarmes

personalizados podem substituir as notificagées de alarmes
personalizados globais ou predefinidos.

Botdes de controle para: y Editar uma linha
@@'nsira uma linha

&IElimine uma linha

@ Arraste uma linha para cima ou para baixo

@iCopie uma linha
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Desativar alarmes (sistema legado)

Os alarmes no sistema de alarme legado séo ativados por padrdo, mas vocé pode desativar os alarmes que
nao sao necessarios. Vocé também pode desativar os alarmes herdados depois de fazer a transicdo completa
para o novo sistema de alerta.

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.

Desativar um alarme predefinido (sistema legado)

Vocé pode desativar um dos alarmes padréo herdados para todo o sistema.

Antes de comecgar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Desativar um alarme para um atributo que atualmente tem um alarme acionado nédo limpa o alarme atual. O
alarme sera desativado na proxima vez que o atributo cruzar o limite do alarme, ou vocé podera apagar o
alarme acionado.

Nao desative nenhum dos alarmes herdados até que vocé tenha feito a transicdo completa para
o novo sistema de alerta. Caso contrario, vocé pode ndo detetar um problema subjacente até
que ele tenha impedido uma operagao critica de ser concluida.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Alarmes globais.

2. Procure o alarme predefinido para desativar.

a. Na secao Alarmes padrao, selecione Filtrar por > Codigo de Atributo ou Nome do Atributo.

b. Digite uma string de pesquisa.

Especifique quatro carateres ou use carateres universais (por exemplo, A???? Ou AB*). Asteriscos (*)
representam varios carateres, e os pontos de interrogagao (?) representam um unico caractere.

c. Clique na seta E@ou pressione Enter.

@ A selecao de Defaults Disabled exibe uma lista de todos os alarmes predefinidos
atualmente desativados.

3. Na tabela de resultados da pesquisa, clique no icone Editar /para o alarme que deseja desativar.
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Global Alarms
Updated: 2017-03-30 15:47:43 MDT

Global Custom Alarms (0 Result(s))

m 2OA0

Default Alarms

Fiter by | Aftribute Code | equals |U* Y
3 Result(s)
‘Enabled Senice  Attribute Severity  Message Operator Value  Actions
v SSM UMEM {Available Memorny) % Critical Under 10000000 == 10000000 ﬁ"
[ SSM UMEM (Available Memory) & Major Under 50000400 == 50000000 ﬂﬂ‘
r S5M UMEM (Available Memoary) 2 Minor Under 100000000 <= 100000000 5?"

Apply Changes $

A caixa de verificacdo Enabled para o alarme selecionado fica ativa.

4. Desmarque a caixa de sele¢cao Enabled.

5. Clique em aplicar alteragoes.

O alarme predefinido esta desativado.

Desativar alarmes personalizados globais (sistema legado)
Vocé pode desativar um alarme personalizado global legado para todo o sistema.

Antes de comecgar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Desativar um alarme para um atributo que atualmente tem um alarme acionado ndo limpa o alarme atual. O
alarme sera desativado na proxima vez que o atributo cruzar o limite do alarme, ou vocé podera apagar o
alarme acionado.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Alarmes globais.

2. Na tabela Alarmes personalizados globais, clique em Editar / ao lado do alarme que deseja desativar.

3. Desmarque a caixa de selecdo Enabled.
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Global Alarms
i Updated: 2016-02-21 11:21:08 FOT

Global Custom Alarms (1 Result(s))

Enabled Serice  Attribute Severity Messageowawwmaf"ml Actions
[an =] |ROTE (Tivoli Storage Manager State) > Wlugjor = fomine [= =] [0 | O30
Default Alarms

Fifler by | Disabled Defaults | 0

0 Result(s)
Enabled  Senice Atribute Severity Message Operator Value Actions

Apply Changes *

4. Clique em aplicar alteragoes.

O alarme personalizado global esta desativado.

Apagar alarmes acionados (sistema legado)

Se um alarme legado for acionado, vocé pode limpa-lo em vez de reconhecé-lo.

Antes de comecar

* Tem de ter o Passwords . txt ficheiro.

Desativar um alarme para um atributo que atualmente tem um alarme acionado contra ele n&o limpa o alarme.
O alarme sera desativado na proxima vez que o atributo for alterado. Vocé pode reconhecer o alarme ou, se
quiser apagar imediatamente o alarme em vez de esperar que o valor do atributo seja alterado (resultando em
uma alteragdo no estado do alarme), vocé pode apagar o alarme acionado. Vocé pode achar isso util se
quiser limpar um alarme imediatamente contra um atributo cujo valor ndo muda frequentemente (por exemplo,
atributos de estado).

1. Desative o alarme.

2. Faca login no né de administragao principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords. txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

3. Reinicie o servigo NMS: service nms restart

4. Terminar sessdo no nd Admin: exit

O alarme é apagado.
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Configurar notificacdes para alarmes (sistema legado)

O sistema StorageGRID pode enviar automaticamente e-mails e "Notificacbes SNMP" quando um alarme é
acionado ou um estado de servigo muda.

Por padrao, as notificagdes por e-mail de alarme nado sdo enviadas. Para notificagbes de e-mail, vocé deve
configurar o servidor de e-mail e especificar os destinatarios de e-mail. Para notificagdes SNMP, vocé deve
configurar o agente SNMP.

Tipos de notificagdes de alarme (sistema legado)

Quando um alarme legado € acionado, o sistema StorageGRID envia dois tipos de notificagbes de alarme:
Nivel de gravidade e estado de servigo.

Notificagoes de nivel de gravidade

Uma notificagdo por e-mail de alarme é enviada quando um alarme legado é acionado em um nivel de
gravidade selecionado:

+ Aviso

* Menor

* Maior

* Critico
Uma lista de correio recebe todas as notificagbes relacionadas com o alarme para a gravidade selecionada.

Uma notificagdo também €& enviada quando o alarme sai do nivel de alarme — seja por ser resolvido ou
inserindo um nivel de gravidade de alarme diferente.

Notificagoes do estado do servigo

Uma notificagdo de estado do servigo é enviada quando um servigo (por exemplo, o servigo LDR ou o servigo
NMS) entra no estado do servigo selecionado e quando sai do estado do servigo selecionado. As notificagdes
de estado do servigo sédo enviadas quando um servigo entra ou deixa um dos seguintes estados de servigo:

* Desconhecido

* Administrativamente para baixo

Uma lista de discussao recebe todas as notificacdes relacionadas a alteragdes no estado selecionado.

Configurar as definigoes do servidor de correio eletréonico para alarmes (sistema legado)

Se vocé quiser que o StorageGRID envie notificagdes por e-mail quando um alarme legado for acionado,
especifique as configuragdes do servidor de e-mail SMTP. O sistema StorageGRID envia apenas e-mail; ele
nao pode receber e-mails.

Antes de comecar
* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Use essas configuragdes para definir o servidor SMTP usado para notificagbes de e-mail de alarme herdadas
e mensagens de e-mail do AutoSupport. Essas configuragdes ndo sdo usadas para notificagdes de alerta.
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Se vocé usar SMTP como protocolo para pacotes AutoSupport, talvez vocé ja tenha

@ configurado um servidor de email SMTP. O mesmo servidor SMTP é usado para notificagbes de

e-mail de alarme, para que vocé possa ignorar este procedimento. Consulte "Instrucdes para
administrar o StorageGRID".

SMTP € o Unico protocolo suportado para enviar e-mails.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Configuragao de e-mail legado.

2.

No menu e-mail, selecione servidor.

A pagina servidor de e-mail é exibida. Esta pagina também é usada para configurar o servidor de e-mail

3.
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para pacotes AutoSupport.

Use these settings to define the email server used for alarm notifications and for AutoSupport messages. These settings are
not used for alert notifications. See Managing aleris and alarms in the instructions for monitoring and troubleshaoaoting
StorageGRID.

Email Server
Updated: 2018-03-17 11:11:588 PDT

E-mail Server {SMTP) Information

Mail Server |
Port |
lDfF vl

Username: jroot

Mﬂﬁﬁh Password: |--t--um
From Address |

o Tu:i

Test E-mail

I” Send Test E-mail
Apply Changes *

Adicione as seguintes definigdes do servidor de correio SMTP:

Item Descrigao

Servidor de correio Endereco IP do servidor de correio SMTP. Vocé pode inserir um
nome de host em vez de um enderego IP se tiver configurado as
configuragdes de DNS anteriormente no né Admin.

Porta Numero da porta para aceder ao servidor de correio SMTP.

Autenticacao Permite a autenticagéo do servidor de correio SMTP. Por padréo, a
autenticacao esta desativada.
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Item Descrigdo

Credenciais de autenticacao Nome de utilizador e palavra-passe do servidor de correio SMTP. Se
a Autenticacgao estiver definida como ativada, um nome de usuario e
senha para acessar o servidor de e-mail SMTP devem ser fornecidos.

4. Em de Endereco, insira um enderego de e-mail valido que o servidor SMTP reconhecera como enderego
de e-mail de envio. Este € o enderego de e-mail oficial a partir do qual a mensagem de e-mail é enviada.

5. Opcionalmente, envie um e-mail de teste para confirmar se as configuragdes do servidor de e-mail SMTP
est&o corretas.

a. Na caixa Teste e-mail > para, adicione um ou mais enderecos que vocé possa acessar.

Vocé pode inserir um unico endereco de e-mail ou uma lista delimitada por virgulas de enderecos de
e-mail. Como o servigo NMS n&o confirma sucesso ou falha quando um e-mail de teste € enviado,
vocé deve ser capaz de verificar a caixa de entrada do destinatario do teste.

b. Selecione Enviar e-mail de teste.

6. Cliqgue em aplicar alteragoes.

As definigdes do servidor de correio SMTP séo guardadas. Se vocé inseriu informagdes para um e-mail de
teste, esse e-mail sera enviado. Os e-mails de teste sao enviados para o servidor de e-mail imediatamente
e nao sao enviados através da fila de notificagdes. Em um sistema com varios nés de administragéo, cada
no de administragdo envia um e-mail. O recebimento do e-mail de teste confirma que as configuragées do

servidor de e-mail SMTP estao corretas e que o servico NMS esta se conetando com éxito ao servidor de

e-mail. Um problema de conexao entre o servigo NMS e o servidor de e-mail aciona o alarme MINS (NMS

Notification Status) legado no nivel de gravidade menor.

Criar modelos de e-mail de alarme (sistema legado)

Os modelos de e-mail permitem personalizar o cabecgalho, o rodapé e a linha de assunto de uma notificacédo
por e-mail de alarme legado. Vocé pode usar modelos de e-mail para enviar notificagdes exclusivas que
contém o mesmo corpo de texto para diferentes listas de discusséo.

Antes de comecgar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.
* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Use essas configuragdes para definir os modelos de e-mail usados para notificagdes de alarme herdadas.
Essas configuragbes ndo sao usadas para notificagdes de alerta.

Listas de discussao diferentes podem exigir informagdes de Contato diferentes. Os modelos n&o incluem o
texto do corpo da mensagem de e-mail.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Configuragao de e-mail legado.
2. No menu e-mail, selecione modelos.

3. Clique em Edit j(ou Insert @ se este nao for o primeiro modelo).
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Email Templates
Updated: 20180317 11:21:54 PDT

Template (0 - 0 of 0)

Template
Mame

Subject Prefix Header Footer Actions

All Email Lists From SGWS|

|Temp|ate One |N01iﬂcatinns ,36

Show| 50 ~| Records Per Page Refresh
Apply Changes *

4. Na nova linha, adicione o seguinte:

Item Descricao

Nome do modelo Nome exclusivo utilizado para identificar o modelo. Os nomes dos
modelos n&o podem ser duplicados.

Prefixo do assunto Opcional. Prefixo que aparecera no inicio da linha de assunto de um
email. Prefixos podem ser usados para configurar facilmente filtros de
e-mail e organizar notificagdes.

Colhedor Opcional. Texto do cabegalho que aparece no inicio do corpo da
mensagem de e-mail. O texto do cabegalho pode ser usado para
prefacio do conteido da mensagem de e-mail com informagdes como
nome e endereco da empresa.

Rodapé Opcional. Texto de rodapé que aparece no final do corpo da
mensagem de e-mail. O texto do rodapé pode ser usado para fechar
a mensagem de e-mail com informagdes de lembrete, como um
numero de telefone de Contato ou um link para um site da Web.

5. Clique em aplicar alteragoes.

Um novo modelo para notificagbes € adicionado.

Criar listas de discussao para notificagées de alarme (sistema legado)

As listas de discussao permitem que vocé notifique os destinatarios quando um alarme legado é acionado ou
quando um estado de servico muda. Vocé deve criar pelo menos uma lista de discuss&o antes que qualquer
notificagado por e-mail de alarme possa ser enviada. Para enviar uma notificagdo para um unico destinatario,
crie uma lista de discussdo com um endereco de e-mail.

Antes de comecar
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* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

» Se vocé quiser especificar um modelo de e-mail para a lista de e-mail (cabegalho personalizado, rodapé e
linha de assunto), vocé ja deve ter criado o modelo.

Sobre esta tarefa

Use essas configuracdes para definir as listas de discuss&o usadas para notificacbes de e-mail de alarme
herdadas. Essas configuragdes nao sao usadas para notificagdes de alerta.

Passos

1. Selecione SUPPORT > Alarmes (legacy) > Configuragao de e-mail legado.

2. No menu e-mail, selecione listas.

3. Clique em Edit /(ou *Insert*@ se esta ndo for a primeira lista de discussao).

Email Lists

Updated: 2018-03-17 11:58:24 PDT

Lists (0 - 0 of 0)

Group Name Recipients

Template Actions

[ =1 200

Shnwl 50 vI Records Per Page Refresh |

4. Na nova linha, adicione o seguinte:

Item

Nome do grupo

Destinatarios

Apply Changes *

Descricao

Nome exclusivo usado para identificar a lista de discussao. Os nomes
da lista de discussao nao podem ser duplicados.

Observacgao: se vocé alterar o nome de uma lista de discusséo, a
alterac&o nédo sera propagada para os outros locais que usam o
nome da lista de discussao. Vocé deve atualizar manualmente todas
as notificagdes configuradas para usar o novo nome da lista de
discussao.

Um unico enderego de e-mail, uma lista de e-mail configurada
anteriormente ou uma lista delimitada por virgulas de enderecos de
e-mail e listas de e-mail para as quais as notificagbes serdo enviadas.

Observacgao: se um enderego de e-mail pertencer a varias listas de

e-mail, somente uma notificagdo de e-mail sera enviada quando um
evento de acionamento de notificacdo ocorrer.
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Item Descrigdo

Modelo Opcionalmente, selecione um modelo de e-mail para adicionar um
cabecalho, rodapé e linha de assunto exclusivos as notificagdes
enviadas a todos os destinatarios desta lista de e-mail.

5. Clique em aplicar alteragoes.

Uma nova lista de discussédo é criada.

Configurar notificagées por e-mail para alarmes (sistema legado)

Para receber notificagdes por e-mail para o sistema de alarme legado, os destinatarios devem ser membros
de uma lista de discusséao e essa lista deve ser adicionada a pagina notificacdes. As notificagbes sao
configuradas para enviar e-mails aos destinatarios somente quando um alarme com um nivel de gravidade
especificado é acionado ou quando um estado de servigo muda. Assim, os destinatarios s6 recebem as
notificacdes que precisam receber.

Antes de comecar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

» Vocé deve ter configurado uma lista de e-mail.

Sobre esta tarefa

Use essas configuragdes para configurar notificagdes para alarmes legados. Essas configuragdes ndo sao
usadas para notificagdes de alerta.

Se um enderego de e-mail (ou lista) pertencer a varias listas de e-mail, somente uma notificagdo de e-mail
sera enviada quando um evento de acionamento de notificagdo ocorrer. Por exemplo, um grupo de
administradores na sua organizagao pode ser configurado para receber notificagdes de todos os alarmes,
independentemente da gravidade. Outro grupo pode exigir notificagdes apenas para alarmes com uma
gravidade critica. Vocé pode pertencer a ambas as listas. Se um alarme critico for acionado, vocé recebera
apenas uma notificagao.
Passos

1. Selecione SUPPORT > Alarmes (legacy) > Configuragao de e-mail legado.
No menu e-mail, selecione notificagoes.
Clique em *Edit*y (ou *Insert*@ se esta nao for a primeira notificagao).
Em Lista de e-mail, selecione a lista de discusséo.

Selecione um ou mais niveis de gravidade de alarme e estados de servigo.

© o k~ w0 BN

Clique em aplicar alteragoes.

As notificagbes serdo enviadas para a lista de discussédo quando os alarmes com o nivel de gravidade de
alarme ou estado de servigo selecionado forem acionados ou alterados.

Suprimir notificagées de alarme para uma lista de discussao (sistema legado)

Vocé pode suprimir notificacées de alarme para uma lista de discussao quando ndo quiser mais que a lista de
discussao receba notificacdes sobre alarmes. Por exemplo, vocé pode querer suprimir notificacées sobre
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alarmes legados depois de fazer a transigéo para o uso de notificagdes por e-mail de alerta.

Antes de comecar

* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Utilize estas definigbes para suprimir as notificagdes por e-mail do sistema de alarme antigo. Essas
configuragbes nao se aplicam as notificagbes de alerta por e-mail.

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece

beneficios significativos e € mais facil de usar.

Passos

1.
2.
3.

Selecione SUPPORT > Alarmes (legacy) > Configuragao de e-mail legado.
No menu e-mail, selecione notificagoes.
Clique em Editar j ao lado da lista de discussao para a qual vocé deseja suprimir notificagdes.

Em suprimir, marque a caixa de selegao ao lado da lista de discussao que deseja suprimir ou selecione
suprimir na parte superior da coluna para suprimir todas as listas de discussao.

Clique em aplicar alteragoes.

As notificacdes de alarme herdadas sdo suprimidas para as listas de discusséo selecionadas.

Ver alarmes legados

Os alarmes (sistema legado) sdo acionados quando os atributos do sistema atingem os
valores de limite de alarme. Pode visualizar os alarmes atualmente ativos a partir da
pagina Alarmes atuais.

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece

beneficios significativos e € mais facil de usar.

Antes de comegar

» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

Passos

1.

Selecione SUPPORT > Alarmes (legacy) > Current Alarmes.
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2.

3.

132

The alarm system is the legacy system. The alert system offers significant benefits and is easier to use. See Managing alerts and
alarms in the instructions for monitering and troubleshooting StorageGRID

Current Alarms
Last Refreshed: 2020-05-27 09:41:38 MDT

|| show Acknowledged Alarms {1-10of1)
Severity Atirbute  Senvic Descripion  AlannTime  TriggerValue  CurrentValue

Show | 50 ¥ | Records Per Page | Refresh |

O icone de alarme indica a gravidade de cada alarme, da seguinte forma:

icone Cor Gravidade do  Significado
alarme
- Amarelo Aviso O no6 esta conetado a grade, mas existe uma
condigao incomum que nao afeta as operagdes
normais.
A Laranja claro Menor O n6 esta conetado a grade, mas existe uma

condigao anormal que pode afetar a operagado no
futuro. Vocé deve investigar para evitar o
escalonamento.

n Laranja escuro  Maior O no esta conetado a grade, mas existe uma
condigao anormal que afeta atualmente a operacgao.
Isso requer atencao imediata para evitar o
escalonamento.

a Vermelho Critico O né esta conetado a grade, mas existe uma
condigdo anormal que parou as operagdes normais.
Vocé deve resolver o problema imediatamente.

Para saber mais sobre o atributo que fez com que o alarme fosse acionado, clique com o botao direito do
Mouse no nome do atributo na tabela.

Para ver detalhes adicionais sobre um alarme, clique no nome do servico na tabela.

A guia Alarmes para o servico selecionado € exibida (SUPPORT > Tools > Grid topology > Grid Node >
Service > Alarmes).



Overview | Alarms \| Reports ‘ Configuration

Kain Hisfory

& b . . .
Alarms: ARC (DC1-ARC1) - Replication
v Updated: 2019—05—241::1:46:48 MoT :I P

Severity Attribute Description Alarm Time Trigger Value  Current Value Acknowledge Time Acknowledge

D Reision ey Unevgae WOT o Uomgne Onedase
Apply Changes *

4. Se vocé quiser limpar a contagem de alarmes atuais, vocé pode, opcionalmente, fazer o seguinte:

o Confirme o alarme. Um alarme reconhecido n&o € mais incluido na contagem de alarmes herdados, a
menos que seja acionado no proximo nivel de gravidade ou seja resolvido e ocorra novamente.

> Desative um alarme padrao especifico ou um alarme personalizado global para todo o sistema para
evitar que ele seja acionado novamente.

Informacgoes relacionadas

"Referéncia de alarmes (sistema legado)"
"Reconhecer alarmes atuais (sistema legado)"

"Desativar alarmes (sistema legado)"

Referéncia de alarmes (sistema legado)

A tabela a seguir lista todos os alarmes padréo herdados. Se um alarme for acionado,
vocé pode procurar o codigo de alarme nesta tabela para encontrar as agdes
recomendadas.

@ Embora o sistema de alarme antigo continue a ser suportado, o sistema de alerta oferece
beneficios significativos e é mais facil de usar.

Caodigo Nome Servigo Acao recomendada
ABRL Relés Atributo BADC, BAMS, Restaure a conetividade a um servigo (um servigo
disponiveis BARC, BCLB, ADC) executando um servigo de relé de atributos o

BCMN, BLDR,  mais rapido possivel. Se ndo houver relés de

BNMS, BSSM,  atributos conetados, o né de grade nao podera relatar

BDDS valores de atributo ao servico NMS. Assim, o servico
NMS nao pode mais monitorar o status do servico ou
atualizar atributos para o servico.

Se o problema persistir, entre em Contato com o
suporte técnico.
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Codigo
ACMS

ATUA

ADCA

ADCE
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Nome

Servigos de
metadados
disponiveis

Status de
servico do Cloud
Tiering

Estado ADC

Estado ADC

Servigo

BARC, BLDR,
BCMN

ARCO

ADC

ADC

Acao recomendada

Um alarme é acionado quando um servi¢co LDR ou
ARC perde a ligagdo a um servigo DDS. Se isso
ocorrer, as transagdes de ingestdo ou recuperagao
nao podem ser processadas. Se a indisponibilidade
dos servicos DDS for apenas um breve problema
transitério, as transac¢des podem ser atrasadas.

Verifique e restaure as ligagbes a um servigo DDS
para apagar este alarme e devolver o servigo a
funcionalidade completa.

Disponivel apenas para nos de arquivamento com um
tipo de destino de disposicdo em camadas na nuvem
- Simple Storage Service (S3).

Se o atributo ACTS para o n6 de arquivo estiver

definido como somente leitura ativado ou leitura-
escrita Desativado, vocé devera definir o atributo
como leitura-escrita habilitado.

Se um alarme principal for acionado devido a uma
falha de autenticacao, verifique as credenciais
associadas ao intervalo de destino e atualize os
valores, se necessario.

Se um alarme principal for acionado devido a
qualquer outro motivo, contacte o suporte técnico.

Se um alarme for acionado, selecione SUPPORT >
Tools > Grid topology. Em seguida, selecione site >
grid node > ADC > Overview > Main e ADC >
Alarmes > Main para determinar a causa do alarme.

Se o problema persistir, entre em Contato com o
suporte técnico.

Se o valor do Estado ADC for Standby, continue
monitorando o servico e, se o problema persistir,
entre em Contato com o suporte técnico.

Se o valor de ADC State for Offline, reinicie o servigo.
Se o problema persistir, entre em Contato com o
suporte técnico.



Codigo Nome Servigo

AITE Recuperar BARC
Estado

AITU Recuperar BARC
Estado

ALIS Sessoes Atributo ADC
inbound

ALOS Sessodes de ADC

Atributo de saida

Acao recomendada

Disponivel apenas para nds de arquivo com um tipo
de destino do Tivoli Storage Manager (TSM).

Se o valor de Retrieve State estiver aguardando o
Target, verifique o servidor de middleware TSM e
certifique-se de que ele esta funcionando
corretamente. Se o n6é de arquivo tiver sido
adicionado ao sistema StorageGRID, certifique-se de
que a ligagao do n6 de arquivo ao sistema de
armazenamento de arquivos externo visado esta
configurada corretamente.

Se o valor do Estado de recuperagao de Arquivo for
Offline, tente atualizar o estado para Online.
Selecione SUPPORT > Tools > Grid topology. Em
seguida, selecione site > grid node > ARC >
Retrieve > Configuration > Main, selecione Archive
Retrieve State > Online e clique em Apply
Changes.

Se o problema persistir, entre em Contato com o
suporte técnico.

Se o valor de Retrieve Status for Target Error,
verifique se ha erros no sistema de armazenamento
de arquivos externo de destino.

Se o valor de Archive Retrieve Status (Estado de
recuperagao de arquivo) for Session Lost (perda de
sessao), verifique o sistema de armazenamento de
arquivo externo alvo para garantir que esta online e a
funcionar corretamente. Verifique a conexao de rede
com o destino.

Se o valor do Estado de recuperagao de Arquivo for
erro desconhecido, contacte o suporte técnico.

Se o numero de sessdes de atributo de entrada em
um relay de atributo crescer muito grande, pode ser
uma indicagao de que o sistema StorageGRID ficou
desequilibrado. Em condigbes normais, as sessdes
de atributos devem ser distribuidas uniformemente
entre os servicos ADC. Um desequilibrio pode levar a
problemas de desempenho.

Se o problema persistir, entre em Contato com o
suporte técnico.

O servico ADC tem um alto nimero de sessdes de
atributos e esta se tornando sobrecarregado. Se este
alarme for acionado, contacte a assisténcia técnica.
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Codigo
ALUR

AMQS
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Nome

Repositorios
Atributo
inalcancaveis

Mensagens de
auditoria
enfileiradas

Servigo

ADC

BADC, BAMS,
BARC, BCLB,
BCMN, BLDR,
BNMS, BDDS

Acao recomendada

Verifique a conetividade de rede com o servico NMS
para garantir que o servigco possa entrar em Contato
com o repositério de atributos.

Se este alarme for acionado e a conetividade de rede
estiver boa, contacte o suporte técnico.

Se as mensagens de auditoria ndo puderem ser
encaminhadas imediatamente para um
reencaminhamento ou repositorio de auditoria, as
mensagens serao armazenadas em uma fila de
discos. Se a fila de discos ficar cheia, podem ocorrer
interrupcoes.

Para permitir que vocé responda a tempo para evitar
uma interrupgao, os alarmes AMQS sao acionados
quando o numero de mensagens na fila de discos
atinge os seguintes limites:

 Aviso: Mais de 100.000 mensagens
* Menor: Pelo menos 500.000 mensagens
* Maior: Pelo menos 2.000.000 mensagens

* Critico: Pelo menos 5.000.000 mensagens

Se um alarme AMQS for acionado, verifique a carga
no sistema - se houver um numero significativo de
transagdes, o alarme deve resolver-se ao longo do
tempo. Neste caso, pode ignorar o alarme.

Se o alarme persistir e aumentar a gravidade,
visualize um grafico do tamanho da fila. Se o numero
estiver aumentando constantemente ao longo de
horas ou dias, a carga de auditoria provavelmente
excedeu a capacidade de auditoria do sistema.
Reduza a taxa de operagao do cliente ou diminua o
numero de mensagens de auditoria registradas
alterando o nivel de auditoria para erro ou
Desativado. "Configurar mensagens de auditoria e
destinos de log"Consulte .



Codigo Nome Servigo

AOTE Estado da loja BARC

AOTU Estado da loja BARC

APMS Conetividade SSM
Multipath de
armazenamento

Acao recomendada

Disponivel apenas para nds de arquivo com um tipo
de destino do Tivoli Storage Manager (TSM).

Se o valor do Estado de armazenamento estiver a
aguardar o destino, verifique o sistema de
armazenamento de arquivos externo e certifique-se
de que esta a funcionar corretamente. Se o n6 de
arquivo tiver sido adicionado ao sistema
StorageGRID, certifique-se de que a ligagdo do no6 de
arquivo ao sistema de armazenamento de arquivos
externo visado esta configurada corretamente.

Se o valor de Estado da loja estiver offline, verifique o
valor de Estado da loja. Corrija quaisquer problemas
antes de mover o estado da loja de volta para Online.

Se o valor de Status da Loja for sesséo perdida,
verifique se o sistema de armazenamento de
arquivos externo esta conetado e on-line.

Se o valor de Target Error (erro de destino), verifique
se ha erros no sistema de armazenamento de
arquivos externo.

Se o valor do Status da Loja for erro desconhecido,
entre em Contato com o suporte técnico.

Se o alarme de estado de multipath aparecer como
"degradado” (selecione SUPPORT > Tools > Grid
topology, selecione site > grid node > SSM >
Events), faga o seguinte:

1. Conete ou substitua o cabo que nao exibe
nenhuma luz indicadora.

2. Aguarde de um a cinco minutos.

N&ao desligue o outro cabo até, pelo menos, cinco
minutos depois de ligar o primeiro. Desconetar
muito cedo pode fazer com que o volume raiz se
torne somente leitura, o que requer que o
hardware seja reiniciado.

3. Retorne a pagina SSM > recursos e verifique se
o status do Multipath "degradado" foi alterado
para "nominal" na secado hardware de
armazenamento.
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Codigo Nome

ARCE ESTADO do
ARCO

AROQ Objetos em fila
de espera

138

Servigo

ARCO

ARCO

Acao recomendada

O servico ARC tem um estado de espera até que
todos os componentes ARC (replicagao,
armazenamento, recuperagao, destino) tenham
iniciado. Ele entéo faz a transicéo para Online.

Se o valor do estado ARC nao passar de Standby
para Online, verifique o estado dos componentes
ARC.

Se o valor de ARC State for Offline, reinicie o servigo.
Se o problema persistir, entre em Contato com o
suporte técnico.

Este alarme pode ser acionado se o dispositivo de
armazenamento amovivel estiver a funcionar
lentamente devido a problemas com o sistema de
armazenamento de arquivos externo visado ou se
encontrar varios erros de leitura. Verifique se ha erros
no sistema de armazenamento de arquivos externo e
verifique se ele esta funcionando corretamente.

Em alguns casos, esse erro pode ocorrer como
resultado de uma alta taxa de solicitagcdes de dados.
Monitore o numero de objetos enfileirados a medida
que a atividade do sistema diminui.



Codigo
ARRF

ARRV

Nome

Falhas de
solicitacao

Falhas de
verificagao

Servigo

ARCO

ARCO

Acao recomendada

Se uma recuperacgédo do sistema de armazenamento
de arquivos externo visado falhar, o né de arquivo
tentara novamente a recuperacao, pois a falha pode
ser devido a um problema transitério. No entanto, se
os dados do objeto estiverem corrompidos ou tiverem
sido marcados como estando permanentemente
indisponiveis, a recuperagéo nao falhara. Em vez
disso, o n6 de arquivo tenta continuamente a
recuperagao e o valor para falhas de solicitagéo
continua a aumentar.

Este alarme pode indicar que o suporte de
armazenamento que contém os dados solicitados
esta corrompido. Verifique o sistema de
armazenamento de arquivos externo para
diagnosticar ainda mais o problema.

Se vocé determinar que os dados do objeto ndo
estdo mais no arquivo, o objeto tera que ser removido
do sistema StorageGRID. Para obter mais
informagdes, entre em Contato com o suporte
técnico.

Assim que o problema que acionou este alarme for
resolvido, reponha a contagem de avarias. Selecione
SUPPORT > Tools > Grid topology. Em seguida,
selecione site > grid node > ARC > Retrieve >
Configuration > Main, selecione Reset Request
Failure Count e clique em Apply Changes.

Para diagnosticar e corrigir esse problema, entre em
Contato com o suporte técnico.

Depois de resolver o problema que acionou este
alarme, reponha a contagem de avarias. Selecione
SUPPORT > Tools > Grid topology. Em seguida,
selecione site > grid node > ARC > Retrieve >
Configuration > Main, selecione Reset Verification
Failure Count e clique em Apply Changes.
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Codigo Nome Servigo Acao recomendada

ARVF Falhas de ARCO Este alarme pode ocorrer como resultado de erros
armazenamento com o sistema de armazenamento de arquivos
externo visado. Verifique se ha erros no sistema de
armazenamento de arquivos externo e verifique se
ele esta funcionando corretamente.

Assim que o problema que acionou este alarme for
resolvido, reponha a contagem de avarias. Selecione
SUPPORT > Tools > Grid topology. Em seguida,
selecione site > grid node > ARC > Retrieve >
Configuration > Main, selecione Reset Store
Failure Count e clique em Apply Changes.

ASXP Compartilhament AMS Um alarme é acionado se o valor de
os de auditoria compartilhamentos de auditoria for desconhecido.
Este alarme pode indicar um problema com a
instalagéo ou configuragdo do né Admin.

Se o problema persistir, entre em Contato com o
suporte técnico.

AUMA Estado AMS AMS Se o valor do Status AMS for DB Connectivity Error
(erro de conetividade de banco de dados), reinicie o
no da grade.

Se o problema persistir, entre em Contato com o
suporte técnico.

AUME Estado AMS AMS Se o valor do estado AMS for em espera, continue a
monitorizar o sistema StorageGRID. Se o problema
persistir, entre em Contato com o suporte técnico.

Se o valor do Estado AMS for Offline, reinicie o
servico. Se o problema persistir, entre em Contato
com o suporte técnico.

AUXS Estado AMS Se um alarme for acionado, corrija o problema
exportacao subjacente e reinicie o servigo AMS.
Auditoria

Se o problema persistir, entre em Contato com o
suporte técnico.

BADD Falha na SSM Este alarme é acionado quando uma ou mais
contagem de unidades de um dispositivo StorageGRID falharam ou
unidades do nao sao ideais. Substitua as unidades conforme
controlador de necessario.
armazenamento
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Codigo
BASF

GRAVES

BRDT

Nome Servigo

Identificadores  CMN
de Objeto
disponiveis

Estado Alocagdo CMN
bloco
Identificador

Temperaturado SSM
chassi do

controlador de
computagao

Acao recomendada

Quando um sistema StorageGRID é provisionado, o
servigo CMN recebe um numero fixo de
identificadores de objeto. Este alarme é acionado
quando o sistema StorageGRID comega a esgotar o
seu fornecimento de identificadores de objetos.

Para alocar mais identificadores, entre em Contato
com o suporte técnico.

Por padrao, um alarme é acionado quando os
identificadores de objeto ndo podem ser alocados
porque o quérum de ADC nao pode ser alcancado.

A alocacao de bloco de identificador no servigo CMN
requer um quorum (50% mais 1) dos servicos ADC
para estar on-line e conetado. Se o quérum nao
estiver disponivel, o servigo CMN nao podera alocar
novos blocos de identificador até que o quérum ADC
seja restabelecido. Se o quérum de ADC for perdido,
geralmente nao ha impactos imediato no sistema
StorageGRID (os clientes ainda podem ingerir e
recuperar conteudo), ja que aproximadamente um
més de fornecimento de identificadores sao
armazenados em cache em outro lugar na grade; no
entanto, se a condi¢ao continuar, o sistema
StorageGRID perdera a capacidade de ingerir novo
conteudo.

Se um alarme for acionado, investigue o motivo da
perda do quérum de ADC (por exemplo, pode ser
uma falha de rede ou n6 de armazenamento) e tome
medidas corretivas.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme é acionado se a temperatura do
controlador de computagdo em um dispositivo
StorageGRID exceder um limite nominal.

Verifique os componentes do hardware e problemas

ambientais quanto a condi¢cbes de sobreaquecimento.
Se necessario, substituir o érgao.
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Codigo Nome

BTOF Desvio

BTSE Estado do
relégio

CAHP Porcentagem de
uso do Java
Heap

142

Servigo

BADC, BLDR,
BNMS, BAMS,
BCLB, BCMN,
BARC

BADC, BLDR,
BNMS, BAMS,
BCLB, BCMN,
BARC

DDS

Acao recomendada

Um alarme € acionado se o tempo de servigo
(segundos) diferir significativamente do tempo do
sistema operacional. Em condi¢des normais, o
servico deve ressincronizar-se. Se o tempo de
servico se afastar demasiado do tempo do sistema
operativo, as operacdes do sistema podem ser
afetadas. Confirme se a fonte de hora do sistema
StorageGRID esta correta.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme é acionado se a hora do servigo nao for
sincronizada com a hora rastreada pelo sistema
operacional. Em condi¢des normais, o servigo deve
ressincronizar-se. Se o tempo se desviar muito longe
do tempo do sistema operacional, as operacdes do
sistema podem ser afetadas. Confirme se a fonte de
hora do sistema StorageGRID esta correta.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme é acionado se o Java nao conseguir
executar a coleta de lixo a uma taxa que permita
espaco de heap suficiente para o sistema funcionar
corretamente. Um alarme pode indicar uma carga de
trabalho do usuario que excede os recursos
disponiveis no sistema para o armazenamento de
metadados DDS. Verifique a atividade do ILM no
painel ou selecione SUPPORT > Tools > Grid
topology e, em seguida, selecione site > grid node
> DDS > Resources > Overview > Main.

Se o problema persistir, entre em Contato com o
suporte técnico.



Codigo Nome Servigo Acao recomendada

CASA Estado do DDS Um alarme ¢é acionado se o0 armazenamento de
armazenamento metadados do Cassandra ficar indisponivel.
de dados

Verifique o status de Cassandra:

1. No n6 de armazenamento, faga login como
administrador e su faca root usando a senha
listada no arquivo Passwords.txt.

2. Introduza: service cassandra status

3. Se o Cassandra nao estiver em execucao,
reinicie-0: service cassandra restart

Esse alarme também pode indicar que o
armazenamento de metadados (banco de dados
Cassandra) para um né de armazenamento requer
reconstrucao.

Consulte informacbes sobre como solucionar
problemas do alarme Servigos: Status - Cassandra
(SVST) no "Solucionar problemas de metadados".

Se o problema persistir, entre em Contato com o
suporte técnico.

CASO Estado do DDS Este alarme é acionado durante a instalagdo ou
armazenamento expansédo para indicar que um novo armazenamento
de dados de dados esta a aderir a grelha.

CCNA Hardware de SSM Esse alarme € acionado se o status do hardware do
computacao controlador de computagdo em um dispositivo

StorageGRID precisar de atencao.
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Codigo
CDLP

CMNA

144

Nome

Espaco usado
(porcentagem)

Estado CMN

Servigo

DDS

CMN

Acao recomendada

Este alarme é acionado quando o espaco efetivo de
metadados (CEMS) atinge 70% cheio (alarme
menor), 90% cheio (alarme principal) e 100% cheio
(alarme critico).

Se este alarme atingir o limite de 90%, € apresentado
um aviso no painel de instrumentos do Gestor de
grelhas. Vocé deve executar um procedimento de
expansao para adicionar novos nos de storage o
mais rapido possivel. "Expanda uma grade"Consulte .

Se esse alarme atingir o limite de 100%, vocé deve
parar de ingerir objetos e adicionar nés de storage
imediatamente. O Cassandra requer uma certa
quantidade de espago para realizar operacdes
essenciais, como compactagao e reparo. Essas
operagdes serdo impactadas se os metadados de
objetos usarem mais de 100% do espago permitido.
Resultados indesejaveis podem ocorrer.

Nota: Entre em Contato com o suporte técnico se
vocé nao conseguir adicionar nos de storage.

Apos a adigdo de novos nos de storage, o sistema
reequilibra automaticamente os metadados de
objetos em todos os nods de storage e o alarme €
apagado.

Consulte também informacgbes sobre como solucionar
problemas do alerta de armazenamento de
metadados baixos no "Solucionar problemas de
metadados".

Se o problema persistir, entre em Contato com o
suporte técnico.

Se o valor do Status do CMN for erro, selecione
SUPPORT > Tools > Grid topoly e, em seguida,
selecione site > grid node > CMN > Overview >
Main e CMN > Alarmes > Main para determinar a
causa do erro e solucionar o problema.

Um alarme € acionado e o valor de Status do CMN é
no Online CMN durante uma atualizacéo de hardware
do né Admin primario quando as CMNs sao
comutadas (o valor do estado antigo do CMN &
Standby e o novo é Online).

Se o problema persistir, entre em Contato com o
suporte técnico.
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Codigo
CPRC

CPSA

CPSB

CPUT

DNST

Nome

Capacidade
restante

Fonte de
Alimentacéo A
do controlador
de computacao

Fonte de
alimentacao B
do controlador
de computagao

Temperatura da
CPU do
controlador de
computagao

Estado DNS

Servigo

NMS

SSM

SSM

SSM

SSM

Acao recomendada

Um alarme € acionado se a capacidade restante
(numero de conexdes disponiveis que podem ser
abertas para o banco de dados NMS) ficar abaixo da
gravidade do alarme configurada.

Se um alarme for acionado, contacte a assisténcia
técnica.

Um alarme € acionado se houver um problema com a
fonte de Alimentagéo A no controlador de
computagao para um dispositivo StorageGRID.

Se necessario, substituir o érgao.

Um alarme é acionado se houver um problema com a
fonte de alimentagao B no controlador de
computagao para um dispositivo StorageGRID.

Se necessario, substituir o 6rgéo.

Um alarme é acionado se a temperatura da CPU no
controlador de computagdo em um dispositivo
StorageGRID exceder um limite nominal.

Se 0 n6é de armazenamento for um dispositivo
StorageGRID, o sistema StorageGRID indica que o
controlador precisa de atencao.

Verifique os componentes de hardware e problemas
de ambiente quanto a condi¢des de
sobreaquecimento. Se necessario, substituir o 6rgao.

Apos a conclusao da instalagdo, um alarme DNST é
acionado no servico SSM. Depois que o DNS é
configurado e as novas informagdes do servidor
atingem todos os nés da grade, o alarme é
cancelado.
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Codigo
ECCD

ECST

FOPN

HSTE

146

Nome

Fragmentos
corrompidos
detetados

Estado de
verificacao

Abra descritores
de arquivo

Estado HTTP

Servigo

LDR

LDR

BADC, BAMS,
BARC, BCLB,
BCMN, BLDR,
BNMS, BSSM,
BDDS

ERRO

Acao recomendada

Um alarme é acionado quando o processo de
verificagdo em segundo plano deteta um fragmento
corrompido codificado de apagamento. Se um
fragmento corrompido for detetado, uma tentativa é
feita para reconstruir o fragmento. Redefina os
fragmentos corrompidos detetados e copie os
atributos perdidos para zero e monitorize-os para ver
se as contagens aumentam novamente. Se as
contagens aumentarem, pode haver um problema
com o armazenamento subjacente do n6 de
armazenamento. Uma cépia de dados de objeto
codificados por apagamento ndo é considerada
ausente até que o numero de fragmentos perdidos ou
corrompidos viole a tolerancia de falhas do codigo de
apagamento; portanto, € possivel ter um fragmento
corrompido e ainda ser capaz de recuperar o objeto.

Se o problema persistir, entre em Contato com o
suporte técnico.

Este alarme indica o estado atual do processo de
verificagdo em segundo plano para dados de objetos
codificados por apagamento neste no6 de
armazenamento.

Um alarme principal € acionado se houver um erro no
processo de verificagdo em segundo plano.

FOPN pode tornar-se grande durante a atividade de
pico. Se ndo diminuir durante periodos de atividade
lenta, entre em Contato com o suporte técnico.

Consulte agdes recomendadas para HSTU.



Codigo
HSTU

HTAS

IRSU

Nome

Estado HTTP

Auto-Iniciar
HTTP

Estado de
replicagao de
entrada

Servigo

ERRO

LDR

BLDR, BARC

Acao recomendada

HSTE e HSTU estéo relacionados a HTTP para todo
o trafego LDR, incluindo S3, Swift, e outro trafego
StorageGRID interno. Um alarme indica que ocorreu
uma das seguintes situagdes:

* O HTTP foi colocado offline manualmente.
O atributo Auto-Start HTTP foi desativado.

» O servigo LDR esta a encerrar.

O atributo Auto-Start HTTP € ativado por padréo. Se
essa configuragao for alterada, o HTTP podera
permanecer offline apds uma reinicializagao.

Se necessario, aguarde que o servigo LDR seja
reiniciado.

Selecione SUPPORT > Tools > Grid topology. Em
seguida, selecione Storage Node > LDR >
Configuration. Se o HTTP estiver offline, coloque-o
online. Verifique se o atributo Auto-Start HTTP esta
ativado.

Se o HTTP permanecer offline, entre em Contato com
0 suporte técnico.

Especifica se os servicos HTTP devem ser iniciados
automaticamente na inicializacao. Esta € uma opcéao
de configuragéo especificada pelo usuario.

Um alarme indica que a replicagdo de entrada foi
desativada. Confirme as configuragdes: Selecione
SUPPORT > Tools > Grid topology. Em seguida,
selecione site > grid node > LDR > Replication >
Configuration > Main.
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Codigo
LATA

LDRE

PERDIDO

148

Nome Servigo

Laténcia média NMS

Estado LDR LDR

Objetos perdidos DDS, LDR

Acao recomendada

Verifique se ha problemas de conetividade.

Verifique a atividade do sistema para confirmar que
existe um aumento na atividade do sistema. Um
aumento na atividade do sistema resultara em um
aumento para atribuir a atividade de dados. Essa
atividade aumentada resultara em um atraso no
processamento de dados de atributos. Esta pode ser
uma atividade normal do sistema e ira diminuir.

Verifique se existem varios alarmes. Um aumento nos
tempos médios de laténcia pode ser indicado por um
numero excessivo de alarmes acionados.

Se o problema persistir, entre em Contato com o
suporte técnico.

Se o valor do Estado LDR for Standby (em espera),
continue a monitorizar a situacéo e, se o problema
persistir, contacte o suporte técnico.

Se o valor de LDR State for Offline, reinicie o servigo.
Se o problema persistir, entre em Contato com o
suporte técnico.

Acionado quando o sistema StorageGRID nao
consegue recuperar uma cépia do objeto solicitado
de qualquer lugar do sistema. Antes de um alarme
PERDIDO (objetos perdidos) ser acionado, o sistema
tenta recuperar e substituir um objeto em falta de
outro local do sistema.

Objetos perdidos representam uma perda de dados.
O atributo objetos perdidos é incrementado sempre
que o numero de locais para um objeto cai para zero
sem o servigo DDS propositadamente purgando o
conteudo para satisfazer a politica ILM.

Investigue imediatamente os alarmes PERDIDOS
(LOST Object). Se o problema persistir, entre em
Contato com o suporte técnico.

"Solucionar problemas de dados de objetos perdidos
e ausentes”
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Codigo
MCEP

MINQ

MIN

SAUDADES

NANG

NDUP

Nome Servigo
Validade do CMN
certificado de

Interface de

Gestao

Notificagbes de NMS
e-mail na fila

Estado das BNMS
notificacées por
e-mail

Estado do motor BNMS
da interface
NMS

Configuragdo de SSM
negociagao
automatica de

rede

Configuragao SSM
Duplex de rede

Acao recomendada

Acionado quando o certificado usado para acessar a
interface de gerenciamento esta prestes a expirar.

1. No Gerenciador de Grade, selecione
CONFIGURATION > Security > Certificates.

2. Na guia Global, selecione certificado de
interface de gerenciamento.

3. "Carregue um novo certificado de interface de
gerenciamento."

Verifique as conexdes de rede dos servidores que
hospedam o servigco NMS e o servidor de e-mail
externo. Confirme também se a configuragéo do
servidor de e-mail esta correta.

"Configurar as defini¢des do servidor de correio
eletrénico para alarmes (sistema legado)"

Um alarme menor é acionado se o servico NMS nao
conseguir se conetar ao servidor de e-mail. Verifique
as conexdes de rede dos servidores que hospedam o
servico NMS e o servidor de e-mail externo. Confirme
também se a configuragdo do servidor de e-mail esta
correta.

"Configurar as definicdes do servidor de correio
eletrénico para alarmes (sistema legado)"

Um alarme é acionado se o mecanismo de interface
NMS no Admin Node que reune e gera conteudo da
interface for desconetado do sistema. Verifique o
Gerenciador do servidor para determinar se o
aplicativo individual do servidor esta inativo.

Verifique a configuragéo do adaptador de rede. A
configuragédo deve corresponder as preferéncias dos
roteadores e switches de rede.

Uma definigéo incorreta pode ter um impactos grave
no desempenho do sistema.

Verifique a configuragdo do adaptador de rede. A
configuragédo deve corresponder as preferéncias dos
roteadores e switches de rede.

Uma definigéo incorreta pode ter um impactos grave
no desempenho do sistema.
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Codigo Nome Servigo Acao recomendada
NLNK Deteccao de SSM Verifique as conexdes do cabo de rede na porta e no
ligacdo de rede switch.

Verifique as configuragdes do roteador, do switch e
do adaptador de rede.

Reinicie o servidor.

Se o problema persistir, entre em Contato com o
suporte técnico.

NRER Receber erros SSM As seguintes causas podem ser os alarmes NRER:
» Corregao de erro de avango (FEC) néao
corresponde

* Incompatibilidade da MTU da porta do switch e da
NIC

» Altas taxas de erro de link
* Buffer de anel NIC excedido
Consulte as informagdes sobre como solucionar

problemas do alarme Network Receive Error (NRER)
em "Solucionar problemas de rede, hardware e

plataforma".
NRLY Relés de BADC, BARC, Se os relés de auditoria ndo estiverem conetados aos
auditoria BCLB, BCMN, servigcos ADC, os eventos de auditoria nao poderao
disponiveis BLDR, BNMS, ser relatados. Eles estdo em fila de espera e
BDDS indisponiveis para os usuarios até que a conexao

seja restaurada.

Restaure a conetividade a um servico ADC o mais
rapido possivel.

Se o problema persistir, entre em Contato com o
suporte técnico.

NSCA Estado NMS NMS Se o valor de Status do NMS for DB Connectivity
Error (erro de conetividade de banco de dados),
reinicie o servico. Se o problema persistir, entre em
Contato com o suporte técnico.

NSCE Estado NMS NMS Se o valor do estado NMS for Standby (espera),
continue a monitorizagéo e, se o problema persistir,
contacte o suporte técnico.

Se o valor de Estado NMS for Offline, reinicie o

servigo. Se o problema persistir, entre em Contato
com o suporte técnico.
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Codigo

VELOCIDADE
MAXIMA

NTBR

NTER

NTFQ

NTLK

NTOF

Nome Servigo

Velocidade SSM

Livre Tablespace NMS

Transmitir erros SSM

Desvio de SSM
frequéncia NTP

Bloqueio NTP SSM

Desvio horario SSM
NTP

Acao recomendada

Isso pode ser causado por problemas de
conetividade de rede ou compatibilidade de driver. Se
o problema persistir, entre em Contato com o suporte
técnico.

Se um alarme for acionado, verifique a rapidez com
que a utilizagdo da base de dados foi alterada. Uma
queda subita (ao contrario de uma mudanga gradual
ao longo do tempo) indica uma condigao de erro. Se
o problema persistir, entre em Contato com o suporte
técnico.

Ajustar o limite de alarme permite que vocé gerencie
proativamente quando o armazenamento adicional
precisa ser alocado.

Se o espaco disponivel atingir um limite baixo
(consulte o limiar de alarme), contacte o suporte
técnico para alterar a alocacao da base de dados.

Esses erros podem ser apagados sem serem
reiniciados manualmente. Se eles ndo limparem,
verifique o hardware de rede. Verifique se o hardware
e o driver do adaptador estao corretamente
instalados e configurados para funcionar com seus
roteadores e switches de rede.

Quando o problema subjacente for resolvido, reinicie
o contador. Selecione SUPPORT > Tools > Grid
topology. Em seguida, selecione site > grid node >
SSM > Resources > Configuration > Main,
selecione Reset Transmit Error Count e clique em
Apply Changes.

Se o desvio de frequéncia exceder o limite
configurado, € provavel que haja um problema de
hardware com o reldgio local. Se o problema persistir,
contacte o suporte técnico para agendar uma
substituicao.

Se o daemon NTP nao estiver bloqueado para uma
fonte de tempo externa, verifique a conetividade de
rede com as fontes de tempo externas designadas,
sua disponibilidade e sua estabilidade.

Se o desvio de tempo exceder o limite configurado, é
provavel que haja um problema de hardware com o
oscilador do relogio local. Se o problema persistir,
contacte o suporte técnico para agendar uma
substituicao.
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Codigo
NTSJ

NTSU

OPST

OQRT

ORSU

152

Nome Servigo

Jitter de fonte de SSM
tempo escolhido

Estado NTP SSM

Estado geralda SSM

alimentacao

Objetos em LDR
quarentena

Estado BLDR, BARC

replicagao saida

Acao recomendada

Este valor indica a confiabilidade e estabilidade da
fonte de tempo que o NTP no servidor local esta
usando como referéncia.

Se um alarme for acionado, pode ser uma indicacao
de que o oscilador da fonte de tempo esta com
defeito ou que ha um problema com o link WAN para
a fonte de tempo.

Se o valor do Status NTP nao estiver em execugao,
entre em Contato com o suporte técnico.

Um alarme é acionado se a alimentacdo de um
aparelho StorageGRID se desviar da tensao de
funcionamento recomendada.

Verifique o estado da fonte de Alimentacéo A ou B
para determinar qual fonte de alimentagao esta a
funcionar de forma anormal.

Se necessario, substitua a fonte de alimentacao.

Depois que os objetos sédo restaurados
automaticamente pelo sistema StorageGRID, os
objetos em quarentena podem ser removidos do
diretdrio de quarentena.

1. Selecione SUPPORT > Tools > Grid topology.

2. Selecione site > n6 de armazenamento > LDR >
Verificagdo > Configuragao > Principal.

3. Selecione Excluir objetos em quarentena.

4. Clique em aplicar alteragoes.

Os objetos em quarentena sdo removidos e a
contagem é redefinida para zero.

Um alarme indica que a replicacdo de saida nao é
possivel: O armazenamento esta em um estado em
que os objetos ndo podem ser recuperados. Um
alarme é acionado se a replicacdo de saida for
desativada manualmente. Selecione SUPPORT >
Tools > Grid topology. Em seguida, selecione site >
grid node > LDR > Replication > Configuration.

Um alarme é acionado se o servico LDR nao estiver
disponivel para replicacado. Selecione SUPPORT >
Tools > Grid topology. Em seguida, selecione site >
grid node > LDR > Storage.



Codigo
OSLF

PMEM

PSAS

PSB

RDTE

Nome

Status do
compartimento

Utilizacao da
memoria de
servigo
(percentagem)

Estado da fonte
de alimentacéao
A.

Estado da fonte
de alimentacéo
B.

Estado do Tivoli
Storage
Manager

Servigo

SSM

BADC, BAMS,
BARC, BCLB,
BCMN, BLDR,
BNMS, BSSM,
BDDS

SSM

SSM

BARC

Acao recomendada

Um alarme é acionado se o status de um dos
componentes na prateleira de armazenamento de um
dispositivo de armazenamento for degradado. Os
componentes da prateleira de armazenamento
incluem IOMs, ventiladores, fontes de alimentagao e
gavetas de unidade.se este alarme for acionado,
consulte as instru¢des de manutengao do seu
aparelho.

Pode ter um valor de mais de Y% de RAM, onde Y
representa a porcentagem de memoria que esta
sendo usada pelo servidor.

Valores abaixo de 80% s&o normais. Mais de 90% é
considerado um problema.

Se 0 uso de memodria for alto para um unico servigo,
monitore a situagéo e investigue.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme ¢ acionado se a fonte de Alimentagéo A
num aparelho StorageGRID se desviar da tenséo de
funcionamento recomendada.

Se necessario, substitua a fonte de alimentacéo A.

Um alarme é acionado se a fonte de alimentacéo B
num aparelho StorageGRID se desviar da tensao de
funcionamento recomendada.

Se necessario, substitua a fonte de alimentacgao B..

Disponivel apenas para nos de arquivamento com um
tipo de destino do Tivoli Storage Manager (TSM).

Se o valor do estado do Tivoli Storage Manager
estiver offline, verifique o status do Tivoli Storage
Manager e resolva quaisquer problemas.

Coloque o componente novamente online. Selecione
SUPPORT > Tools > Grid topology. Em seguida,
selecione site > grid node > ARC > Target >
Configuration > Main, selecione Tivoli Storage
Manager State > Online e clique em Apply
Changes.
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Codigo
RDTU

RIRF

154

Nome

Status do Tivoli
Storage
Manager

Replicagdes de
entrada — falhou

Servigo

BARC

BLDR, BARC

Acao recomendada

Disponivel apenas para nés de arquivamento com um
tipo de destino do Tivoli Storage Manager (TSM).

Se o valor do status do Gerenciador de
armazenamento Tivoli for erro de configuragédo e o n6
de arquivo tiver sido adicionado ao sistema
StorageGRID, verifique se o servidor de middleware
TSM esta configurado corretamente.

Se o valor do status do Gerenciador de
armazenamento Tivoli for falha de conex&o ou falha
de conexao, tente novamente, verifique a
configuragéo de rede no servidor middleware TSM e
a conexao de rede entre o servidor de middleware
TSM e o sistema StorageGRID.

Se o valor do status do Gerenciador de
armazenamento Tivoli for Falha de autenticacéo ou
Falha de autenticacao, reconetando, o sistema
StorageGRID podera se conetar ao servidor
middleware TSM, mas nao podera autenticar a
conexao. Verifique se o servidor de middleware TSM
esta configurado com o usuario, senha e permissoes
corretos e reinicie o servico.

Se o valor do status do Tivoli Storage Manager for
Falha da sessao, uma sesséao estabelecida foi
perdida inesperadamente. Verifique a conexao de
rede entre o servidor middleware TSM e o sistema
StorageGRID. Verifique se ha erros no servidor
middleware.

Se o valor do status do Tivoli Storage Manager for
erro desconhecido, entre em Contato com o suporte
técnico.

Um alarme Inbound replicacées — Falha pode ocorrer
durante periodos de alta carga ou interrupgdes
temporarias da rede. Apos a reducgéo da atividade do
sistema, este alarme deve ser apagado. Se a
contagem de replicagdes falhadas continuar a
aumentar, procure problemas de rede e verifique se
os servigos LDR e ARC de origem e destino estéao
online e disponiveis.

Para repor a contagem, selecione support > Tools >
Grid topoly e, em seguida, selecione site > grid
node > LDR > Replication > Configuration > Main.
Selecione Redefinir contagem de falhas de
replicagdo de entrada e clique em aplicar
alteragoes.



Codigo
RIRQ

RORQ

SAVP

SCAS

Nome Servigo

Replicagbes de  BLDR, BARC
entrada — na fila

Repeticdes de BLDR, BARC

saida—em fila

Espaco utilizavel LDR
total
(percentagem)

Estado CMN

Acao recomendada

Os alarmes podem ocorrer durante periodos de alta
carga ou interrupgéo temporaria da rede. Apos a
reducdo da atividade do sistema, este alarme deve
ser apagado. Se a contagem de repeti¢cdes em fila
continuar a aumentar, procure problemas de rede e
verifique se os servigos LDR e ARC de origem e
destino estdo online e disponiveis.

Afila de replicacao de saida contém dados de objeto
que estado sendo copiados para satisfazer as regras e
objetos ILM solicitados pelos clientes.

Um alarme pode ocorrer como resultado de uma
sobrecarga do sistema. Aguarde para ver se o0 alarme
€ apagado quando a atividade do sistema diminui. Se
o alarme voltar a ocorrer, adicione capacidade
adicionando nos de storage.

Se o espaco utilizavel atingir um limite baixo, as
opgoes incluem a expansao do sistema StorageGRID
ou a movimentacgéo de dados de objetos para
arquivamento por meio de um né de arquivamento.

Se o valor de Status para a tarefa de grade ativa for
erro, procure a mensagem de tarefa de grade.
Selecione SUPPORT > Tools > Grid topology. Em
seguida, selecione site > grid node > CMN > Grid
Tasks > Overview > Main. A mensagem de tarefa de
grade exibe informagdes sobre o erro (por exemplo,
"verificagéo falhou no n6 12130011").

Depois de investigar e corrigir o problema, reinicie a
tarefa de grade. Selecione SUPPORT > Tools > Grid
topology. Em seguida, selecione site > grid node >
CMN > Grid Tasks > Configuration > Main e
selecione Actions > Run.

Se o valor de Status para uma tarefa de grade que
esta sendo interrompida for erro, tente terminar
novamente a tarefa de grade.

Se o problema persistir, entre em Contato com o
suporte técnico.
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Codigo
SCEP

SCHR

SCSA

SCSB

SHLH

156

Nome Servigo

Validade do CMN
certificado de
Endpoints do

Servico de API

de

armazenamento

Estado CMN

Controladorde  SSM
armazenamento
A

Controladorde  SSM
armazenamento
B

Saude LDR

Acao recomendada

Acionado quando o certificado usado para acessar
endpoints de APl de armazenamento esta prestes a
expirar.

1. Selecione CONFIGURATION > Security >
Certificates.

2. Na guia Global, selecione S3 e Swift API
certificate.

3. "Faga upload de um novo certificado API S3 e
Swift."

Se o valor de Status para a tarefa de grade histdrica
for abortado, investigue o motivo e execute a tarefa
novamente, se necessario.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme é acionado se houver um problema com o
controlador de armazenamento A em um dispositivo
StorageGRID.

Se necessario, substituir o 6rgéo.

Um alarme € acionado se houver um problema com o
controlador de armazenamento B em um dispositivo
StorageGRID.

Se necessario, substituir o érgéo.

Alguns modelos de aparelhos n&o tém um
controlador de armazenamento B..

Se o valor de integridade para um armazenamento de
objetos for erro, verifique e corrija:

* problemas com o volume a ser montado

* erros do sistema de arquivos


https://docs.netapp.com/pt-br/storagegrid-118/admin/configuring-custom-server-certificate-for-storage-node.html#add-a-custom-s3-and-swift-api-certificate
https://docs.netapp.com/pt-br/storagegrid-118/admin/configuring-custom-server-certificate-for-storage-node.html#add-a-custom-s3-and-swift-api-certificate

Codigo Nome Servigo

SLSA Média de carga SSM
da CPU

SMST Estado do SSM
monitor de
registo

SMTT Total de eventos SSM

SNST Estado CMN

Acao recomendada

Quanto maior for o valor, mais ocupado o sistema.

Se a média de carga da CPU persistir em um valor
alto, o numero de transagdes no sistema deve ser
investigado para determinar se isso se deve a uma
carga pesada no momento. Veja um grafico da meédia
de carga da CPU: Selecione SUPPORT > Tools >
Grid topoly. Em seguida, selecione site > grid node
> SSM > Resources > Reports > Charts.

Se a carga no sistema néao for pesada e o problema
persistir, contacte a assisténcia técnica.

Se o valor do Estado do Monitor de Registos nao
estiver ligado durante um periodo de tempo
persistente, contacte o suporte técnico.

Se o valor de Eventos totais for maior que zero,
verifique se existem eventos conhecidos (como falhas
de rede) que podem ser a causa. A menos que esses
erros tenham sido apagados (ou seja, a contagem foi
redefinida para 0), os alarmes de Total de Eventos
podem ser acionados.

Quando um problema for resolvido, reponha o
contador para apagar o alarme. Selecione NOS > site
> grid node > Eventos > Redefinir contagens de
eventos.

Para redefinir contagens de eventos,

@ vocé deve ter a permissao de
configuragéo de pagina de topologia
de Grade.

Se o valor de Total de Eventos for zero ou o niumero
aumentar e o problema persistir, contacte o suporte
técnico.

Um alarme indica que ha um problema ao armazenar
os pacotes de tarefas da grade. Se o valor de Status
for erro de Checkpoint ou Quérum n&o atingido,
confirme que a maioria dos servigos ADC esta
conetada ao sistema StorageGRID (50% mais um) e
aguarde alguns minutos.

Se o problema persistir, entre em Contato com o
suporte técnico.
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Codigo
SOSS

SSMA

SSME

158

Nome Servigo
Estado do SSM
sistema

operativo de
armazenamento

Estado SSM SSM

Estado SSM SSM

Acao recomendada

Um alarme é acionado se o sistema operacional
SANTtricity indicar que ha um problema de
"necessidade de atengdo" com um componente em
um dispositivo StorageGRID.

Selecione NODES. Em seguida, selecione né de
armazenamento do dispositivo > hardware. Role
para baixo para ver o status de cada componente. No
SANTtricity os, verifique outros componentes do
dispositivo para isolar o problema.

Se o valor de Status SSM for erro, selecione
SUPPORT > Tools > Grid topoly e, em seguida,
selecione site > grid node > SSM > Overview >
Main e SSM > Overview > Alarmes para determinar
a causa do alarme.

Se o problema persistir, entre em Contato com o
suporte técnico.

Se o valor do estado SSM for Standby (em espera),
continue a monitorizagéo e, se o problema persistir,
contacte a assisténcia técnica.

Se o valor do estado SSM for Offline, reinicie o
servigo. Se o problema persistir, entre em Contato
com o suporte técnico.



Codigo
SSTS

Nome

Estado de
armazenamento

Servigo

ERRO

Acao recomendada

Se o valor do Status do armazenamento for espacgo
utilizavel insuficiente, ndo havera mais
armazenamento disponivel no né de armazenamento
e os ingeries de dados serao redirecionados para
outro né de armazenamento disponivel. As
solicitacdes de recuperagdo podem continuar a ser
entregues a partir deste n6 de grade.

Armazenamento adicional deve ser adicionado. Ele
nao esta impactando a funcionalidade do usuario
final, mas o alarme persiste até que o
armazenamento adicional seja adicionado.

Se o valor de Status do armazenamento for
volume(s) indisponivel(s), uma parte do
armazenamento nao estara disponivel. O
armazenamento e a recuperacao destes volumes nao
sdo possiveis. Verifique o volume’s Health (Saude do
volume) para obter mais informacgdes: Selecione
SUPPORT > Tools (SUPORTE* > Ferramentas* >
Grid topology). Em seguida, selecione site > grid
node > LDR > Storage > Overview > Main. O
volume’s Health (Saude do volume) esta listado em
Object Stores.

Se o valor do Status do armazenamento for erro,
entre em Contato com o suporte técnico.

"Solucione o problema do alarme de Status de
armazenamento (SSTS)"
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https://docs.netapp.com/pt-br/storagegrid-118/troubleshoot/troubleshooting-storage-status-alarm.html
https://docs.netapp.com/pt-br/storagegrid-118/troubleshoot/troubleshooting-storage-status-alarm.html

Codigo Nome

SVST Estado

TMEM Memoria
instalada

TPOP Operacoes
pendentes

160

Servigo

SSM

SSM

ADC

Acao recomendada

Este alarme é apagado quando outros alarmes
relacionados a um servigo que ndo esta em execugao
sao resolvidos. Acompanhe os alarmes de servigo de
origem para restaurar a operagao.

Selecione SUPPORT > Tools > Grid topology. Em
seguida, selecione site > grid node > SSM >
Servigos > Visdo geral > Principal. Quando o status
de um servigo € mostrado como ndo em execugao,
seu estado é administrativamente inativo. O status do
servigco pode ser listado como ndo em execucao
pelos seguintes motivos:

O servico foi interrompido manualmente
(/etc/init.d/<service\> stop).

» Ha um problema com o banco de dados MySQL e
o Server Manager desliga o servigo MI.

* Um né de grade foi adicionado, mas nao iniciado.

* Durante a instalagdo, um né de grade ainda néo
se conetou ao n6 Admin.

Se um servico estiver listado como ndo em execucéo,
reinicie o servigo (/etc/init.d/<service\>
restart).

Esse alarme também pode indicar que o
armazenamento de metadados (banco de dados
Cassandra) para um né de armazenamento requer
reconstrucao.

Se o problema persistir, entre em Contato com o
suporte técnico.

"Solucionar problemas do alarme Servigos: Status -
Cassandra (SVST)"

Os nés executados com menos de 24 GiB de
memoria instalada podem levar a problemas de
performance e instabilidade do sistema. A quantidade
de memodria instalada no sistema deve ser
aumentada para pelo menos 24 GiB.

Uma fila de mensagens pode indicar que o servigo
ADC estéa sobrecarregado. Poucos servigos ADC
podem ser conetados ao sistema StorageGRID. Em
uma grande implantacao, o servico ADC pode exigir a
adicao de recursos computacionais, ou o sistema
pode exigir servicos ADC adicionais.


https://docs.netapp.com/pt-br/storagegrid-118/troubleshoot/troubleshooting-metadata-issues.html
https://docs.netapp.com/pt-br/storagegrid-118/troubleshoot/troubleshooting-metadata-issues.html

Codigo
UMEM

VMFI

VMFR

VMST

VPRI

VSTU

Nome

Memoria
disponivel

Entradas
disponiveis

Espaco
disponivel

Estado

Prioridade de
verificacao

Estado
Verificagao
Objeto

Servigo

SSM

SSM

SSM

SSM

BLDR, BARC

ERRO

Acao recomendada

Se a RAM disponivel ficar baixa, determine se este é
um problema de hardware ou software. Se nao for um
problema de hardware ou se a memoaria disponivel for
inferior a 50 MB (o limite de alarme predefinido),
contacte o suporte técnico.

Esta é uma indicacao de que é necessario um
armazenamento adicional. Entre em Contato com o
suporte técnico.

Se o valor de espaco disponivel ficar muito baixo
(consulte limiares de alarme), ele precisa ser
investigado se ha arquivos de log crescendo fora de
propor¢ao, ou objetos ocupando muito espago em
disco (veja limiares de alarme) que precisam ser
reduzidos ou excluidos.

Se o problema persistir, entre em Contato com o
suporte técnico.

Um alarme é acionado se o valor de Status para o
volume montado for desconhecido. Um valor
desconhecido ou Offline pode indicar que o volume
nao pode ser montado ou acessado devido a um
problema com o dispositivo de armazenamento
subjacente.

Por padrao, o valor da prioridade de verificacao é
adaptavel. Se a prioridade de verificagao estiver
definida como alta, um alarme é acionado porque a
verificacdo do armazenamento pode retardar as
operagdes normais do servico.

Selecione SUPPORT > Tools > Grid topology. Em
seguida, selecione site > grid node > LDR >
Storage > Overview > Main.

Verifique se existem sinais de erros no sistema
operativo ou no sistema de ficheiros.

Se o valor do Status de Verificagdo de Objeto for erro
desconhecido, ele geralmente indica um problema de
hardware ou sistema de arquivos de baixo nivel (erro
de e/S) que impede que a tarefa de Verificagao de
armazenamento acesse conteudo armazenado. Entre
em Contato com o suporte técnico.
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Codigo Nome Servigo Acao recomendada

XAMS Repositorios de  BADC, BARC, Verifique a conetividade de rede ao servidor que
auditoria BCLB, BCMN, hospeda o n6 Admin.

inalcancaveis BLDR, BNMS
Se o problema persistir, entre em Contato com o

suporte técnico.

Referéncia de ficheiros de registo

Referéncia de ficheiros de registo: Visao geral

O StorageGRID fornece logs que sédo usados para capturar eventos, mensagens de
diagndstico e condigcdes de erro. Vocé pode ser solicitado a coletar arquivos de log e
encaminha-los para o suporte técnico para ajudar na solugao de problemas.

Os logs séo categorizados da seguinte forma:

* "Registos do software StorageGRID"
* "Logs de implantagdo e manutengao"
* "Logs para software de terceiros"

» "Sobre o bycast.log"

Os detalhes fornecidos para cada tipo de log sao apenas para referéncia. Os registos destinam-

@ se a resolugao de problemas avangada por suporte técnico. Técnicas avangadas que envolvem
a reconstrucao do histérico de problemas usando os logs de auditoria e os arquivos de log do
aplicativo estdo além do escopo dessas instrugées.

Aceder aos registos

Para acessar os logs, vocé pode "colete arquivos de log e dados do sistema" de um ou mais nés como um
Unico arquivo de log. Ou, se 0 né Admin principal ndo estiver disponivel ou ndo conseguir alcangar um né
especifico, vocé podera acessar arquivos de log individuais para cada n6 de grade da seguinte forma:

1. Introduza o seguinte comando: ssh admin@grid node IP
2. Introduza a palavra-passe listada no Passwords . txt ficheiro.
3. Digite o seguinte comando para mudar para root: su -

4. Introduza a palavra-passe listada no Passwords . txt ficheiro.

Categorias de ficheiros de registo

O arquivo de log do StorageGRID contém os logs descritos para cada categoria e arquivos adicionais que
contém métricas e saida de comando de depuracgao.

Localizagao do arquivo Descrigao

auditoria Mensagens de auditoria geradas durante a operagdo normal do sistema.
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Localizagao do arquivo

base-os-logs

pacotes

cassandra

ce

grelha

grid.xml

grupos

instale

lumberjack.log

Lambda-arbitro

Métricas

miscd

mysq|

rede

nginx

nginx-gw

ntp

SO

outros

perf

Descrigdo

Informagdes basicas do sistema operacional, incluindo versées de imagem
StorageGRID.

Informagdes de configuragéo global (pacotes).

Informacdes do banco de dados Cassandra e Registros de reparo do Reaper.

Informacdes de VCSs sobre o né atual e as informagdes de grupo EC por ID de
perfil.

Logs gerais de grade incluindo debug (bycast.log) e servermanager logs.

Arquivo de configuragdo de grade compartilhado em todos os nés.

A alta disponibilidade agrupa métricas e logs.

Gdu-server e instalar logs.

Depurar mensagens relacionadas a colegéo de logs.

Logs relacionados a solicitagdo de proxy S3 Select.

Logs de servigo para Grafana, Jaeger, no exportador e Prometheus.

Registos de acesso e erro incorretos.

A configuragéo do banco de dados MariaDB e logs relacionados.

Logs gerados por scripts relacionados a rede e pelo servigo Dynip.

Arquivos e logs de configuragao de federagéo de grade e balanceador de carga.
Também inclui logs de trafego do Grid Manager e do Tenant Manager.

Arquivos e logs de configuragao de federagéo de grade e balanceador de carga.

Ficheiro de configuragao NTP e registos.

Arquivo de estado de n6 e grade, incluindo servigos pid.

Arquivos de log sob /var/local/log que ndo séo coletados em outras pastas.

Informacgdes de desempenho para CPU, rede e e/S de disco

163



Localizagdo do arquivo Descrigcao

prometheus-data Métricas atuais do Prometheus, se a colegéo de logs incluir dados do
Prometheus.

provisionamento Logs relacionados ao processo de provisionamento de grade.

jangada Registros do cluster de jangada usados em servigos de plataforma.

ssh Logs relacionados a configuragao e servigo SSH.

snmp Configuragédo do agente SNMP e listas de permissdo/negacao de alarme usadas

para enviar notificacdes SNMP.
sockets-dados Dados de sockets para depuragado de rede.

system-commands.txt Saida de comandos StorageGRID Container. Contém informagdes do sistema,
como utilizacéo de rede e disco.

Registos do software StorageGRID

Vocé pode usar logs do StorageGRID para solucionar problemas.

Se pretender enviar os seus registos para um servidor syslog externo ou alterar o destino das
informagdes de auditoria, como a bycast.log e nms. log, "Configurar mensagens de
auditoria e destinos de log"consulte .

Registos gerais do StorageGRID

Nome do ficheiro Notas Encontrado em

/var/local/log/bycast.log O arquivo primario de soluc¢ao de Todos os nos
problemas do StorageGRID. Selecione
SUPPORT > Tools > Grid topology.
Em seguida, selecione Site > Node >
SSM > Eventos.

/var/local/log/bycast-err.log Contém um subconjunto de Todos os nds
bycast.log (mensagens com ERRO
de gravidade e CRITICO). Mensagens
CRITICAS também s3o exibidas no
sistema. Selecione SUPPORT > Tools
> Grid topology. Em seguida,
selecione Site > Node > SSM >
Eventos.
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Nome do ficheiro

/var/local/core/

Registos relacionados com cifras

Nome do ficheiro

Ivar/local/log/ssh-config-generation.log

/var/local/log/nginx/config-
generation.log

Ivar/local/log/nginx-gw/config-
generation.log

/var/local/log/update-cipher-
configurations.log

Logs de federagao de grade

Nome do ficheiro

I/var/local/log/update_grid_federation_co
nfig.log

Registos NMS

Notas Encontrado em

Contém quaisquer arquivos de despejo  Todos 0s nos
de nucleo criados se o programa

terminar anormalmente. As possiveis

causas incluem falhas de assercao,

violacdes ou tempos limite de thread.

Nota: O arquivo
*/var/local/core/kexec_cmd
geralmente existe em nos de appliance
e ndo indica um erro.

Notas Encontrado em

Contém logs relacionados a geragdo de Todos os nds
configuragbes SSH e ao

recarregamento de servicos SSH.

Contém logs relacionados a geragédo de Todos os nds
configuragdes nginx e ao

recarregamento de servigos nginx.

Noés de administrador e
gateway

Contém logs relacionados a geragao de
configuragbes nginx-gw (e
recarregamento de servigos nginx-gw).

Contém logs relacionados a Todos os nos

configuragéo de politicas TLS e SSH.

Notas Encontrado em

Contém logs relacionados a geragédo de Todos os nés
configuragbes nginx e nginx-gw para

conexdes de federagao de grade.
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Nome do ficheiro

Ivar/local/log/nms.log

/var/local/log/nms.errlog

/var/local/log/nms.requestlog

Logs do Server Manager

Nome do ficheiro

Ivar/local/log/servermanager.log

/Var/local/log/GridstatBackend.errlog

/var/local/log/gridstat.errlog
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Notas

» Captura notificagdes do Grid
Manager e do Tenant Manager.

» Captura eventos relacionados a
operacao do servico NMS, por
exemplo, processamento de
alarmes, notificagdes por e-mail e
alteracdes de configuragao.

» Contém atualizagbes de pacotes
XML resultantes de alteracdes de
configuracgéo feitas no sistema.

« Contém mensagens de erro
relacionadas ao atributo
downsampling feito uma vez por
dia.

« Contém mensagens de erro do
servidor Web Java, por exemplo,
erros de geracdo de pagina e erros
HTTP Status 500.

Contém mensagens de erro
relacionadas as atualizagdes do banco
de dados MySQL.

Contém o fluxo de erro padrao (stderr)
dos servigos correspondentes. Ha um
arquivo de log por servigo. Esses
arquivos geralmente estéo vazios, a
menos que haja problemas com o
servico.

Contém informagdes sobre conexdes
de saida da API de gerenciamento para
servigos internos do StorageGRID.

Notas

Ficheiro de registo para a aplicacéo
Gestor de servidor em execugao no
servidor.

Ficheiro de registo para a aplicagao de
back-end GUI do Gestor de servidor.

Ficheiro de registo para a GUI do
Gestor de servidor.

Encontrado em

Nos de administracéo

Nos de administracéo

Nés de administragéo

Encontrado em

Todos os nds

Todos os nds

Todos os nds



Registos de servigos do StorageGRID

Nome do ficheiro

/var/local/log/acct.errlog

Ivar/local/log/adc.errlog

/var/local/log/ams.errlog

Ivar/local/log/arc.errlog

/var/local/log/cassandra/system.log

Ivar/local/log/cassandra-reaper.log

/var/local/log/cassandra-reaper.errlog

Ivar/local/log/chunk.errlog

/var/local/log/cmn.errlog

/var/local/log/cms.errlog

Ivar/local/log/cts.errlog

/var/local/log/dds.errlog

Notas

Contém o fluxo de erro padrao (stderr)

dos servigos correspondentes. Ha um
arquivo de log por servigo. Esses
arquivos geralmente estéo vazios, a
menos que haja problemas com o
servico.

Informacdes para o armazenamento de

metadados (banco de dados
Cassandra) que podem ser usadas se
ocorrerem problemas ao adicionar

novos nés de armazenamento ou se a

tarefa de reparo nodetool for
interrompida.

Informacdes para o servico Cassandra
Reaper, que executa reparos dos dados

no banco de dados Cassandra.

Informacgdes de erro para o servigo
Cassandra Reaper.

Esse arquivo de log pode estar
presente em sistemas que foram

atualizados a partir de uma versao mais

antiga do StorageGRID. Ele contém
informacdes legadas.

Esse arquivo de log so sera criado se o

tipo de destino for Cloud Tiering -
Simple Storage Service (S3).

Encontrado em

Noés de storage
executando o servigo
ADC

Noés de storage
executando o servigo
ADC

Nés de administragéo

Noés de arquivamento

Noés de storage

Noés de storage

Noés de storage

Nés de storage

Nés de administragcéo

Noés de storage

Nés de arquivamento

Noés de storage
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Nome do ficheiro

Ivar/local/log/dmv.errlog

Ivar/local/log/dynip*

Ivar/local/log/grafana.log

/var/local/log/hagroups.log

/var/local/log/hagroups_events.log

/var/local/log/idnt.errlog

/var/local/log/jaeger.log

/var/local/log/kstn.errlog

/var/local/log/lambda*

/var/local/log/Idr.errlog
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Notas

Contém logs relacionados ao servigo
dynip, que monitora a grade para

alteracdes dindmicas de IP e atualiza a

configuragao local.

O log associado ao servigo Grafana,
que é usado para visualizagdo de
métricas no Gerenciador de Grade.

O log associado a grupos de alta
disponibilidade.

Controla as alterac¢des de estado, como
a transigédo do backup para O MESTRE

ou FALHA.

O log associado ao servigo jaeger, que
€ usado para coleta de rastreamento.

Contém registos para o servigo S3
Select.

Encontrado em

Nés de storage

Todos os nds

Nos de administracéo

Nos de administracéo e
nos de gateway

Nos de administracéo e
nos de gateway

Noés de storage
executando o servigo
ADC

Todos os nds

Noés de storage
executando o servigo
ADC

Noés de administrador e
gateway

Apenas alguns nés de
Admin e Gateway contém
esse log. Consulte "S3
Selecione requisitos e
limitagdes para os nos de
administracéo e de
gateway".

Noés de storage


https://docs.netapp.com/pt-br/storagegrid-118/admin/manage-s3-select-for-tenant-accounts.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/manage-s3-select-for-tenant-accounts.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/manage-s3-select-for-tenant-accounts.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/manage-s3-select-for-tenant-accounts.html
https://docs.netapp.com/pt-br/storagegrid-118/admin/manage-s3-select-for-tenant-accounts.html

Nome do ficheiro

Ivar/local/log/miscd/*.log

/var/local/log/nginx/*.log

Ivar/local/log/nginx-gw/*.log

/var/local/log/nginx-gw/cgr-
access.log.gz

Ivar/local/log/nginx-gw/endpoint-
access.log.gz

Ivar/local/log/persistence*

/var/local/log/prometheus.log

Notas

Contém logs para o servico MISCd
(Information Service Control Daemon),
que fornece uma interface para
consultar e gerenciar servigos em
outros nds e para gerenciar
configuragbes ambientais no nd, como
consultar o estado dos servigos em
execugao em outros nos.

Contém logs para o servigo nginx, que
atua como um mecanismo de
autenticacao e comunicagao segura
para varios servigos de grade (como
Prometheus e Dynip) para poder falar
com servicos em outros nos através de
APIs HTTPS.

Contém logs gerais relacionados ao
servigco nginx-gw, incluindo logs de erro
e logs para as portas de administragdo
restritas em nés de administracao.

Contém registos de acesso
relacionados com o trafego de
replicacdo entre redes.

Contém logs de acesso para o servigo
Load Balancer, que fornece
balanceamento de carga de trafego S3
e Swift de clientes para nés de storage.

Contém logs para o servigo
Persistence, que gerencia arquivos no
disco raiz que precisam persistir
durante uma reinicializacao.

Para todos os nds, contém o log de
servigo de exportador de nds e o log de
servico de métricas ade-exportador.

For Admin node, também contém logs
para os servigos Prometheus e Alert
Manager.

Encontrado em

Todos os nds

Todos os nds

Nos de administracéo e
nos de gateway

Nos de administracéao,
nos de gateway ou
ambos, com base na
configuragéo da
federagao de grade.
Apenas encontrado na
grelha de destino para
replicacao entre grelha.

Nés de administragéo e
nos de gateway

Todos os nds

Todos os nds
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Nome do ficheiro

Ivar/local/log/raft.log

Ivar/local/log/rms.errlog

/var/local/log/ssm.errlog

/var/local/log/update-s3vs-domains.log

/var/local/log/update-snmp-firewall.*

Ivar/local/log/update-sysl.log

Ivar/local/log/update-traffic-classes.log

/var/local/log/update-utcn.log

Informacgdes relacionadas
"Sobre o bycast.log"

"USE AAPI REST DO S3"

Notas

Contém a saida da biblioteca usada
pelo servico RSM para o protocolo Raft.

Contém registos para o servico RSM
(Servigo de Maquina de Estado
replicado), que é utilizado para servigos
de plataforma S3.

Contém logs relacionados ao
processamento de atualizagbes para a
configuragdo de nomes de dominio
hospedados virtuais S3.consulte as
instrugcdes para implementar aplicativos
cliente S3.

Contém registos relacionados com as
portas de firewall a gerir para SNMP.

Contém logs relacionados as alteracdes
feitas na configuracao do syslog do
sistema.

Contém registos relacionados com
alteragdes na configuragao dos
classificadores de trafego.

Contém registos relacionados com o
modo rede Cliente n&o fidedigno neste
no.

Logs de implantagao e manutencgao

Encontrado em

Noés de storage com
servico RSM

Noés de storage com
servico RSM

Todos os nds

N6s de administrador e
gateway

Todos os nds

Todos os nds

Noés de administrador e
gateway

Todos os nds

Vocé pode usar os logs de implantagdo e manutengao para solucionar problemas.

Nome do ficheiro Notas

/var/local/log/install.l

og eventos de instalagao.
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Encontrado em

Criado durante a instalagao do software. Contém um registo dos Todos os nos


https://docs.netapp.com/pt-br/storagegrid-118/s3/index.html

Nome do ficheiro

/var/local/log/expans
ion-progress.log

Ivar/local/log/pa-
move.log

/var/local/log/pa-
move-new_pa.log

/var/local/log/pa-
move-old_pa.log

/var/local/log/gdu-
server.log

Ivar/local/log/send_a
dmin_hw.log

/var/local/log/upgrad
e.log

Notas Encontrado em

Criado durante operagdes de expansao. Contém um Registro Nés de storage
dos eventos de expanséo.

Criado durante a execugdo pa-move . sh do script. N6 de administragéo
principal

Criado durante a execugado pa-move. sh do script. N6 de administragcao
principal

Criado durante a execugdo pa-move . sh do script. N6 de administragéo
principal

Criado pelo servigo GDU. Contém eventos relacionados aos N6 de administracao

procedimentos de provisionamento e manutengéo gerenciados  principal
pelo n6 de administragcéo principal.

Criado durante a instalacdo. Contém informagdes de depuragdo Todos os nos
relacionadas as comunicagdes de um né com o no de
administragao principal.

Criado durante a atualizagao de software. Contém um registo Todos os nos
dos eventos de atualizacéo de software.

Logs para software de terceiros

Vocé pode usar os logs de software de terceiros para solucionar problemas.

Categoria Nome do ficheiro Notas Encontrado
em
Arquivamento /var/local/log/dsierror.log Informacgdes de erro para as APIs do cliente  Nos de
TSM. arquivamento
MySQL /var/local/log/mysql.err Arquivos de log gerados pelo MySQL. Nés de
Ivar/local/log/mysql-slow.log administracao

mysql .err captura erros de banco de dados
e eventos, como startups e paradas.

mysgl-slow.log (O log de consulta lenta)

captura as instru¢cdes SQL que levaram mais
de 10 segundos para serem executadas.
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Categoria Nome do ficheiro Notas Encontrado
em

Sistema /var/local/log/messages Este diretorio contém ficheiros de registo para Todos os nos
operacional o sistema operativo. Os erros contidos

nesses logs também s&o exibidos no

Gerenciador de Grade. Selecione SUPPORT

> Tools > Grid topology. Em seguida,

selecione topologia > Site > Node > SSM >

Eventos.

NTP Ivar/local/log/ntp.log /var/local/log/ntp.log Contém o Todos os nos
Ivar/lib/ntp/var/log/ntpstats/ arquivo de log para mensagens de erro NTP.

/var/lib/ntp/var/log/ntpstats/ O
diret6rio contém estatisticas de tempo NTP.

loopstats registra informacgdes estatisticas
de filtro de loop.

peerstats registra informagdes estatisticas
de pares.

Sobre o bycast.log

O arquivo /var/local/log/bycast.log € o principal arquivo de solugao de
problemas do software StorageGRID. Ha um bycast. 1log arquivo para cada no de
grade. O arquivo contém mensagens especificas para esse no de grade.

O ficheiro /var/local/log/bycast-err.log € um subconjunto "bycast.log'de . Ele contém mensagens
de ERRO de gravidade e CRITICAS.

Opcionalmente, vocé pode alterar o destino dos logs de auditoria e enviar informagdes de auditoria para um
servidor syslog externo. Os logs locais dos Registros de auditoria continuam a ser gerados e armazenados
quando um servidor syslog externo é configurado. "Configurar mensagens de auditoria e destinos de
log"Consulte .

Rotacao de ficheiros para bycast.log

Quando o bycast. log arquivo atinge 1 GB, o arquivo existente é salvo e um novo arquivo de log é iniciado.
O arquivo salvo é renomeado bycast.log.1 € 0 NOVO arquivo € bycast.log nomeado . Quando o novo
bycast.log atinge 1 GB, bycast.log.1 é renomeado e compactado para tornar bycast.log.2.gz, €

bycast.log é renomeado bycast.log.1.

O limite de rotagao para bycast.log é de 21 arquivos. Quando a versao 22nd do bycast . log arquivo é
criada, o arquivo mais antigo é excluido.

O limite de rotagao para bycast-err.log é de sete arquivos.
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Se um arquivo de log tiver sido compactado, vocé nao deve descompacta-lo para o mesmo
local em que foi escrito. A descompressao do arquivo para o mesmo local pode interferir com
os scripts de rotagdo de log.

Opcionalmente, vocé pode alterar o destino dos logs de auditoria e enviar informacgdes de auditoria para um
servidor syslog externo. Os logs locais dos Registros de auditoria continuam a ser gerados e armazenados
quando um servidor syslog externo é configurado. "Configurar mensagens de auditoria e destinos de
log"Consulte .

Informacgdes relacionadas

"Colete arquivos de log e dados do sistema"

Mensagens em bycast.log

As mensagens em bycast . log sdo escritas pelo ADE (Asynchronous Distributed Environment). ADE é o
ambiente de tempo de execugéo usado pelos servigos de cada né de grade.

Exemplo de mensagem ADE:

May 15 14:07:11 um-sec-rgl-agn3 ADE: [12455685 0357819531
SVMR EVHR 2019-05-05T27T17:10:29.784677| ERROR 0906 SVMR: Health
check on volume 3 has failed with reason 'TOUT'

As mensagens ADE contém as seguintes informacgdes:

Segmento de mensagens Valor no exemplo

ID de no 12455685

ID do processo ADE 0357819531

Nome do médulo SVMR

Identificador da mensagem EVHR

Hora do sistema UTC 2019-05-05T27T17:10:29,784677 (AAAA-MM-

DDTHH:MM:SS.UUUUUUUUUUUUUU)

Nivel de gravidade ERRO

Numero de rastreamento interno 0906

Mensagem SVMR: A verificagao do estado do volume 3 falhou com o motivo
"TOuT"
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Severidades da mensagem em bycast.log

As mensagens em bycast . log sao niveis de gravidade atribuidos.
Por exemplo:

* AVISO — ocorreu um evento que deve ser gravado. A maioria das mensagens de log estao nesse nivel.
* AVISO — ocorreu uma condigdo inesperada.
* ERROR — ocorreu Um erro importante que afetara as operacgdes.

« CRITICO — ocorreu uma condi¢do anormal que parou as operagdes normais. Vocé deve abordar a
condigao subjacente imediatamente. Mensagens criticas também séo exibidas no Gerenciador de Grade.
Selecione SUPPORT > Tools > Grid topology. Em seguida, selecione Site > né > SSM > Eventos.

Codigos de erro em bycast.log
A maioria das mensagens de erro no bycast . log contém codigos de erro.

Atabela a seguir lista cédigos nao numeéricos comuns em bycast . 1og. 0 significado exato de um codigo néo
numérico depende do contexto em que é relatado.

Codigo de erro Significado
SUCS Nenhum erro
GERR Desconhecido
CANC Cancelado
ABRT Abortado
SAIDA Tempo limite
INVL Invalido

NFND N&o encontrado
VERS Verséo

CONF Configuragao
FALHA Falha

ICPL Incompleto
CONCLUIDO Concluido
SUNV Servigo indisponivel
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A tabela a seguir lista os codigos de erro numéricos em bycast. log.

Numero de erro Cédigo de erro

001

002

003

004

005

006

007

008

009

010

011

012

013

014

015

016

017

018

019

020

021

EPERM

ENOENT

ESRCH

EINTR

EIO

ENXIO

E2BIG

ENOEXEC

EBADF

ECHILD

EAGAIN

ENOMEM

EACCES

EFAULT

ENOTBLK

EBUSY

EEXIST

EXDEV

ENODEV

ENOTDIR

EISDIR

Significado

Operacao nao permitida

Nenhum tal arquivo ou diretdrio

Nenhum tal processo

Chamada do sistema interrompida

Erro de e/S.

Nenhum dispositivo ou endereco

Lista de argumentos demasiado longa

Erro de formato Exec

Numero de ficheiro incorreto

Nenhum processo filho

Tente novamente

Sem memodria

Permissédo negada

Endereco incorreto

Bloquear dispositivo necessario

Dispositivo ou recurso ocupado

O ficheiro existe

Ligacdo entre dispositivos

Nenhum desses dispositivos

Nao é um diretério

E um diretdrio
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Numero de erro Cédigo de erro

022

023

024

025

026

027

028

029

030

031

032

033

034

035

036

037

038

039

040

041

042

043

176

EINVAL

ENFILE

EMFILE

ENOTTY

ETXTBSY

EFBIG

ENOSPC

ESPIPE

EROFS

EMLINK

EPIPE

EDOM

ERANGE

EDEADLK

ENAMETOOLONG

ENOLCK

ENOSYS

ENOTEMPTY

ELOOP

ENOMSG

EIDRM

Significado

Argumento invalido

Estouro da tabela de arquivos

Demasiados ficheiros abertos

Nao é uma maquina de escrever

Ficheiro de texto ocupado

Ficheiro demasiado grande

Nenhum espaco restante no dispositivo

Procura ilegal

Sistema de arquivos somente leitura

Demasiados links

Tubo quebrado

Argumento de matematica fora de dominio do func

Resultado matematico nao representavel

O bloqueio de recursos ocorreria

Nome do ficheiro demasiado longo

N&o existem bloqueios de registo disponiveis

Funcgéo n&do implementada

O diretério nao esta vazio

Muitos links simbdlicos encontrados

Nenhuma mensagem do tipo desejado

Identificador removido



Numero de erro Cédigo de erro

044

045

046

047

048

049

050

051

052

053

054

055

056

057

058

059

060

061

062

063

064

065

ECHRNG

EL2NSYNC

EL3HLT

EL3RST

ELNRNG

EUNATCH

ENOCSI

EL2HLT

EBADE

EBADR

EXFULL

ENOANO

EBADRQC

EBADSLT

EBFONT

ENOSTR

ENODATA

ETIME

ENOSR

ENONET

ENOPKG

Significado

Numero do canal fora do intervalo

Nivel 2 ndo sincronizado

Nivel 3 interrompido

Reposicao do nivel 3

Numero da ligagao fora do intervalo

Controlador de protocolo ndo anexado

Nenhuma estrutura CSI disponivel

Nivel 2 interrompido

Troca invalida

Descritor de solicitacéo invalido

Troca completa

Sem anodo

Cadigo de pedido invalido

Ranhura invalida

Formato de arquivo de fonte incorreto

Dispositivo nao é um fluxo

Nenhum dado disponivel

O temporizador expirou

Recursos fora de fluxos

A maquina n&o esta na rede

Pacote nao instalado
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Numero de erro Cédigo de erro Significado

066 EREMOTE O objeto é remoto

067 ENOLINK O link foi cortado

068 EADV Erro de anuncio

069 ESRMNT Erro Srmount

070 ECOMM Erro de comunicacao no envio

071 EPROTO Erro de protocolo

072 EMULTIHOP Tentativa de Multihop

073 EDOTDOT Erro especifico do RFS

074 EBADMSG Nao é uma mensagem de dados

075 EOVERFLOW Valor demasiado grande para o tipo de dados
definido

076 ENOTUNIQ Nome n&o exclusivo na rede

077 EBADFD Descritor de arquivo em mau estado

078 EREMCHG Endereco remoto alterado

079 ELIBACC Nao é Qo§sivel acessar uma biblioteca compartilhada
necessaria

080 ELIBBAD Acessando uma biblioteca compartilhada corrompida

081 ELIBSCN

082 ELIBMAX Tentando vincular em muitas bibliotecas

compartilhadas

083 ELIBEXEC Nao é possivel executar uma biblioteca
compartilhada diretamente

084 EILSEQ Sequéncia de bytes ilegal
085 ERESTART A chamada do sistema interrompida deve ser
reiniciada
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Numero de erro Cédigo de erro

086

087

088

089

090

091

092

093

094

095

096

097

098

099

100

101

102

103

104

105

106

107

ESTRPIPE

EUSERS

ENOTSOCK

EDESTADDRREQ

EMSGSIZE

EPROTOTYPE

ENOPROTOOPT

EPROTONOSUPPORT

ESOCKTNOSUPPORT

EOPNOTSUPP

EPFNOSUPPORT

EAFNOSUPPORT

EADDRINUSE

EADDRNOTAVAIL

ENETDOWN

ENETUNREACH

ENETRESET

ECONNABORTED

ECONNRESET

ENOBUFS

EISCONN

ENOTCONN

Significado

Erro no tubo de fluxos

Demasiados utilizadores

Funcionamento da tomada sem tomada

Enderego de destino obrigatorio

Mensagem demasiado longa

Protocolo tipo errado para socket

Protocolo nao disponivel

Protocolo ndo suportado

Tipo de soquete ndo suportado

Operacao nao suportada no terminal de transporte

Familia de protocolos ndo suportada

Familia de enderecos ndo suportada pelo protocolo

Endereco ja em uso

Nao é possivel atribuir o endereco solicitado

Arede esta inativa

A rede nao esta acessivel

A ligacao a rede foi interrompida devido a reposicao

O software fez com que a conexao terminasse

Conexao redefinida por ponto

Nenhum espaco de buffer disponivel

O terminal de transporte ja esta ligado

O terminal de transporte nao esta ligado
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Numero de erro Cédigo de erro

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

180

ESHUTDOWN

ETOOMANYREFS

ETIMEDOUT

ECONNREFUSED

EHOSTDOWN

EHOSTUNREACH

EALREADY

EINPROGRESS

EUCLEAN

ENOTNAM

ENAVAIL

EISNAM

EREMOTEIO

EDQUOT

ENOMEDIUM

EMEDIUMTYPE

ECANCELED

ENOKEY

EKEYEXPIRED

EKEYREVOKED

Significado

N&o é possivel enviar apds o encerramento do
endpoint de transporte

Muitas referéncias: nao é possivel unir

Tempo de ligagédo esgotado

Ligacao recusada

O host esta inativo

Nenhuma rota para o host

Operagao ja em curso

Operagao agora em andamento

Estrutura precisa de limpeza

N&o é um arquivo de tipo chamado XENIX
N&o ha semaforos XENIX disponiveis
E um arquivo de tipo nomeado

Erro de e/S remota

Quota excedida

Nenhum meio encontrado

Tipo médio errado

Operagao cancelada

Chave necessaria nao disponivel

A chave expirou

A chave foi revogada



Numero de erro Cédigo de erro Significado

129 EKEYREJECTED A chave foi rejeitada pelo servigo de reviséo
130 EOWNERDEAD Para mutexes robustos: O proprietario morreu
131 ENOTRECOVERABLE Para mutexes robustos: Estado ndo recuperavel

Configurar destinos de mensagens de auditoria e de log

Consideragoes para usar um servidor syslog externo

Um servidor syslog externo € um servidor fora do StorageGRID que vocé pode usar para
coletar informagdes de auditoria do sistema em um unico local. O uso de um servidor
syslog externo permite reduzir o trafego de rede em seus nés de administracéo e
gerenciar as informag¢des com mais eficiéncia. Para StorageGRID, o formato de pacote
de mensagens syslog de saida é compativel com RFC 3164.

Os tipos de informagdes de auditoria que vocé pode enviar para o servidor syslog externo incluem:

* Logs de auditoria contendo as mensagens de auditoria geradas durante a operagao normal do sistema
« Eventos relacionados a seguranga, como logins e escalagdes para o root

* Logs de aplicativos que podem ser solicitados se for necessario abrir um caso de suporte para solucionar
um problema encontrado

Quando usar um servidor syslog externo

Um servidor syslog externo é especialmente util se vocé tiver uma grade grande, usar varios tipos de
aplicativos S3 ou quiser reter todos os dados de auditoria. O envio de informagbes de auditoria para um
servidor syslog externo permite que voceé:

» Colete e gerencie informagdes de auditoria, como mensagens de auditoria, logs de aplicativos e eventos
de seguranga com mais eficiéncia.

» Reduza o trafego de rede nos nés de administragéo porque as informacgdes de auditoria sdo transferidas
diretamente dos varios nés de storage para o servidor syslog externo, sem ter que passar por um né de
administracao.

Quando os logs séo enviados para um servidor syslog externo, logs Unicos maiores que
@ 8.192 bytes sao truncados no final da mensagem para estar em conformidade com as
limitagdes comuns em implementag¢des de servidor syslog externo.

Para maximizar as opgdes de recuperagcao completa de dados em caso de falha do servidor
@ syslog externo, até 20 GB de logs locais de Registros de auditoria (Localaudit.log) sédo
mantidos em cada no.
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Como configurar um servidor syslog externo

Para saber como configurar um servidor syslog externo, "Configurar mensagens de auditoria e servidor syslog
externo"consulte .

Se vocé pretende configurar o uso do protocolo TLS ou RELP/TLS, vocé deve ter os seguintes certificados:

 Certificados de CA do servidor: Um ou mais certificados de CA confiaveis para verificar o servidor
syslog externo na codificagcao PEM. Se omitido, o certificado padrao da CA de grade sera usado.

« Certificado de cliente: O certificado de cliente para autenticagao para o servidor syslog externo na
codificagado PEM.

* Chave privada do cliente: Chave privada para o certificado do cliente na codificagcdo PEM.

Se vocé usar um certificado de cliente, vocé também deve usar uma chave privada de
cliente. Se vocé fornecer uma chave privada criptografada, vocé também deve fornecer a

@ senha. Nao ha beneficio significativo de seguranga ao usar uma chave privada
criptografada porque a chave e a senha devem ser armazenadas; usar uma chave privada
nao criptografada, se disponivel, € recomendado para simplificar.

Como estimar o tamanho do servidor syslog externo

Normalmente, sua grade é dimensionada para alcangar uma taxa de transferéncia necessaria, definida em
termos de S3 operagdes por segundo ou bytes por segundo. Por exemplo, vocé pode ter um requisito de que
sua grade lide com 1.000 S3 operagoes por segundo, ou 2.000 MB por segundo, de inclusdes e recuperagoes
de objetos. Vocé deve dimensionar seu servidor syslog externo de acordo com os requisitos de dados da sua
grade.

Esta secao fornece algumas formulas heuristicas que ajudam a estimar a taxa e o tamanho médio de
mensagens de log de varios tipos que seu servidor syslog externo precisa ser capaz de lidar, expressas em
termos das carateristicas de desempenho conhecidas ou desejadas da grade (S3 operacgdes por segundo).

Use S3 operagoes por segundo em formulas de estimativa

Se sua grade foi dimensionada para uma taxa de transferéncia expressa em bytes por segundo, vocé deve
converter esse dimensionamento em S3 operacgdes por segundo para usar as féormulas de estimativa. Para
converter a taxa de transferéncia de grade, primeiro vocé deve determinar o tamanho médio do objeto, o que
pode ser feito usando as informagdes em logs e métricas de auditoria existentes (se houver), ou usando seu
conhecimento dos aplicativos que usaréo o StorageGRID. Por exemplo, se sua grade foi dimensionada para
obter uma taxa de transferéncia de 2.000 MB/segundo e o tamanho médio do objeto € de 2 MB, entédo sua
grade foi dimensionada para ser capaz de lidar com 1.000 S3 operagdes por segundo (2.000 MB / 2 MB).

As formulas para o dimensionamento externo do servidor syslog nas seg¢des a seguir fornecem
estimativas de casos comuns (em vez de estimativas de casos piores). Dependendo da sua

@ configuragéo e carga de trabalho, vocé pode ver uma taxa maior ou menor de mensagens
syslog ou volume de dados syslog do que as formulas predizem. As férmulas devem ser
usadas apenas como diretrizes.

Férmulas de estimativa para logs de auditoria

Se vocé ndo tiver informacgdes sobre sua carga de trabalho S3 além do numero de S3 operagdes por segundo
que sua grade deve suportar, vocé pode estimar o volume de logs de auditoria que seu servidor syslog
externo precisara manipular usando as seguintes formulas, partindo do pressuposto de que vocé deixa os
niveis de auditoria definidos para os valores padrao (todas as categorias definidas como normal, exceto
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armazenamento, que esta definido como erro):

Audit Log Rate = 2 x S3 Operations Rate
Audit Log Average Size = 800 bytes

Por exemplo, se sua grade for dimensionada para 1.000 S3 operagbes por segundo, seu servidor syslog
externo deve ser dimensionado para suportar 2.000 mensagens syslog por segundo e deve ser capaz de
receber (e normalmente armazenar) dados de log de auditoria a uma taxa de 1,6 MB por segundo.

Se vocé sabe mais sobre sua carga de trabalho, estimativas mais precisas séo possiveis. Para logs de
auditoria, as variaveis adicionais mais importantes sdo a porcentagem de S3 operagdes que sdo puts (vs.
GETS), e o tamanho médio, em bytes, dos S3 campos a seguir (abreviagdes de 4 carateres usadas na tabela
sdo nomes de campos de log de auditoria):

Caddigo Campo Descrigao
SACC S3 Nome da conta do locatario O nome da conta de locatario para
(remetente da solicitagéo) 0 usuario que enviou a solicitacao.

Vazio para pedidos anénimos.

SBAC S3 Nome da conta do locatario O nome da conta do locatario para
(proprietario do balde) o proprietario do bucket. Usado
para identificar acesso entre contas
ou andnimo.
S3BK Balde S3 O nome do bucket S3.
S3KY Tecla S3 O nome da chave S3, néo

incluindo o nome do intervalo. As
operagdes em baldes nao incluem
este campo.

Vamos usar P para representar a porcentagem de S3 operagdes que séo puts, onde 0 < P <1 (assim, para
uma carga de trabalho DE 100% PUT, P 1, e para uma carga de trabalho DE 100% GET, P 0).

Vamos usar K para representar o tamanho médio da soma dos nomes de conta S3, bucket S3 e chave S3.
Suponha que o0 nome da conta S3 seja sempre my-S3-account (13 bytes), buckets tém nomes de
comprimento fixo como /my/application/bucket-12345 (28 bytes), e objetos tém chaves de comprimento fixo
como 5733a5d7-f069-41ef-8fbd-13247494c69c (36 bytes). Entdo o valor de K é 90 (13-13-28-36).

Se vocé puder determinar valores para P e K, podera estimar o volume de logs de auditoria que seu servidor
syslog externo precisara manipular usando as seguintes férmulas, partindo do pressuposto de que vocé deixa

os niveis de auditoria definidos para os padrdes (todas as categorias definidas como normal, exceto
armazenamento, que esta definido como erro):

Audit Log Rate = ((2 x P) + (1 - P)) x S3 Operations Rate
Audit Log Average Size = (570 + K) bytes

Por exemplo, se sua grade for dimensionada para 1.000 S3 operagdes por segundo, sua carga de trabalho é

183



de 50% puts, e seus nomes de conta S3, nomes de bucket e nomes de objetos tém uma média de 90 bytes,
seu servidor syslog externo deve ser dimensionado para suportar 1.500 mensagens syslog por segundo e
deve ser capaz de receber (e normalmente armazenar) dados de log de auditoria a uma taxa de
aproximadamente 1 MB por segundo.

Foérmulas de estimativa para niveis de auditoria ndao padrao

As formulas fornecidas para logs de auditoria assumem o uso de configuragdes de nivel de auditoria padrao
(todas as categorias definidas como normal, exceto armazenamento, que é definido como erro). Férmulas
detalhadas para estimar a taxa e o tamanho médio das mensagens de auditoria para configuragdes de nivel
de auditoria ndo padrao nao estio disponiveis. No entanto, a tabela a seguir pode ser usada para fazer uma
estimativa aproximada da taxa; vocé pode usar a férmula de tamanho médio fornecida para logs de auditoria,
mas esteja ciente de que é provavel que isso resulte em uma estimativa excessiva porque as mensagens de
auditoria "extra" sdo, em média, menores do que as mensagens de auditoria padrao.

Condigao Formula

Replicagado: Niveis de auditoria todos definidos como Taxa de log de auditoria: 8 x S3 taxa de operagdes
Debug ou normal

Codificagao de apagamento: Niveis de auditoria Use a mesma formula que para as configuragoes
todos definidos como Debug ou normal padréao

Férmulas de estimativa para eventos de seguranga

Os eventos de seguranga nao estao correlacionados com as operag¢des do S3 e normalmente produzem um
volume insignificante de logs e dados. Por estas razdes, ndo sao fornecidas formulas de estimativa.

Férmulas de estimativa para logs de aplicativos

Se vocé nao tiver informagdes sobre sua carga de trabalho S3 além do numero de S3 operagbes por segundo
que sua grade deve suportar, vocé pode estimar o volume de Registros de aplicativos que seu servidor syslog
externo precisara lidar com as seguintes formulas:

Application Log Rate = 3.3 x S3 Operations Rate
Application Log Average Size = 350 bytes

Assim, por exemplo, se sua grade for dimensionada para 1.000 S3 operagbes por segundo, seu servidor
syslog externo deve ser dimensionado para suportar 3.300 Registros de aplicativos por segundo e ser capaz
de receber (e armazenar) dados de log de aplicativos a uma taxa de cerca de 1,2 MB por segundo.

Se vocé sabe mais sobre sua carga de trabalho, estimativas mais precisas séo possiveis. Para logs de
aplicativos, as variaveis adicionais mais importantes sdo a estratégia de protecdo de dados (replicagao vs.
Codificagéo de apagamento), a porcentagem de operagdes S3 que sao puts (vs. Gets/other) e o tamanho
meédio, em bytes, dos S3 campos a seguir (abreviagdes de 4 carateres usadas na tabela sdo nomes de
campos de log de auditoria):
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Codigo Campo Descrigao

SACC S3 Nome da conta do locatario O nome da conta de locatario para
(remetente da solicitagéo) 0 usuario que enviou a solicitagao.
Vazio para pedidos anénimos.

SBAC S3 Nome da conta do locatario O nome da conta do locatario para
(proprietario do balde) o proprietario do bucket. Usado
para identificar acesso entre contas
ou anbénimo.
S3BK Balde S3 O nome do bucket S3.
S3KY Tecla S3 O nome da chave S3, nao

incluindo o nome do intervalo. As
operagdes em baldes ndo incluem
este campo.

Exemplo de estimativas de dimensionamento

Esta secao explica exemplos de como usar as férmulas de estimativa para grades com os seguintes métodos
de protegao de dados:
* Replicagcao

» Codificagdo de apagamento

Se vocé usar a replicagao para protecao de dados

Deixe P representar a porcentagem de S3 operagdes que séo colocadas, onde 0 < P <1 (assim, para uma
carga de trabalho DE 100% PUT, P 1 e para uma carga de trabalho DE 100% GET, P 0).

Deixe K representar o tamanho médio da soma dos S3 nomes de conta, S3 bucket e S3 key. Suponha que o
nome da conta S3 seja sempre my-S3-account (13 bytes), buckets tém nomes de comprimento fixo como
/my/application/bucket-12345 (28 bytes), e objetos tém chaves de comprimento fixo como 5733a5d7-f069-
41ef-8fbd-13247494c69c (36 bytes). Entao K tem um valor de 90 (13-13-28-36).

Se vocé puder determinar valores para P e K, vocé pode estimar o volume de logs de aplicativos que seu
servidor syslog externo tera que ser capaz de lidar com as seguintes férmulas.

Application Log Rate = ((1.1 x P) + (2.5 x (1 - P))) x S3 Operations Rate
Application Log Average Size = (P x (220 + K)) + ((1 - P) x (240 + (0.2 x
K))) Bytes

Assim, por exemplo, se sua grade é dimensionada para 1.000 S3 operagdes por segundo, sua carga de
trabalho é de 50% puts e seus nomes de conta S3, nomes de bucket e nomes de objetos tém uma média de
90 bytes, seu servidor syslog externo deve ser dimensionado para suportar 1800 Registros de aplicativos por
segundo e recebera (e normalmente armazenara) dados de aplicativos a uma taxa de 0,5 MB por segundo.
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Se vocé usar codificagdo de apagamento para protecao de dados

Deixe P representar a porcentagem de S3 operagdes que séo colocadas, onde 0 <P < 1 (assim, para uma
carga de trabalho DE 100% PUT, P 1 e para uma carga de trabalho DE 100% GET, P 0).

Deixe K representar o tamanho médio da soma dos S3 nomes de conta, S3 bucket e S3 key. Suponha que o
nome da conta S3 seja sempre my-S3-account (13 bytes), buckets tém nomes de comprimento fixo como
/my/application/bucket-12345 (28 bytes), e objetos tém chaves de comprimento fixo como 5733a5d7-f069-
41ef-8fbd-13247494c69c (36 bytes). Entao K tem um valor de 90 (13-13-28-36).

Se vocé puder determinar valores para P e K, vocé pode estimar o volume de logs de aplicativos que seu
servidor syslog externo tera que ser capaz de lidar com as seguintes férmulas.

Application Log Rate = ((3.2 x P) + (1.3 x (1 - P))) x S3 Operations Rate
Application Log Average Size = (P x (240 + (0.4 x K))) + ((1 - P) x (185 +
(0.9 x K))) Bytes

Assim, por exemplo, se sua grade é dimensionada para 1.000 S3 operagdes por segundo, sua carga de
trabalho é de 50% puts e seus nomes de conta S3, nomes de bucket e nomes de objetos tém uma média de
90 bytes, seu servidor syslog externo deve ser dimensionado para suportar 2.250 Registros de aplicativos por
segundo e deve ser capaz de receber (e normalmente armazenar) dados de aplicativos a uma taxa de 0,6 MB
por segundo.

Configurar mensagens de auditoria e servidor syslog externo

Pode configurar varias definigdes relacionadas com mensagens de auditoria. Vocé pode
ajustar o numero de mensagens de auditoria registradas; definir quaisquer cabecgalhos
de solicitagcao HTTP que vocé deseja incluir em mensagens de auditoria de leitura e
gravacgao de cliente; configurar um servidor syslog externo; e especificar onde os logs de
auditoria, logs de eventos de seguranca e logs de software do StorageGRID séao
enviados.

Mensagens de auditoria e logs Registram atividades do sistema e eventos de seguranga, e sao ferramentas
essenciais para monitoramento e solugdo de problemas. Todos os nés do StorageGRID geram mensagens de
auditoria e logs para rastrear a atividade e os eventos do sistema.

Opcionalmente, vocé pode configurar um servidor syslog externo para salvar informagdes de auditoria
remotamente. O uso de um servidor externo minimiza o impactos no desempenho do Registro de mensagens
de auditoria sem reduzir a integridade dos dados de auditoria. Um servidor syslog externo é especialmente util
se vocé tiver uma grade grande, usar varios tipos de aplicativos S3 ou quiser reter todos os dados de
auditoria. "Consideracdes para servidor syslog externo"Consulte para obter detalhes.

Antes de comecgar

* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.
* Vocé tem o "Permissao de manutencéo ou acesso root".

» Se vocé planeja configurar um servidor syslog externo, revisou o "consideracdes para usar um servidor
syslog externo" e garantiu que o servidor tem capacidade suficiente para receber e armazenar os arquivos
de log.

* Se vocé planeja configurar um servidor syslog externo usando o protocolo TLS ou RELP/TLS, vocé tera a
CA de servidor e os certificados de cliente necessarios e a chave privada do cliente.
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Alterar os niveis de mensagens de auditoria

Vocé pode definir um nivel de auditoria diferente para cada uma das seguintes categorias de mensagens no
log de auditoria:

Categoria de auditoria Predefinicao Mais informacgoes

Sistema Normal "Mensagens de auditoria do
sistema"

Armazenamento Erro "Mensagens de auditoria de

armazenamento de objetos"

Gerenciamento Normal "Mensagem de auditoria de

gerenciamento”

O cliente 1& Normal "O cliente |1é mensagens de
auditoria"

O cliente escreve Normal "O cliente escreve mensagens de
auditoria"

ILM Normal "Mensagens de auditoria ILM"

Replicagao entre grade Erro "CGRR: Solicitagao de replicacao

®
®

Passos

de Grade cruzada"

Esses padrdes se aplicam se vocé instalou inicialmente o StorageGRID usando a versao 10,3
ou posterior. Se vocé usou inicialmente uma versao anterior do StorageGRID, o padrao para
todas as categorias € definido como normal.

Durante as atualizagdes, as configuragdes de nivel de auditoria ndo entrardo em vigor
imediatamente.

1. Selecione CONFIGURATION > Monitoring > Audit and syslog Server.

2. Para cada categoria de mensagem de auditoria, selecione um nivel de auditoria na lista suspensa:

Nivel de auditoria Descrigédo

Desligado Nenhuma mensagem de auditoria da categoria é registrada.

Erro Somente mensagens de erro sdo registradas - mensagens de auditoria para
as quais o codigo de resultado nao foi "bem-sucedido" (SUCS).

Normal As mensagens transacionais padrao sao registradas - as mensagens listadas

nestas instru¢des para a categoria.
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Nivel de auditoria Descrigédo

Depurar Obsoleto. Este nivel comporta-se da mesma forma que o nivel normal de
auditoria.

As mensagens incluidas para qualquer nivel particular incluem aquelas que seriam registradas nos niveis
mais altos. Por exemplo, o nivel normal inclui todas as mensagens de erro.

Se vocé nao precisar de um Registro detalhado das operagdes de leitura de cliente para
@ seus aplicativos S3, altere opcionalmente a configuragéo leitura de cliente para erro para
diminuir o numero de mensagens de auditoria registradas no log de auditoria.

3. Selecione Guardar.

Um banner verde indica que sua configuracao foi salva.

Definir cabegalhos de solicitagcdo HTTP

Opcionalmente, vocé pode definir qualquer cabegalho de solicitagdo HTTP que deseja incluir nas mensagens
de auditoria de leitura e gravagéao de cliente. Estes cabegalhos de protocolo aplicam-se apenas as solicitagdes
S3 e Swift.

Passos

1. Na secao cabecalhos de protocolo de auditoria, defina os cabecalhos de solicitagdo HTTP que vocé
deseja incluir nas mensagens de auditoria de leitura e gravagé&o do cliente.

Use um asterisco () como curinga para corresponder a zero ou mais carateres. Use a sequéncia de
escape () para corresponder a um asterisco literal.

2. Selecione Adicionar outro cabegalho para criar cabecalhos adicionais, se necessario.

Quando cabegalhos HTTP sao encontrados em uma solicitagado, eles sao incluidos na mensagem de
auditoria sob o campo HTRH.

@ Os cabecalhos de solicitagao de protocolo de auditoria sao registrados somente se o nivel
de auditoria para leitura do cliente ou gravacoes do cliente nao for desativado.

3. Selecione Guardar

Um banner verde indica que sua configuracao foi salva.

Use um servidor syslog externo

Opcionalmente, vocé pode configurar um servidor syslog externo para salvar logs de auditoria, logs de
aplicativos e logs de eventos de seguranga em um local fora da grade.

@ Se vocé ndo quiser usar um servidor syslog externo, pule esta etapa e va para Selecione
destinos de informacdes de auditoria.
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Se as opgdes de configuracao disponiveis neste procedimento ndo forem flexiveis o suficiente
para atender aos seus requisitos, opgbes de configuragao adicionais podem ser aplicadas

usando os audit-destinations endpoints, que estdo na seg¢do API privada do "API de
gerenciamento de grade". Por exemplo, vocé pode usar a API se quiser usar diferentes
servidores syslog para diferentes grupos de nds.

Insira as informacodes do syslog

Acesse o assistente Configurar servidor syslog externo e fornega as informagdes que o StorageGRID precisa
para acessar o servidor syslog externo.

Passos

1. Na pagina servidor de auditoria e syslog, selecione Configurar servidor syslog externo. Ou, se tiver
configurado anteriormente um servidor syslog externo, selecione Editar servidor syslog externo.

O assistente Configurar servidor syslog externo é exibido.
2. Para a etapa Enter syslog info do assistente, insira um nome de dominio totalmente qualificado valido ou

um endereco IPv4 ou IPv6 para o servidor syslog externo no campo Host.

3. Insira a porta de destino no servidor syslog externo (deve ser um nimero inteiro entre 1 e 65535). A porta
padréo € 514.

4. Selecione o protocolo usado para enviar informagdes de auditoria para o servidor syslog externo.
Recomenda-se a utilizagao de TLS ou RELP/TLS. Vocé deve carregar um certificado de servidor para

usar qualquer uma dessas opcodes. O uso de certificados ajuda a proteger as conexdes entre a grade e o
servidor syslog externo. Para obter mais informagdes, "Gerenciar certificados de seguranca"consulte .

Todas as opgbdes de protocolo exigem suporte e configuragao do servidor syslog externo. Vocé deve
escolher uma opgédo compativel com o servidor syslog externo.

O Protocolo de Registro de Eventos confiavel (RELP) estende a funcionalidade do protocolo
@ syslog para fornecer entrega confiavel de mensagens de eventos. O uso do RELP pode
ajudar a evitar a perda de informagdes de auditoria se o servidor syslog externo tiver que
reiniciar.
5. Selecione continuar.

6. se voceé selecionou TLS ou RELP/TLS, carregue os certificados CA do servidor, o certificado de cliente e
a chave privada do cliente.

a. Selecione Procurar para o certificado ou chave que deseja usar.
b. Selecione o arquivo de certificado ou chave.

c. Selecione Open para carregar o ficheiro.

Uma verificagdo verde é exibida ao lado do nome do arquivo do certificado ou chave, notificando que
ele foi carregado com sucesso.

7. Selecione continuar.

Gerenciar o contetido do syslog

Vocé pode selecionar quais informagdes enviar para o servidor syslog externo.
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Passos

1. Para a etapa Manage syslog Content do assistente, selecione cada tipo de informagéo de auditoria que
deseja enviar para o servidor syslog externo.
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o * Enviar logs de auditoria®: Envia eventos do StorageGRID e atividades do sistema

o * Enviar eventos de seguranca*: Envia eventos de seguranga, como quando um usuario nao
autorizado tenta entrar ou um usuario faz login como root

o * Enviar logs de aplicativos*: Envia arquivos de log Uteis para solugao de problemas, incluindo:

bycast-err.log

bycast.log

jaeger.log

nms . log (Somente nés de administragéo)
prometheus.log

raft.log

hagroups.log

Para obter informacdes sobre os logs do software StorageGRID, "Registos do software
StorageGRID"consulte .

Use 0s menus suspensos para selecionar a gravidade e a facilidade (tipo de mensagem) para cada
categoria de informacgdes de auditoria que vocé deseja enviar.

Definir os valores de gravidade e facilidade pode ajuda-lo a agregar os logs de maneiras personalizaveis
para facilitar a analise.

a. Para severidade, selecione passagem ou selecione um valor de gravidade entre O e 7.

Se selecionar um valor, o valor selecionado sera aplicado a todas as mensagens deste tipo. As
informacgdes sobre diferentes gravidades serdo perdidas se vocé substituir a gravidade com um valor
fixo.

Gravidade Descrigcao

Passagem Cada mensagem enviada para o syslog externo para ter o mesmo valor de

gravidade que quando foi registrada localmente no no:

» Para logs de auditoria, a gravidade é "info".

« Para eventos de seguranga, os valores de gravidade sdo gerados pela
distribuigédo Linux nos nos.

» Para logs de aplicativos, as severidades variam entre "info" e "notice",
dependendo do problema. Por exemplo, adicionar um servidor NTP e
configurar um grupo HA da um valor de "info", enquanto parar
intencionalmente o servico SSM ou RSM da um valor de "notice".

Emergéncia: O sistema nao pode ser utilizado

Alerta: A agdo deve ser tomada imediatamente



Gravidade Descrigao

2 Critico: Condicoes criticas

3 Erro: Condicbes de erro

4 Aviso: Condigbes de aviso

5 Aviso: Condi¢ao normal, mas significativa
6 Informativo: Mensagens informativas

7 Debug: Mensagens no nivel de depuragao

b. Para Facilty, selecione Passthrough ou selecione um valor de instalagéo entre 0 e 23.

Se vocé selecionar um valor, ele sera aplicado a todas as mensagens desse tipo. Informagdes sobre
diferentes instalagbes serdo perdidas se vocé substituir as instalagdes com um valor fixo.
Instalagao Descricao

Passagem Cada mensagem enviada para o syslog externo para ter o mesmo valor de
instalagao que quando foi registrada localmente no no:

+ Para logs de auditoria, a instalagao enviada para o servidor syslog externo
€ "local7".

* Para eventos de segurancga, os valores das instalagbes s&o gerados pela
distribuigao linux nos nos.

 Para logs de aplicativos, os logs de aplicativos enviados para o servidor
syslog externo tém os seguintes valores de instalagao:

° bycast.log: usuario ou daemon

° bycast-err.log: usuario, daemon, local3 ou local4
° jaeger.log: local2

° nms.log: local3

° prometheus.log: local4

° raft.log: localb

° hagroups.log: local6

0 kern (mensagens do kernel)

1 utilizador (mensagens no nivel do utilizador)

2 e-mail
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3. Selecione continuar.
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Instalagao

3

10

11

12

13

14

15

16

17

18

19

20

21

22

23

Descrigédo

daemon (daemons do sistema)

auth (mensagens de seguranga/autorizagao)

syslog (mensagens geradas internamente pelo syslogd)

Ipr (subsistema de impressora de linha)

noticias (subsistema de noticias de rede)

UucCpP

cron (daemon de reldgio)

seguranca (mensagens de seguranga/autorizagéo)

FTP

NTP

logaudit (auditoria de log)

alerta de registo (alerta de registo)

relogio (daemon de reldgio)

localO

local1

local2

local3

local4

local5

local6

local7



Enviar mensagens de teste

Antes de comecar a usar um servidor syslog externo, vocé deve solicitar que todos os nos da grade enviem
mensagens de teste para o servidor syslog externo. Vocé deve usar essas mensagens de teste para ajuda-lo
a validar toda a infraestrutura de coleta de logs antes de se comprometer a enviar dados para o servidor
syslog externo.

Nao use a configuragdo do servidor syslog externo até confirmar que o servidor syslog externo
recebeu uma mensagem de teste de cada né na grade e que a mensagem foi processada
conforme esperado.

Passos

1.

Se vocé nao quiser enviar mensagens de teste porque vocé tem certeza de que seu servidor syslog
externo esta configurado corretamente e pode receber informagdes de auditoria de todos os ndés em sua
grade, selecione Skip and finish.

Um banner verde indica que a configuragéo foi salva.

. Caso contrario, selecione Enviar mensagens de teste (recomendado).

Os resultados do teste aparecem continuamente na pagina até que vocé pare o teste. Enquanto o teste
estiver em andamento, suas mensagens de auditoria continuam sendo enviadas para os destinos
configurados anteriormente.

. Se vocé receber algum erro durante a configuragao do servidor syslog ou em tempo de execugéo, corrija-

o e selecione Enviar mensagens de teste novamente.

"Solucionar problemas de um servidor syslog externo"Consulte para ajuda-lo a resolver quaisquer erros.

. Aguarde até que vocé veja um banner verde indicando que todos os nos passaram no teste.

5. Verifique o servidor syslog para determinar se as mensagens de teste estdo sendo recebidas e

processadas conforme esperado.

@ Se vocé estiver usando UDP, verifique toda a sua infraestrutura de cole¢ao de logs. O
protocolo UDP n&o permite uma deteg¢ao de erros tao rigorosa como os outros protocolos.

. Selecione Parar e terminar.

Vocé sera devolvido a pagina servidor de auditoria e syslog. Um banner verde indica que a
configuragéo do servidor syslog foi salva.

@ As informagdes de auditoria do StorageGRID n&o sao enviadas para o servidor syslog
externo até que vocé selecione um destino que inclua o servidor syslog externo.

Selecione destinos de informag¢oées de auditoria

Vocé pode especificar onde os logs de auditoria, logs de eventos de seguranga e "Registos do software
StorageGRID" sao enviados.
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®

Passos

O StorageGRID usa o padrao de destinos de auditoria de n6 local e armazena as informagbes
de auditoria no /var/local/log/localaudit.log.

Ao usar /var/local/log/localaudit.log o , as entradas de log de
auditoria do Gerenciador de Grade e do Gerenciador de locatdrio podem
ser enviadas para um ndé de armazenamento. Vocé pode encontrar qual nd
tem as entradas mais recentes usando o “run-each-node --parallel "zgrep
MGAU /var/local/log/localaudit.log | tail" comando.

Alguns destinos s6 estao disponiveis se tiver configurado um servidor syslog externo.

1. Na pagina servidor de auditoria e syslog, selecione o destino para informagdes de auditoria.

Opcao

Somente nés locais e servidor syslog externo normalmente fornecem melhor
desempenho.

Descricao

Somente nos locais (padrao) As mensagens de auditoria, os logs de eventos de seguranga e 0s

logs de aplicativos ndo sédo enviados para os nos de administragao.
Em vez disso, eles s&o salvos apenas nos nos que os geraram ("o no
local"). As informagdes de auditoria geradas em cada n6 local séao
armazenadas no /var/local/log/localaudit.log.

Nota: O StorageGRID remove periodicamente logs locais em uma
rotagdo para liberar espago. Quando o arquivo de log de um né
atinge 1 GB, o arquivo existente é salvo e um novo arquivo de log é
iniciado. O limite de rotagédo para o log € de 21 arquivos. Quando a
versao 22nd do arquivo de log é criada, o arquivo de log mais antigo
€ excluido. Em média, cerca de 20 GB de dados de log sao
armazenados em cada no.

Nés de administragdo/nds locais  As mensagens de auditoria sdo enviadas para o log de auditoria nos

nos de administracao, e os logs de eventos de seguranca e de
aplicativos sdo armazenados nos nds que as geraram. As
informagdes de auditoria sdo armazenadas nos seguintes arquivos:

* No6s de administragao (primarios e ndo primarios):
/var/local/audit/export/audit.log

* Todos os nos: O /var/local/log/localaudit.log arquivo

esta normalmente vazio ou ausente. Ele pode conter informacoes
secundarias, como uma copia adicional de algumas mensagens.

Servidor syslog externo As informagdes de auditoria sdo enviadas para um servidor syslog
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externo e salvas nos nds locais
(/var/local/log/localaudit.log). O tipo de informagado
enviada depende de como vocé configurou o servidor syslog externo.
Esta opcgéo so6 é ativada depois de ter configurado um servidor syslog
externo.



Opcao Descrigao

N6 de administracao e servidor As mensagens de auditoria sdo enviadas para o log de auditoria

syslog externo (/var/local/audit/export/audit.log)em nos de
administragdo e as informagdes de auditoria sdo enviadas para o
servidor syslog externo e salvas no né local
(/var/local/log/localaudit.log). O tipo de informagéo
enviada depende de como vocé configurou o servidor syslog externo.
Esta opcgéao so6 € ativada depois de ter configurado um servidor syslog
externo.

2. Selecione Guardar.
E apresentada uma mensagem de aviso.

3. Selecione OK para confirmar que deseja alterar o destino para informagdes de auditoria.
Um banner verde indica que a configuragdo de auditoria foi salva.

Os novos registos sao enviados para os destinos selecionados. Os registos existentes permanecem na
sua localizagao atual.

Utilize a monitorizagao SNMP

Usar monitoramento SNMP: Visao geral

Se vocé quiser monitorar o StorageGRID usando o Protocolo de Gerenciamento de rede
simples (SNMP), configure o agente SNMP incluido no StorageGRID.

+ "Configure o agente SNMP"
» "Atualize o agente SNMP"

Recursos

Cada no6 do StorageGRID executa um agente SNMP, ou daemon, que fornece um MIB. O MIB do
StorageGRID contém definigbes de tabela e notificagdo para alertas e alarmes. O MIB também contém
informacgdes de descricdo do sistema, como plataforma e nimero do modelo para cada n6. Cada né
StorageGRID também suporta um subconjunto de objetos MIB-II.

@ Veja "Acesse arquivos MIB" se vocé deseja baixar os arquivos MIB em seus nos de grade.

Inicialmente, o SNMP esta desativado em todos os nés. Quando vocé configura o agente SNMP, todos os noés
do StorageGRID recebem a mesma configuragao.

O agente SNMP do StorageGRID suporta todas as trés versdes do protocolo SNMP. Ele fornece acesso MIB
somente leitura para consultas e pode enviar dois tipos de notificacdes orientadas a eventos para um sistema
de gerenciamento:

Armadilhas

Traps sao notificagdes enviadas pelo agente SNMP que n&o requerem confirmagéo pelo sistema de
gerenciamento. Traps servem para notificar o sistema de gerenciamento de que algo aconteceu dentro do
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StorageGRID, como um alerta sendo acionado.
Traps séo suportados em todas as trés versées do SNMP.

Informa

Os informes sao semelhantes aos traps, mas requerem reconhecimento pelo sistema de gestao. Se o
agente SNMP néao receber uma confirmagao dentro de um determinado periodo de tempo, ele reenvia a
informacao até que uma confirmagéao seja recebida ou o valor maximo de tentativa tenha sido atingido.

As informagdes séo suportadas em SNMPv2c e SNMPv3.
Notificagdes de intercetagao e informacgao sdo enviadas nos seguintes casos:

* Um alerta padrao ou personalizado € acionado em qualquer nivel de gravidade. Para suprimir notificagbes
SNMP para um alerta, tem de "configure um siléncio"o alertar. As notificagdes de alerta sdo enviadas pelo
"N6 Admin. Remetente preferido”.

Cada alerta € mapeado para um dos trés tipos de armadilha com base no nivel de gravidade do alerta:
ActiveMinorAlert, activeMajorAlert e activeCriticalAlert. Para obter uma lista dos alertas que podem acionar

esses traps, consulte "Referéncia de alertas".

« Alguns "alarmes (sistema legado)" sdo acionados em niveis de gravidade especificados ou superiores.

@ As notificagbes SNMP nao sao enviadas para cada alarme ou para cada gravidade do
alarme.

Suporte a versao SNMP

A tabela fornece um resumo de alto nivel do que é suportado para cada versao SNMP.

SNMPv1 SNMPv2c SNMPv3
Consultas Consultas MIB somente Consultas MIB somente Consultas MIB somente
leitura leitura leitura
(OBTER e
GETNEXT)
Autenticacdo Cadeia de carateres da Cadeia de carateres da Utilizador do modelo de
de consulta comunidade comunidade seguranga baseado no
utilizador (USM)
Notificacdbes  Apenas armadilhas Armadilhas e informagdes Armadilhas e informagdes
(ARMADILHA
e
INFORMACA
0)

Autenticacdo Comunidade de trap padrédo  Comunidade de trap padrao  Utilizador USM para cada
de notificagcdo ou uma string de comunidade ou uma string de comunidade destino de armadilha
personalizada para cada personalizada para cada
destino de trap destino de trap
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Limitagoes
» O StorageGRID suporta acesso MIB somente leitura. O acesso de leitura e gravagao nao € suportado.
» Todos os nés na grade recebem a mesma configuragao.
* SNMPv3: O StorageGRID néo suporta o modo de suporte de transporte (TSM).
* SNMPvV3: O unico protocolo de autenticagéo suportado € SHA (HMAC-SHA-96).
* SNMPvV3: O unico protocolo de privacidade suportado é AES.

Configure o agente SNMP

Vocé pode configurar o agente SNMP do StorageGRID para usar um sistema de
gerenciamento SNMP de terceiros para acesso MIB somente leitura e notificagdes.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado".

* Vocé tem o "Permissao de acesso a raiz".

Sobre esta tarefa

O agente SNMP do StorageGRID suporta SNMPv1, SNMPv2c e SNMPV3. Vocé pode configurar o agente
para uma ou mais versdes. Para SNMPvV3, apenas é suportada a autenticagcdo modelo de seguranga do
utilizador (USM).

Todos os nds na grade usam a mesma configuragao SNMP.

Especifique a configuracao basica
Como primeira etapa, habilite o agente StorageGRID SMNP e fornega informagbes basicas.

Passos
1. Selecione CONFIGURATION > Monitoring > SNMP Agent.

A pagina do agente SNMP ¢ exibida.

2. Para ativar o agente SNMP em todos os nés de grade, marque a caixa de selegdo Enable SNMP (Ativar
SNMP?).

3. Introduza as seguintes informagdes na secgao Configuragao basica.

Campo Descrigao

Contacto do sistema Opcional. O Contato principal do sistema StorageGRID, que é
retornado em mensagens SNMP como sysContact.

Normalmente, o contacto do sistema € um enderec¢o de correio
eletrénico. Esse valor se aplica a todos os nés no sistema
StorageGRID. O contacto do sistema pode ter um maximo de 255
carateres.
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Campo Descrigcao

Localizacéo do sistema Opcional. A localizagao do sistema StorageGRID, que é retornado
em mensagens SNMP como sysLocation.

A localizagao do sistema pode ser qualquer informagao util para
identificar onde o sistema StorageGRID esta localizado. Por exemplo,
vocé pode usar o endereco da rua de uma instalagao. Esse valor se
aplica a todos os nés no sistema StorageGRID. A localizagao do
sistema pode ter no maximo 255 carateres.

Ativar notificagbes de agente » Se selecionado, o agente SNMP do StorageGRID envia trap e
SNMP informa notificacdes.

* Se ndo estiver selecionado, o agente SNMP suporta acesso MIB
somente leitura, mas nao envia notificagbes SNMP.

Ativar traps de autenticacao Se selecionado, o agente SNMP do StorageGRID envia traps de
autenticacdo se receber mensagens de protocolo autenticadas
incorretamente.

Introduza cadeias de carateres da comunidade

Se vocé usar SNMPv1 ou SNMPv2c, complete a secéo cadeias de Comunidade.

Quando o sistema de gerenciamento consulta o MIB do StorageGRID, ele envia uma string de comunidade.
Se a cadeia de carateres da comunidade corresponder a um dos valores especificados aqui, o agente SNMP
enviara uma resposta ao sistema de gerenciamento.

Passos

1. Para comunidade somente leitura, opcionalmente, insira uma cadeia de carateres comunitaria para
permitir acesso MIB somente leitura em enderegos de agentes IPv4 e IPv6.

Para garantir a seguranga do seu sistema StorageGRID, nao use "public" como a cadeia de
‘ carateres da comunidade. Se vocé deixar esse campo em branco, o agente SNMP usara o
ID da grade do seu sistema StorageGRID como a cadeia de carateres da comunidade.

Cada string de comunidade pode ter no maximo 32 carateres e ndao pode conter carateres de espago em
branco.

2. Selecione Adicionar outra string de comunidade para adicionar strings adicionais.

Até cinco cordas sao permitidas.

Crie destinos de armadilha

Use a guia Trap Destinations (destinos de intercetagao) na segao Other configurations (outras configuragdes)
para definir um ou mais destinos para o StorageGRID trap (trap de intercetagdo) ou para informar notificages.
Quando vocé ativa o agente SNMP e seleciona Salvar, o StorageGRID envia notificagdes para cada destino
definido quando os alertas sdo acionados. As notificagdes padrdo também séo enviadas para as entidades
MIB-II suportadas (por exemplo, ifdown e coldstart).
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Passos

1. Para o campo Default trap Community (comunidade de trap padrao), insira opcionalmente a string de
comunidade padrao que vocé deseja usar para destinos de trap SNMPv1 ou SNMPv2.

Conforme necessario, vocé pode fornecer uma string de comunidade ("personalizada") diferente quando
vocé define um destino de armadilha especifico.

A comunidade de trap padrao pode ter no maximo 32 carateres e nao pode conter carateres de espaco
em branco.

2. Para adicionar um destino de armadilha, selecione criar.
3. Selecione a versdo SNMP que sera utilizada para este destino de trap.

4. Preencha o formulario criar destino de armadilha para a versao selecionada.
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SNMPv1

Se vocé selecionou SNMPv1 como a versao, preencha estes campos.

Campo

Tipo

Host

Porta

Protocolo

Cadeia de carateres da
comunidade

SNMPv2c

Descricao

Deve ser armadilha para SNMPv1.

Um endereco IPv4 ou IPv6 ou um nome de dominio totalmente
qualificado (FQDN) para receber a armadilha.

Use 162, que é a porta padrao para traps SNMP, a menos que
vocé precise usar outro valor.

Use UDP, que é o protocolo padrao de intercetagdo SNMP, a
menos que voceé precise usar TCP.

Use a comunidade de trap padrao, se uma foi especificada, ou
insira uma string de comunidade personalizada para esse destino
de trap.

A string de comunidade personalizada pode ter no maximo 32
carateres e ndo pode conter espago em branco.

Se vocé selecionou SNMPv2c como a versao, preencha estes campos.

Campo

Tipo

Host

Porta

Protocolo

Cadeia de carateres da
comunidade

SNMPv3

Descrigao

Se o destino sera usado para armadilhas ou informacdes.
Um endereco IPv4 ou IPv6 ou FQDN para receber a armadilha.

Use 162, que é a porta padrao para traps SNMP, a menos que
VOCEé precise usar outro valor.

Use UDP, que é o protocolo padréo de intercetacdo SNMP, a
menos que vocé precise usar TCP.

Use a comunidade de trap padrao, se uma foi especificada, ou
insira uma string de comunidade personalizada para esse destino
de trap.

A string de comunidade personalizada pode ter no maximo 32
carateres e ndo pode conter espago em branco.

Se vocé selecionou SNMPv3 como a versao, preencha estes campos.



Campo Descrigao

Tipo Se o destino sera usado para armadilhas ou informacoes.
Host Um enderecgo IPv4 ou IPv6 ou FQDN para receber a armadilha.
Porta Use 162, que é a porta padréo para traps SNMP, a menos que

VOCé precise usar outro valor.

Protocolo Use UDP, que é o protocolo padréo de intercetacao SNMP, a
menos que voceé precise usar TCP.

Utilizador USM O utilizador USM que sera utilizado para autenticacao.
» Se selecionou Trap, apenas sao apresentados utilizadores
USM sem IDs de motor autoritativas.

» Se selecionou inform, apenas sao apresentados utilizadores
USM com IDs de motor autoritativas.

» Se nao forem apresentados utilizadores:
i. Crie e salve o destino da armadilha.
ii. Va para Crie utilizadores USM e crie o usuario.

ii. Regresse ao separador Trap Destinations (destinos da
armadilha), selecione o destino guardado na tabela e
selecione Edit (Editar).

iv. Selecione o utilizador.

5. Selecione criar.

O destino da armadilha é criado e adicionado a tabela.

Criar enderecgos de agente

Opcionalmente, use a guia enderecos de agentes na sec¢ao outras configuragdes para especificar um ou mais
"enderecgos de escuta". Estes sdo os enderegos StorageGRID nos quais o agente SNMP pode receber
consultas.

Se vocé nao configurar um enderego de agente, o enderego de escuta padrédo sera a porta UDP 161 em todas
as redes StorageGRID.

Passos
1. Selecione criar.

2. Introduza as seguintes informacoes.
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Campo

Protocolo da Internet

Protocolo de transporte

Rede StorageGRID

Porta

3. Selecione criar.

Descrigdo

Se esse endereco usara IPv4 ou IPv6.

Por padrao, o SNMP usa IPv4.

Se esse endereco usara UDP ou TCP.

Por padrao, o SNMP usa UDP.

Qual rede StorageGRID o agente ouvira.

* Redes Grid, Admin e Client: O agente SNMP escutara consultas
em todas as trés redes.

Rede de rede

* Rede de administracao

Rede de clientes

Nota: Se vocé usar a rede do cliente para dados inseguros e criar
um enderec¢o de agente para a rede do cliente, esteja ciente de
que o trafego SNMP também sera inseguro.

Opcionalmente, o niumero da porta que o agente SNMP deve ouvir.

A porta UDP padrao para um agente SNMP é 161, mas vocé pode
inserir qualquer niumero de porta n&o utilizado.

Nota: Quando vocé salva o agente SNMP, o StorageGRID abre
automaticamente as portas de enderego do agente no firewall interno.
Vocé deve garantir que todos os firewalls externos permitam acesso
a essas portas.

O enderecgo do agente é criado e adicionado a tabela.

Crie utilizadores USM

Se estiver a utilizar o SNMPV3, utilize o separador utilizadores USM na secgao outras configuragdes para
definir os utilizadores USM que estao autorizados a consultar o MIB ou a receber traps e informacoes.

@ SNMPv3 inform destinos devem ter usuarios com IDs de motor. SNMPv3 trap destino nao pode
ter usuarios com IDs de motor.

Estas etapas nao se aplicam se vocé estiver usando apenas SNMPv1 ou SNMPv2c.

Passos
1. Selecione criar.

2. Introduza as seguintes informacoes.
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Campo

Nome de utilizador

Acesso MIB somente leitura

ID do motor autoritario

Nivel de seguranca

Protocolo de autenticacao

Palavra-passe

Protocolo de privacidade

Palavra-passe

3. Selecione criar.

Descrigdo

Um nome exclusivo para este utilizador USM.

Os nomes de usuario podem ter um maximo de 32 carateres e nao
podem conter carateres de espago em branco. O nome de usuario
nao pode ser alterado depois que o usuario é criado.

Se selecionado, este utilizador devera ter acesso apenas de leitura a
MIB.

Se este utilizador for utilizado num destino de informacao, o ID de
mecanismo autorizado para este utilizador.

Insira 10 a 64 carateres hexadecimais (5 a 32 bytes) sem espagos.
Este valor é necessario para utilizadores USM que serao
selecionados em destinos de armadilha para informagéo. Este valor
nao é permitido para utilizadores USM que serao selecionados em
destinos de armadilha para armadilhas.

Nota: Este campo ndo € mostrado se vocé selecionou Acesso MIB
somente leitura porque os usuarios USM que tém acesso MIB
somente leitura ndo podem ter IDs de mecanismo.

O nivel de seguranga para o utilizador USM:

* AuthPriv: Este usuario se comunica com autenticagéo e
privacidade (criptografia). Tem de especificar um protocolo de
autenticacao e uma palavra-passe, um protocolo de privacidade e
uma palavra-passe.

» AuthNoPriv: Este usuario se comunica com autenticagdo e sem
privacidade (sem criptografia). Tem de especificar um protocolo
de autenticagdo e uma palavra-passe.

Sempre definido como SHA, que é o unico protocolo suportado
(HMAC-SHA-96).

A senha que este usudrio usara para autenticacao.

Mostrado apenas se vocé selecionou authPriv e sempre definido
como AES, que é o unico protocolo de privacidade suportado.

Mostrado apenas se vocé selecionou authPriv. A senha que este
usuario usara para privacidade.

O utilizador USM ¢é criado e adicionado a tabela.

4. Quando tiver concluido a configuracdo do agente SNMP, selecione Save.
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A nova configuragdo do agente SNMP fica ativa.

Atualize o agente SNMP

Vocé pode desativar notificagdes SNMP, atualizar strings da comunidade ou adicionar ou
remover enderecos de agentes, usuarios USM e destinos de intercetacgao.

Antes de comecar

Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

Vocé tem o "Permissao de acesso a raiz".

Sobre esta tarefa

Consulte "Configure o agente SNMP" para obter detalhes sobre cada campo na pagina do agente SNMP.
Vocé deve selecionar Salvar na parte inferior da pagina para confirmar as alteragdes feitas em cada guia.

Passos

1.

204

Selecione CONFIGURATION > Monitoring > SNMP Agent.

A pagina do agente SNMP ¢ exibida.

. Para desativar o agente SNMP em todos os nés de grade, desmarque a caixa de selecéo Ativar SNMP e

selecione Salvar.

Se vocé reativar o agente SNMP, todas as configuragbes SNMP anteriores serdao mantidas.

. Opcionalmente, atualize as informacgdes na se¢do Configuragéo basica:

a. Conforme necessario, atualize o Contato do sistema e localizagao do sistema.
b. Opcionalmente, marque ou desmarque a caixa de selegédo Ativar notificagoes de agente SNMP para
controlar se o agente StorageGRID SNMP envia trap e informa notificagbes.

Quando esta caixa de verificagdo esta desmarcada, o agente SNMP suporta acesso MIB somente
leitura, mas ndo envia notificagdes SNMP.

c. Opcionalmente, marque ou desmarque a caixa de selecao Ativar traps de autenticagao para
controlar se o agente SNMP do StorageGRID envia traps de autenticagdo quando recebe mensagens
de protocolo autenticadas incorretamente.

Se vocé usar SNMPv1 ou SNMPv2c, opcionalmente, atualize ou adicione uma comunidade somente
leitura na secado cadeias de Comunidade.

Para atualizar destinos de intercetagao, selecione a guia destinos de intercetacdo na se¢ao outras
configuragées.

Utilize este separador para definir um ou mais destinos para o StorageGRID trap ou para informar
notificacbes. Quando vocé ativa o agente SNMP e seleciona Salvar, o StorageGRID envia notificagdes
para cada destino definido quando os alertas sdo acionados. As notificacdes padrao também sao
enviadas para as entidades MIB-II suportadas (por exemplo, ifdown e coldstart).

Para obter detalhes sobre o que introduzir, "Criar destinos de armadilha"consulte .

o Opcionalmente, atualize ou remova a comunidade de trap padrao.

Se vocé remover a comunidade de trap padrao, primeiro deve garantir que todos os destinos de trap
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existentes usem uma cadeia de carateres de comunidade personalizada.

o Para adicionar um destino de armadilha, selecione criar.
o Para editar um destino de armadilha, selecione o botdo de opgao e selecione Editar.
o Para remover um destino de armadilha, selecione o botdo de opc¢éo e selecione Remover.
o Para confirmar suas alteracdes, selecione Salvar na parte inferior da pagina.
6. Para atualizar enderecos de agentes, selecione a guia enderegos de agentes na segéo outras

configuragoées.

Use esta guia para especificar um ou mais "enderecgos de escuta". Estes s&o os enderecos StorageGRID
nos quais o agente SNMP pode receber consultas.

Para obter detalhes sobre o que introduzir, "Criar enderecos de agente"consulte .

o Para adicionar um endereco de agente, selecione criar.
o Para editar um enderego de agente, selecione o botdo de opgao e selecione Editar.
> Para remover um endereco de agente, selecione o botdo de opgao e selecione Remover.
o Para confirmar suas alterac¢des, selecione Salvar na parte inferior da pagina.
7. Para atualizar os utilizadores USM, selecione o separador utilizadores USM na secgao outras

configuragodes.

Utilize este separador para definir os utilizadores USM que estédo autorizados a consultar a MIB ou a
receber traps e informacoes.

Para obter detalhes sobre o que introduzir, "Crie utilizadores USM"consulte .

o Para adicionar um utilizador USM, selecione criar.

o Para editar um utilizador USM, selecione o botdo de opgéao e selecione Edit.

O nome de utilizador de um utilizador USM existente ndo pode ser alterado. Se vocé precisar alterar
um nome de usuario, vocé deve remover o usuario e criar um novo.

Se vocé adicionar ou remover um ID de mecanismo autoritario de um usuario e esse

@ usuario estiver selecionado atualmente para um destino, vocé devera editar ou remover o
destino. Caso contrario, ocorre um erro de validagdo quando vocé salva a configuragao do
agente SNMP.

o Para remover um utilizador USM, selecione o botao de opgéo e selecione Remover.

Se o usuario removido estiver selecionado atualmente para um destino de armadilha,
vocé deve editar ou remover o destino. Caso contrario, ocorre um erro de validagao
quando vocé salva a configuragdo do agente SNMP.

o Para confirmar suas alteragdes, selecione Salvar na parte inferior da pagina.

8. Quando tiver atualizado a configuragdo do agente SNMP, selecione Save.

Acesse arquivos MIB

Os arquivos MIB contém definicoes e informacdes sobre as propriedades dos recursos e
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servigos gerenciados para os nés em sua grade. Vocé pode acessar arquivos MIB que
definem os objetos e notificacdes do StorageGRID. Esses arquivos podem ser uteis para
monitorar sua grade.

Consulte "Utilize a monitorizacao SNMP" para obter mais informacdes sobre ficheiros SNMP e MIB.
Acesse arquivos MIB

Siga estes passos para aceder aos ficheiros MIB.

Passos
1. Selecione CONFIGURATION > Monitoring > SNMP Agent.

2. Na pagina do agente SNMP, selecione o arquivo que deseja baixar:

> NetApp-StorageGRID-MIB.txt: Define a tabela de alertas e notificagbes (traps) acessiveis em todos
0s nds de administragao.

o * ES-NetApp-06-MIB.mib*: Define objetos e notificagdes para dispositivos baseados em série e.

o MIB_1_10.zip: Define objetos e notificagdes para dispositivos com interface BMC.

Vocé também pode acessar arquivos MIB no seguinte local em qualquer né do
StorageGRID: /usr/share/snmp/mibs

3. Para extrair os OIDs StorageGRID do arquivo MIB:

a. Obtenha o OID da raiz do MIB do StorageGRID:
root@user-adml:~ # snmptranslate -On -IR storagegrid
Resultado: .1.3.6.1.4.1.789.28669 (28669 E sempre o OID para StorageGRID)
a. Grep para o OID StorageGRID em toda a arvore (usando paste para unir linhas):

root@user-adml:~ # snmptranslate -Tso | paste -d " " - - | grep 28669

O snmptranslate comando tem muitas opgdes que sao Uteis para explorar o MIB. Este
comando esta disponivel em qualquer n6 StorageGRID.

Conteudo do arquivo MIB

Todos os objetos estdo sob o OID StorageGRID.

Nome do objeto Codigo Objeto (OID) Descrigcao
O modulo MIB para entidades NetApp StorageGRID.

Objetos MIB
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Nome do objeto Codigo Objeto (OID)

ActiveAlertCount
ActiveAlertTable

ActiveAlertld

ActiveAlertName

ActiveAlertInstance

ActiveAlertSeverity

ActiveAlertStartTime

Tipos de notificagdo (armadilhas)

Descrigdo

O numero de alertas ativos na activeAlertTable.
Uma tabela de alertas ativos no StorageGRID.

O ID do alerta. Apenas exclusivo no conjunto atual de
alertas ativos.

O nome do alerta.

O nome da entidade que gerou o alerta, normalmente
o nome do no.

A gravidade do alerta.

A data e a hora em que o alerta foi acionado.

Todas as notificagbes incluem as seguintes variaveis como varbinds:

 ActiveAlertld
 ActiveAlertName
 ActiveAlertinstance
 ActiveAlertSeverity
 ActiveAlertStartTime

Tipo de notificagao Codigo Objeto (OID)

ActiveMinorAlert

ActiveMajorAlert

ActiveCriticalAlert

Descrigédo

Um alerta com gravidade menor

Um alerta com grande gravidade

Um alerta com gravidade critica

Colete dados adicionais do StorageGRID

Use graficos e graficos

Vocé pode usar graficos e relatorios para monitorar o estado do sistema StorageGRID e

solucionar problemas.

@ O Gerenciador de Grade ¢é atualizado com cada versao e pode néo corresponder as capturas

de tela de exemplo nesta pagina.
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Tipos de graficos
Graficos e graficos resumem os valores de métricas e atributos especificos do StorageGRID.

O painel do Gerenciador de Grade inclui cartdes que resumem o armazenamento disponivel para a grade e
cada local.

Data space usage breakdown @ iy

1.97 MB (0%t} of 3.09 TB used overall

Sitename = Data storageusage o Usedspace 2 Total space =

Data Center 3 (1] 621.26 KB 926.62 GB

Data Center 1 09 T98.16 KB 1.2478B

Data Center 2 0% 552 10 KB 926.62 GB

Metadata allowed space usage breakdown @ o

2.44 MB {096) of 19.32 GB used in Data Center 3

ratE Lenter 3 Rhas theé nighest metadata epace usace and |t getl=rmineés Ltheée meta

) Metadata space Metadata used Metadata allowed £
Sitename =2 - - a
usage Space tpace
Data Center 3 h 244 MB 153268 -

O painel uso do armazenamento no painel do Gerenciador do locatario exibe o seguinte:

* Uma lista dos maiores baldes (S3) ou contentores (Swift) para o inquilino
» Um grafico de barras que representa os tamanhos relativos dos maiores baldes ou contentores

» A quantidade total de espaco utilizado e, se for definida uma quota, a quantidade e a percentagem de
espaco restante
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Dashboard

16 Buckets Platform services Groups User
View buckets endpoints View groups View users

View endpoints

Storage usage @ Total objects
6.5 TB of 7.2 TB used 0.7 TB (10.1%) remaining
BN e Sl
objects
Bucket name Space used Number of objects
Bucket-15 969.2 GB 913425
® Bucket-04 937.2 GB 576,806
® Bucket-13 815.2GB 957,389 Tenant details @
® Bucket-06 812.5GB 193,843
Mama: Tenant02
Bucket-10 473.9GB 583,245
1C: 3341 1240 0546 8283 22048
Bucket-03 403.2 GB 981,226 .
/ Platform services enabled
® Bucket-07 362.5GB 420,726 % Caipiisa atinidsnty e
@ Bucket-05 294.4 GB 785,190 o/ Sselectanabled
@ 8 other buckets 14TE 3,007,036

Além disso, graficos que mostram como as métricas e atributos do StorageGRID mudam ao longo do tempo
estdo disponiveis na pagina de nos e na pagina SUPPORT > Tools > Grid topology.

Existem quatro tipos de graficos:
» Graficos Grafana: Mostrados na pagina de nos, graficos Grafana séo usados para plotar os valores das

métricas Prometheus ao longo do tempo. Por exemplo, a guia NOS > rede para um né de armazenamento
inclui um grafico Grafana para trafego de rede.
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Overview Hardware Metwork Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custarm
meswork traffic @

ESl ks

EO00 ks

S50 ks

S kb

450 kbi's

1005 1310 10:45 20 1626 034 10:35 $:4D kA5 1050 16:55 1

m Received = Serd
Network interfaces

Name @ & Hardware address @ = speed @ Duplex @ Aute-negotiation @ & Unkstatus @ =

ethil 00-50:56:4T:EB-1D 1 Gigabit Fall OF Up
Metwork communication
Receive

Interface @ = Data @ = Packets @ = Errors @ = Dropped @ = Frameoverruns @ = Frames @ =

sthi 104GB. 1l 20,403,428 1, ol 24,808 |l | 0 th
Transmit

interface @ = pata B = Packets @ = Errors @ = Dropped 8 = Collisions @ = Carrler @ =

ethi 365GE 1k 15051947 1l o 1l | ol a il

@ Graficos Grafana também estéo incluidos nos painéis pré-construidos disponiveis na

pagina SUPPORT > Tools > Metrics.

» Graficos de linha: Disponiveis na pagina de nés e na pagina SUPPORT > Tools > Grid topoly
(selecione o icone do grafico ,liapés um valor de dados), os graficos de linha sdo usados para plotar os
valores dos atributos StorageGRID que tém um valor unitario (como deslocamento de frequéncia NTP, em
ppm). As alteragdes no valor sdo plotadas em intervalos de dados regulares (bins) ao longo do tempo.
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NTP Frequency Offset (ppm) vs Time
2010-07-18 16:32:15 FDT te 2010-07-18 17:32:15 FDT

29.24
2923
2922
2321
23,20
2915
29,18
2917

NTF Frequency Offset (ppm) A

29.18

29.15 I I | | |
16:33 16:43 16:53 17:03 17:13 17:23

Time (minutes)

» Graficos de area: Disponiveis na pagina de nés e na pagina SUPPORT > Tools > Grid topology
(selecione o icone do grafico Jljapdés um valor de dados), os graficos de area sao usados para plotar
quantidades de atributos volumétricos, como contagens de objetos ou valores de carga de servigo. Os
graficos de area sdo semelhantes aos graficos de linha, mas incluem um sombreamento marrom claro
abaixo da linha. As alteragdes no valor sao plotadas em intervalos de dados regulares (bins) ao longo do
tempo.

Service Load ©9 vs Time
2010-07=19 140502 PDT 10 20100719 153002 FOT

0.090

0.085-
0.080+
0.075-
0.070
0065+ 5 | | I

|

|

L

0.060
0.0554
0.0501

| | I I | | I |
14:06 14:16 14:26 14:36 14:46 1456 15:06 15:16 15:26
Time (minutes)

 Alguns graficos sdo denotados com um tipo diferente de icone de grafico ,lie tém um formato diferente:
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in

0.3

o
12:45

From: | 20201001 |2

To: | 2020-10-01

12:50

== Total

1 weak 1 month Custom
i P
12 45 |[Pm | PDT
L L
e e
01 10 PM | PDT m
L W

Lost Object Detected &

« State graph: Disponivel na pagina SUPPORT > Tools > Grid topoly (selecione o icone do grafico ,liapos
um valor de dados), os graficos de estado s&o usados para plotar valores de atributo que representam
estados distintos, como um estado de servigo que pode ser on-line, standby ou offline. Os graficos de
estado sdo semelhantes aos graficos de linha, mas a transi¢ao € descontinua, ou seja, o valor salta de um
valor de estado para outro.

LDR State vs Time

2004-07-09 16:40:23 10 2004-07-09 17:17:11

Online

Standby

Omline

1641 1645 1649

Informacgdes relacionadas
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"Exibir a pagina nés"
"Veja a arvore de topologia de Grade"

"Analise as métricas de suporte"

Legenda da carta

As linhas e cores usadas para desenhar graficos tém significado especifico.

Exemplo Significado

Os valores de atributo relatados séo plotados usando linhas verdes escuras.

O sombreamento verde claro em torno de linhas verdes escuras indica que os

valores reais nesse intervalo de tempo variam e foram "encadernados" para

plotagem mais rapida. A linha escura representa a média ponderada. O intervalo

= em verde claro indica os valores maximo e minimo dentro do compartimento. O
sombreamento castanho claro € usado para graficos de area para indicar dados
volumétricos.

Areas em branco (sem dados plotados) indicam que os valores do atributo ndo
estavam disponiveis. O fundo pode ser azul, cinza ou uma mistura de cinza e
azul, dependendo do estado do servico que relata o atributo.

O sombreamento azul claro indica que alguns ou todos os valores do atributo
naquele momento eram indeterminados; o atributo ndo estava relatando valores
porque o servigo estava em um estado desconhecido.

O sombreamento cinza indica que alguns ou todos os valores de atributo naquele
momento ndo eram conhecidos porque o servigo que relata os atributos estava
administrativamente inativo.

Uma mistura de sombreamento cinza e azul indica que alguns dos valores de
atributo na época eram indeterminados (porque o servigco estava em um estado
desconhecido), enquanto outros ndo eram conhecidos porque o servigo relatando
os atributos estava administrativamente para baixo.

Apresentar graficos e graficos

A pagina nds contém os graficos e graficos que vocé deve acessar regularmente para monitorar atributos
como capacidade de storage e taxa de transferéncia. Em alguns casos, especialmente ao trabalhar com
suporte técnico, vocé pode usar a pagina SUPPORT > Tools > Grid topology para acessar graficos
adicionais.

Antes de comecgar
Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado".

Passos
1. Selecione NODES. Em seguida, selecione um no, um site ou toda a grade.

2. Selecione o separador para o qual pretende ver as informagdes.
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3.

4.

214

Algumas guias incluem um ou mais graficos Grafana, que s&o usados para plotar os valores das métricas
de Prometheus ao longo do tempo. Por exemplo, a guia NOS > hardware de um n¢ inclui dois graficos
Grafana.

DC3-S3 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1day 1 week 1 month Custom
CPU utilization @ Memory usage @

35% 100%

30%
5%

25%

20% 50%

15% 1 L
25%

o A A

5% 0%

14:00 14:10 14:20 14:30 14:40 14:50 14:00 1410 14:20 14:30 14:40 14:50
== Utilization (%) m= Used (%)

Opcionalmente, posicione o cursor sobre o grafico para ver valores mais detalhados para um determinado
ponto no tempo.

Memaory Usage 2]

100.00%
2020-05-20 14:08:00
75 00% = Used (%) 44.70%
Used: 11.30 GB
S0.00% - Cached: 6.55 GB
= Buffers: 14256 MB
25 DD% = Freg: 7.2B GB
= Total Memory: 25.28 GB
0%
1350 1400 14140 14:20 1430 14:40
== | |5ed (%)

Conforme necessario, muitas vezes € possivel exibir um grafico para um atributo ou métrica especifico. Na
tabela na pagina noés, selecione o icone do grafico ,lia direita do nome do atributo.

@ Os graficos néo estao disponiveis para todas as métricas e atributos.

Exemplo 1: Na guia objetos de um n6 de armazenamento, vocé pode selecionar o icone do grafico ,lipara
ver o numero total de consultas de armazenamento de metadados bem-sucedidas para o n6 de
armazenamento.



- Reports (Charts): DDS (DC1-51) - Data Store

= : YYYYIMMDOD HH:MM:5S
Attribute: | Total Queries - Successful v | Vertical Scaling: Start Date: |2021/08/24 13:24:01 |
Quick Query: | Last Hour v [ Update | Raw Data: O End Date: |2021/03/24 14:24:01 |

Total Queries - Successful vs Time
2021-09-24 132401 MDT ta 2021-09-24 14:24:01 MDT

32,000+

o 31,0001

(%]

L=}

3

w

w

L

5 30,000+

o ;

o

™

°

=

29,000+ | | I | [ I
13:25 13:35 13:45 13:55 14:05 14:15

Time (minutes)
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. Reports (Charts): DDS (DC1-52) - Data Store

Aftribute: | Total Queries - Successful

v

Quick Query: | Last Month

b

| Update |

Vertical Scaling;

Raw Data:

O

Start Date: | 2021/08/24 13:15:45 |
End Date: |2021/03/24 13:15:45 |

Total Queries - Successful vs Time
2021-08-24 13:15:45 MDT to 2021-08-24 13:15:45 MDT

\ 4

15,0001
2
i 10,000+
[+1]
[*]
(%]
o |
(73]
w
2 5,000+
4]
i |
o
o
B
= 0
I
Aug 25

I
Aug 259

|
Sep 2

|
Sep 6

|
Sep 10
Time (days)

|
Sep 14

|
Sep 18

|
Sep 22
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Exemplo 2: Na guia objetos de um n6 de armazenamento, vocé pode selecionar o icone do grafico ,lipara

ver o grafico Grafana da contagem de objetos perdidos detetados ao longo do tempo.

Object Counts

Total Objects
Lost Objects

53 Buckets and Swift Containers

1



1 hour 1 day 1 week 1 month Custom

Fa .
From: | 2020-10-01 12 45 PM | POT
W W
i .
To: | 2020-10-01 or |:[ 1o [[rm]roT (IR
b v

Lost Object Detected &

0.3

o = - :
12:45 1230 1235 13:00 1305 13:10

== Total

=l
5. Para exibir graficos para atributos que nao sao exibidos na pagina né, selecione support > Tools > Grid

topoly.

6. Selecione grid node > component ou Service > Overview > Main.
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I Overview l\ Alarms Reports :Conﬁguration

Wain

Overview: SSM (DC1-ADM1) - Resources

Updated: 2018-05-07 18:29.52 MDT

Computational Resources

Semace Restarts: 1 ﬂ
Senvice Runtime: 6 days

Senjice Uptime: 6 days

Service CPU Seconds: 10666 s _
Senice Load 0 266 % i |
Memory

Installed Memory 838 GB k-
Available Memory 23 GB i k]
Processors

Processor Number Vendar Type Cache
1 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
2 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
3 Genuinelntel Intel(R) Xeon(R} CPU E5-2630 0 @ 2.30GHz 15 MiB
4 Genuinelntel Intel(R) Xeon{R) CPU E5-2630 0 @ 2.30GHz 15 MiB
5 Genuinelntel Intel(R}) Xeon(R) CPU E5-2630 0 @ 2 30GHz 15 MiB
6 Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
T Genuinelntel Intel{R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
g Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB

7. Selecione o icone do grafico ,ljao lado do atributo.

O visor muda automaticamente para a pagina relatérios > graficos. O grafico exibe os dados do atributo
no ultimo dia.

Gerar graficos

Os graficos exibem uma representacao grafica dos valores de dados de atributos. Vocé pode gerar relatorios
em um local de data center, né de grade, componente ou servico.
Antes de comecar

» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Passos
. Selecione SUPPORT > Tools > Grid topology.

—_

. Selecione grid node > component ou Service > Reports > Charts.

2

3. Selecione o atributo para relatar na lista suspensa Atributo.

4. Para forgar o eixo Y a iniciar em zero, desmarque a caixa de selegao vertical Scaling.
5

. Para mostrar valores com precisao total, marque a caixa de selecdo dados brutos ou arredondar valores
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para um maximo de trés casas decimais (por exemplo, para atributos reportados como porcentagens),
desmarque a caixa de selecdo dados brutos.

6. Selecione o periodo de tempo para relatar na lista suspensa consulta rapida.
Selecione a opg¢éao consulta personalizada para selecionar um intervalo de tempo especifico.

O grafico aparece apos alguns momentos. Aguarde varios minutos para a tabulagédo de longos intervalos
de tempo.

7. Se vocé selecionou consulta personalizada, personalize o periodo de tempo para o grafico inserindo Data
de inicio e Data de término.

Utilize o formato YYYY/MM/DDHH: MM: SS na hora local. Zeros a esquerda sdo necessarios para
corresponder ao formato. Por exemplo, 2017/4/6 7:30:00 falha na validacéo. O formato correto é:
2017/04/06 07:30:00.

8. Selecione Atualizar.

Um grafico é gerado apos alguns segundos. Aguarde varios minutos para a tabulagdo de longos intervalos
de tempo. Dependendo do periodo de tempo definido para a consulta, um relatério de texto bruto ou um
relatorio de texto agregado sao exibidos.

Use relatorios de texto

Os relatorios de texto exibem uma representacao textual dos valores de dados de
atributos que foram processados pelo servico NMS. Existem dois tipos de relatérios
gerados dependendo do periodo de tempo em que vocé esta relatando: Relatérios de
texto bruto para periodos inferiores a uma semana e relatorios de texto agregados para
periodos de tempo superiores a uma semana.

Relatoérios de texto bruto

Um relatoério de texto bruto exibe detalhes sobre o atributo selecionado:

* Hora recebida: Data e hora local em que um valor de amostra dos dados de um atributo foi processado
pelo servico NMS.
* Hora da amostra: Data e hora locais em que um valor de atributo foi amostrado ou alterado na origem.

* Valor: Valor do atributo no tempo da amostra.
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Text Results for Services: Load - System Logging
2010-07-18 15:58:35 POT To 2010-07-15 15:58:35 POT

Time Received Sample Time Value
2010-07-19 15:58:09 2010-07-19 15:58:09 0.016 %
2010-07-19 15:56:06 2010-07-19 15:56:06 0.024 %
2010-07-19 15:54:02 2010-07-19 15:54:02 0.033 %
2010-07-19 15:52:00 2010-07-19 15:52:00 0.016 %
2010-07-19 15:49:57 2010-07-19 15:49:57 0.008 %
2010-07-19 15:47.54 2010-07-19 15:47.54 0.024 %
2010-07-19 15:45:50 2010-07-19 15:45:50 0.016 %
2010-07-19 15:43:47 2010-07-19 15:43:47 0.024 %
2010-07-19 15:41:43 2010-07-19 15:41:43 0.032 %
2010-07-19 15:39:40 2010-07-19 15:39:40 0.024 %
2010-07-19 15:37:37 2010-07-19 15:37:37 0.008 %
2010-07-19 15:35:34 2010-07-19 15:35:34 0.016 %
2010-07-19 15:33:31 2010-07-19 15:33:31 0.024 %
2010-07-19 15:31:27 2010-07-19 15:31.27 0.032 %
2010-07-19 15:29:24 2010-07-19 15:29:24 0.032 %
2010-07-19 15:27:21 2010-07-19 15:27:21 0.049 %
2010-07-1915:25:18 2010-07-19 15:25:18 0.024 %
2010-07-1915:21:12 2010-07-19 15:21:12 0.016 %
2010-07-19 15:19:09 2010-07-18 15:19:09 0.008 %
2010-07-1915:17.07 2010-07-19 15:17.07 0.016 %

Agregar relatérios de texto

Um relatério de texto agregado exibe dados durante um periodo de tempo mais longo (geralmente uma
semana) do que um relatério de texto bruto. Cada entrada é o resultado de resumir varios valores de atributo
(um agregado de valores de atributo) pelo servico NMS ao longo do tempo em uma Unica entrada com valores
médios, maximos e minimos que sdo derivados da agregacgéo.

Cada entrada exibe as seguintes informagdes:

» Hora agregada: Data e hora locais da ultima vez que o servico NMS agregou (coletou) um conjunto de
valores de atributo alterados.

* Valor médio: A média do valor do atributo durante o periodo de tempo agregado.

* Valor minimo: O valor minimo durante o periodo de tempo agregado.

* Valor maximo: O valor maximo durante o periodo de tempo agregado.
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Text Results for Attribute Send to Relay Rate

2010-07-11 16:02:48 POT To 2010-07-15 16:02:458 POT

Aggregate Time Average Value Minimum Yalue Maximum Value
20M10-07-1915:589:52 0271072196 Messages/s 0266649743 Messages/s 0274933464 Messages/s
2010-07-1915:53:52 0275585378 Messages/s 0266562352 Messages/s 0.283302736 Messages/s
2010-07-1915:49:52 0279315709 Messages/s 0233318712 Messages/s 0.333313579 Messages/s
2010-07-19 15:43:52 0.28181323 Messages/s 0241651024 Messages/s 0374976601 Messages/s
2010-07-1915:39:52  0.284233141 Messages/s 0249882001 Messages/s 0.324971987 Messages/s
2010-07-1915:33:62 0.325752083 Messages/s 0266641993 Messages/s 0.358306197 Messages/s
20M0-07-1915:29:52 0.278531507 Messages/s 0274984766 Messages/s 0.283320999 Messages/s
2010-07-1915:23:52 0.281437642 Messages/s 0274881961 Messages/s 0291577735 Messages/s
20M10-07-1915:17:52 0.261563307 Messages/s 0.258318006 Messages/s 0266655737 Messages/s
20M10-07-1915:13:52 0.265159147 Messages/s 0258318557 Messages/s 0.26663986 Messages/s

Gerar relatérios de texto

Os relatérios de texto exibem uma representacao textual dos valores de dados de atributos que foram
processados pelo servico NMS. Vocé pode gerar relatérios em um local de data center, né de grade,
componente ou servigo.

Antes de comecgar

* Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

Para dados de atributos que se espera que estejam mudando continuamente, esses dados de atributo séo
amostrados pelo servico NMS (na origem) em intervalos regulares. Para dados de atributos que mudam com
pouca frequéncia (por exemplo, dados baseados em eventos como alteragdes de estado ou status), um valor
de atributo é enviado ao servico NMS quando o valor muda.

O tipo de relatério apresentado depende do periodo de tempo configurado. Por padrao, relatérios de texto
agregados s&o gerados para periodos de tempo superiores a uma semana.

Texto cinza indica que o servigo foi desativado administrativamente durante o periodo de amostragem. Texto
azul indica que o servigo estava em um estado desconhecido.

Passos
1. Selecione SUPPORT > Tools > Grid topology.

2. Selecione grid node > component ou Service > Reports > Text.

3. Selecione o atributo para relatar na lista suspensa Atributo.

4. Selecione o numero de resultados por pagina na lista suspensa resultados por pagina.
5

. Para arredondar valores para um maximo de trés casas decimais (por exemplo, para atributos reportados
como porcentagens), desmarque a caixa de selegdo dados brutos.

6. Selecione o periodo de tempo para relatar na lista suspensa consulta rapida.

Selecione a opgéao consulta personalizada para selecionar um intervalo de tempo especifico.
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O relatorio aparece apos alguns momentos. Aguarde varios minutos para a tabulagéo de longos intervalos
de tempo.

Se vocé selecionou consulta personalizada, vocé precisa personalizar o periodo de tempo para relatar
inserindo Data de inicio e Data de término.

Utilize o formato YYYY/MM/DDHH: MM: SS na hora local. Zeros a esquerda s&o necessarios para
corresponder ao formato. Por exemplo, 2017/4/6 7:30:00 falha na validacéo. O formato correto é:
2017/04/06 07:30:00.

Clique em Atualizar.
Um relatério de texto € gerado apds alguns momentos. Aguarde varios minutos para a tabulagdo de

longos intervalos de tempo. Dependendo do periodo de tempo definido para a consulta, um relatério de
texto bruto ou um relatério de texto agregado sao exibidos.

Exportar relatérios de texto

Os relatérios de texto exportados abrem uma nova guia do navegador, que permite selecionar e copiar os
dados.

Sobre esta tarefa

Os dados copiados podem entéo ser salvos em um novo documento (por exemplo, uma Planilha) e usados
para analisar o desempenho do sistema StorageGRID.

Passos

1.
2.
3.
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Selecione SUPPORT > Tools > Grid topology.
Crie um relatério de texto.

Clique em *Exportar*gf.

Cwverview Alarms | Reports \| Configuration

Charts Text

!_!_lrI Reports (Text): SSM (170-176) - Events

- Y MMIDD HHMM:SS
Afttribute: | Attribute Send to Rela‘f Rate W | Rezultz Per Page: Start Date: |20-1 0/07/19 08-42-09 |
Quick Query: | Custom Query v| [Update | Raw pata End Date: | 2010/07/20 08:42:09 |

Text Results for Attribute Send to Relay Rate

2010-07-15 08:42:08 POT To 2010-07-20 08:42:08 POT

1-50f254 i
Time Received sample Time Value
2010-07-20 02:40:46  2010-07-20 08:40:46  0.274981485 Messages/s
2010-07-20 02:38:46  2010-07-20 08:38:45 0.274929 Messages/s
2010-07-20 02:36:46  2010-07-20 08:36:46  0.283317543 Messages/s
2010-07-20 083446 2010-07-20 08:34:46 0274982493 Messages/s
2010-07-20 083246 2010-07-20 08:32°46 0291646426 Messages/s

2345 » Next

A janela Exportar relatorio de texto abre-se exibindo o relatorio.



Grid ID: 000000

OID:2.16.124.113590.2.1.400019.1.1.1.1.16996732.200

Node Path 5ite/170-176/SSM/Events

Attribute: Attribute Send to Relay Rate (ABSR)

Query Start Date: 2010-07-19 08:42:09 PDT

Query End Date: 2010-07-20 08:42:09 PDT

Time Recerved, Time Received (Epoch), Sample Time, Sample Time (Epoch), Value Type

2010-07-20 08:40-46,1279640446559000,2010-07-20 08:40-46,1279640446537209,0.274981485 Messages/s,U
2010-07-20 08:3846,1279640326561000,2010-07-20 08:38:46,1279640326529124 0274989 Messages's, U
2010-07-20 08:36:46,1279640206556000,2010-07-20 08:36:46,1279640206524330,0.283317543 Messages/s,U
2010-07-20 08:34:46,1279640086540000,2010-07-20 08:34:46,1279640086517645,0.274982493 Messages/s,U
2010-07-20 08:32:46,1279639966543000,2010-07-20 08:32:46,1279639966510022,0.291646426 Messages's,U
2010-07-20 08:3046,1279639846561000,2010-07-20 083046,1279639846501672,0.308315369 Messages/s,U
2010-07-20 08:2846,1279639726527000,2010-07-20 08:28:46,1279639726494673.0.291657509 Messages/s,U
2010-07-20 08:2646,1279639606526000,2010-07-20 08:26:46.1279639606490890.0.266627739 Messages/s,U
2010-07-20 08:24:46,1279639486495000,2010-07-20 08:24:46,1279639486473368,0.258318523 Messages/s,U
2010-07-20 08:2246,1279639366480000,2010-07-20 08:22:46,1279639366466497.0.274985902 Messages/s,U
2010-07-20 08:20-46,1279639246469000,2010-07-20 08:20-46,1279639246460346,0 283253871 Messages/s U
2010-07-20 08:18:46,1279639126469000,2010-07-20 08:18:46,1279639126426669,0.274982804 Messages/s,U
2010-07-20 08:16:46,1279639006437000,2010-07-20 08:16:46,1279639006419168,0.283315503 Messages/s,U

4. Selecione e copie o conteudo da janela Exportar Relatério de texto.

Esses dados podem agora ser colados em um documento de terceiros, como uma Planilha.

Monitore O PUT e obtenha desempenho

Vocé pode monitorar o desempenho de certas operacées, como armazenamento e
recuperacao de objetos, para ajudar a identificar alteragdes que podem exigir mais
investigacao.

Sobre esta tarefa

Para monitorar O desempenho, vocé pode executar comandos S3 e Swift diretamente de uma estagéo de
trabalho ou usando o aplicativo S3tester de cddigo aberto. O uso desses métodos permite avaliar o
desempenho independentemente de fatores externos ao StorageGRID, como problemas com um aplicativo
cliente ou problemas com uma rede externa.

Ao executar testes de OPERACOES put and GET, use as seguintes diretrizes:

* Use tamanhos de objeto comparaveis aos objetos que vocé normalmente ingere em sua grade.

* Realize operagdes em locais locais e remotos.
As mensagens na "log de auditoria" indicam o tempo total necessario para executar determinadas operagoes.
Por exemplo, para determinar o tempo total de processamento de uma solicitacado GET S3, vocé pode revisar
o valor do ATRIBUTO TIME na mensagem de auditoria SGET. Vocé também pode encontrar o ATRIBUTO
TIME nas mensagens de auditoria para as seguintes operacgdes:

+ S3: EXCLUIR, OBTER, CABECA, METADADOS ATUALIZADOS, POSTAR, COLOCAR

* SWIFT: EXCLUIR, OBTER, CABECA, COLOCAR

Ao analisar os resultados, observe o tempo médio necessario para atender a uma solicitacdo, bem como o
throughput geral que vocé pode alcancar. Repita os mesmos testes regularmente e registe os resultados, para
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que possa identificar tendéncias que possam necessitar de investigagao.

* Vocé pode "Baixe S3tester a partir de github".

Monitorar operagdes de verificagao de objetos

O sistema StorageGRID pode verificar a integridade dos dados de objetos nos nos de
storage, verificando se ha objetos corrompidos ou ausentes.

Antes de comecar
» Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé tem o "Permissdo de manutenc&o ou acesso root".

Sobre esta tarefa

Dois "processos de verificagao" trabalham juntos para garantir a integridade dos dados:

« * A verificagdo em segundo plano* é executada automaticamente, verificando continuamente a corregao
dos dados do objeto.

A verificagdo em segundo plano verifica automaticamente e continuamente todos os nés de storage para
determinar se ha copias corrompidas de dados de objetos replicados e codificados por apagamento. Se
forem encontrados problemas, o sistema StorageGRID tentara substituir automaticamente os dados de
objetos corrompidos de copias armazenadas em outro lugar do sistema. A verificagdo em segundo plano
nao é executada em nds de arquivamento ou em objetos em um pool de storage de nuvem.

@ O alerta Objeto corrompido nao identificado detetado € acionado se o sistema detetar
um objeto corrompido que n&o pode ser corrigido automaticamente.

» A verificagdo de existéncia de objetos pode ser acionada por um usuario para verificar mais
rapidamente a existéncia (embora ndo a corregéo) de dados de objetos.

A verificagado de existéncia de objeto verifica se todas as copias replicadas esperadas de objetos e
fragmentos codificados por apagamento existem em um no de storage. A verificagcao de existéncia de

objeto fornece uma maneira de verificar a integridade dos dispositivos de armazenamento, especialmente

se um problema recente de hardware poderia ter afetado a integridade dos dados.

Vocé deve rever os resultados de verificagdes de antecedentes e verificagbes de existéncia de objetos
regularmente. Investigue quaisquer instancias de dados de objetos corrompidos ou ausentes imediatamente
para determinar a causa raiz.

Passos
1. Reveja os resultados das verificagbes de antecedentes:

a. Selecione NODES > Storage Node > Objects.
b. Verifique os resultados da verificagéo:

= Para verificar a verificagdo de dados de objetos replicados, observe os atributos na se¢ao
Verificagao.
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Verification

Status: @ Mo errors

Percent complete: & 0.00%%

Average stat time: @ 0.00 microseconds
Objects verified: @ ]

Object verification rate: @ 0.00 objects | second
Data verified: @ 0 bytes

Data verification rate: @ 0.00 bytes | second
Missing objects: @ o

Corrupt objects: @ o

Corrupt chjects unidentified: @ 0

Quarantined objects: @ 1]

= Para verificar a verificagao de fragmentos codificados por apagamento, selecione Storage Node >

ILM e veja os atributos na segéo de verificagdo de codificagdo de apagamento.

Erasure coding verification

Status: @ Idle il
Next scheduled: @ 2021-10-08 10:45:19 MDT
Fragments verified: @ ] l||
Data verified: @ 0 bytes lil
Corrupt copies: @ a HI
Corrupt fragments: @ ] H.
Missing fragments: @ 0 i||

Selecione o ponto de interrogacéo gao lado do nome de um atributo para exibir o texto da ajuda.

2. Reveja os resultados dos trabalhos de verificagao de existéncia de objeto:
a. Selecione MAINTENANCE > Object existence check > Job history.

b. Digitalizar a coluna copias de objeto em falta detetadas. Se algum trabalho resultar em 100 ou mais

copias de objetos ausentes e o alerta objetos perdidos tiver sido acionado, entre em Contato com o

suporte técnico.
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‘ Delete

JobiD @

defined by your ILM policy, still exist on the volumes.

Active job Job history

Status =

Object existence check

Perform an object existence check if you suspect storage volumes have been damaged or are corrupt. You can veri

Q

Nodes (volumes) @

- N
I;' Missing object copies detected)

L A g

15816859223101303015

12538643155010477372

5450044849774982476

3395284277055907678

Completed

Completed

Completed

Completed

DC2-51 (3 volumes)

DC1-53 (1 volume)

DC1-52 (1 volume)

DC1-51 (3 volumes)
DC1-52 (3 volumes)
DC1-53 (3 volumes)
and 7 more
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Monitorar eventos

Vocé pode monitorar eventos que sao detetados por um né de grade, incluindo eventos

personalizados que vocé criou para rastrear eventos registrados no servidor syslog. A

mensagem ultimo evento mostrada no Gerenciador de Grade fornece mais informagdes

sobre o evento mais recente.

As mensagens de evento também sao listadas no /var/local/log/bycast-err.log arquivo de log.

Consulte "Referéncia de ficheiros de registo".

O alarme SMTT (Total de eventos) pode ser repetidamente acionado por problemas como problemas de rede,

interrupgdes de energia ou atualizagdes. Esta segao tem informagdes sobre a investigagdo de eventos para

que vocé possa entender melhor por que esses alarmes ocorreram. Se um evento ocorreu devido a um
problema conhecido, é seguro redefinir os contadores de eventos.

Passos

1. Revise os eventos do sistema para cada né de grade:

a. Selecione SUPPORT > Tools > Grid topology.

b. Selecione site > grid node > SSM > Eventos > Visdo geral > Principal.

2. Gere uma lista de mensagens de eventos anteriores para ajudar a isolar problemas que ocorreram no

passado:
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a. Selecione SUPPORT > Tools > Grid topology.
b. Selecione site > grid node > SSM > Eventos > relatérios.

c. Selecione texto.
O atributo ultimo evento ndo é mostrado no "vista de graficos". Para visualiza-lo:

d. Altere Atributo para ultimo evento.
e. Opcionalmente, selecione um periodo de tempo para consulta rapida.

f. Selecione Atualizar.

Overview Alarms I Reports l".l Configuration

Charts Texd

ﬂ] Reports (Text): SSM (170-41) - Events

Yy DD HH LSS
Afiroute:  [Last Event =] resurspecpage: [20 %] | swrtpate |2009/04/15 15:19:63
Quick Guery: [Last 5 Minutes =]  _Update | RawDam 5 End Date: (2009/04/15 15.24:53
Text Results for Last Event
2009-04-15 15.19:53 POT To 2009-04-15 152453 POT

1-20f2 ﬁ

i B hdc: task_no_data_inir stabus=0x51

2009-04-15 15:24:22 2009-04-15 15:24:22 (DiiveRuady SeakComplske Eror}

2009-04-15 152411 2009-04-15 15:2339 hidc: task_rodatainlr. stap=0:51

{ DriveReady SeekComplete Error ]

Crie eventos syslog personalizados

Eventos personalizados permitem que vocé acompanhe todos os eventos de usuario do kernel, daemon, erro
e nivel critico registrados no servidor syslog. Um evento personalizado pode ser util para monitorar a
ocorréncia de mensagens de log do sistema (e, portanto, eventos de seguranca de rede e falhas de
hardware).

Sobre esta tarefa

Considere criar eventos personalizados para monitorar problemas recorrentes. As consideragdes a seguir se
aplicam a eventos personalizados.

* Depois que um evento personalizado é criado, cada ocorréncia dele € monitorada.

* Para criar um evento personalizado com base em palavras-chave nos /var/local/log/messages
arquivos, os logs nesses arquivos devem ser:

o Gerado pelo kernel

o Gerado pelo daemon ou programa do usuario no nivel de erro ou critico

Nota: nem todas as entradas nos /var/local/log/messages arquivos serdo correspondidas a menos que
satisfagam os requisitos acima indicados.

Passos
1. Selecione SUPPORT > Alarmes (legacy) > Custom events.
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2.
3.

N o o &
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Clique em Edit /(ou Insert @ se este ndo for o primeiro evento).

Introduza uma cadeia de eventos personalizada, por exemplo, encerramento

Events

Updated: 2021-10-22 11:15:34 MDT

Custom Events (1-10f1) g
Event Actions
snutdown #0Q0
Show| 10 v |Records Per Page | Refresh |

Apply Changes ”

Selecione aplicar alteragoes.
Selecione SUPPORT > Tools > Grid topology.
Selecione grid node > SSM > Eventos.

Localize a entrada de Eventos personalizados na tabela Eventos e monitore o valor de Count.

Se a contagem aumentar, um evento personalizado que vocé esta monitorando esta sendo acionado
nesse no6 de grade.



I Overview \, Alarms ' Reports Cunﬂguraljon'

Main

-1 Overview: SSM (DC1-ADM1) - Events

Updated: 2021-10-22 11:18:18 MDT

System Events

Log Monitor State: Connected
Total Evenis: 0

Last Event Mo Events
Description

Abnomal Software Events
Account Service Events
Cassandra Errors
Cassandra Heap Out Of Memory Errors
Chupk Service Fyvents
| Custom Events
“Data-Mover Service tvents
File System Errors
Forced Termination Events
Grid Mode Errors
Hotfix Installation Failure Events
IO Errors
IDE Errors
Identity Service Events
Kernel Errors
Kernel Memory Allocation Failure
Keystone Service Events
Metwork Receive Errors
MNetwork Transmit Errors
Out Of Memaory Errors
Replicated State Machine Service Events
SCSI| Errors

DDDDDDDDDDDDDDDD:—DIDDDDD

Count

09 09 L9 LS L9 19 Y 1

(R SR A A B A R

Redefina a contagem de eventos personalizados para zero

Se vocé quiser redefinir o contador apenas para eventos personalizados, use a pagina topologia de grade no

menu suporte.

A reposigao de um contador faz com que o alarme seja acionado pelo proximo evento. Em contraste, quando

vocé reconhece um alarme, esse alarme so é reacionado se o préximo nivel de limiar for atingido.

Passos
1. Selecione SUPPORT > Tools > Grid topology.

2. Selecione grid node > SSM > Eventos > Configuragao > Principal.

3. Marque a caixa de selecdo Reset para Eventos personalizados.
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Overview Alarms Reports | Configuration '||

Main Alarms

Updated: 2018-04-11 10:25:44 MDT

| Configuration: SSM (DC2-ADM1) - Events

Description Count Reset
Abnormal Software Events 0 [
Account Service Events 0 N
Cassandra Errors 0 [
Cassandra Heap Out Of Memory Errors 0 N
Custom Events 0 v
File System Errors 0 N
Forced Termination Events 0 [
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4. Selecione aplicar alteragoes.

Rever mensagens de auditoria

As mensagens de auditoria podem ajuda-lo a entender melhor as operagdes detalhadas
do seu sistema StorageGRID. Vocé pode usar logs de auditoria para solucionar
problemas e avaliar o desempenho.

Durante a operagéao normal do sistema, todos os servigos StorageGRID geram mensagens de auditoria, como
segue:

* As mensagens de auditoria do sistema estéo relacionadas ao proprio sistema de auditoria, aos estados
dos noés da grade, a atividade de tarefas em todo o sistema e as operagdes de backup de servico.

* As mensagens de auditoria de storage de objetos estdo relacionadas ao armazenamento e gerenciamento
de objetos no StorageGRID, incluindo armazenamento de objetos e recuperagdes, transferéncias de n6 de
grade para no de grade e verificagdes.

* As mensagens de auditoria de leitura e gravacéo do cliente s&o registradas quando um aplicativo cliente
S3 ou Swift faz uma solicitagéo para criar, modificar ou recuperar um objeto.

* As mensagens de auditoria de gerenciamento Registram solicitagdes de usuarios para a API de
gerenciamento.

Cada n6 Admin armazena mensagens de auditoria em arquivos de texto. O compartilhamento de auditoria
contém o arquivo ativo (audit.log), bem como logs de auditoria compatados de dias anteriores. Cada n6 na
grade também armazena uma coépia das informagdes de auditoria geradas no no.

Para facilitar o acesso aos logs de auditoria, vocé pode "Configurar acesso de cliente de auditoria para NFS".
Vocé também pode acessar arquivos de log de auditoria diretamente da linha de comando do né Admin.

O StorageGRID pode enviar informagdes de auditoria por padrdo, ou vocé pode alterar o destino:

» O padrao do StorageGRID é destinos de auditoria de né local.
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* As entradas de log de auditoria do Grid Manager e do Tenant Manager podem ser enviadas para um né de
storage.

* Opcionalmente, vocé pode alterar o destino dos logs de auditoria e enviar informagdes de auditoria para
um servidor syslog externo. Os logs locais dos Registros de auditoria continuam a ser gerados e
armazenados quando um servidor syslog externo é configurado.

+ "Saiba mais sobre como configurar mensagens de auditoria e destinos de log".

Para obter detalhes sobre o arquivo de log de auditoria, o formato das mensagens de auditoria, os tipos de
mensagens de auditoria e as ferramentas disponiveis para analisar mensagens de auditoria, "Rever registos
de auditoria"consulte .

Colete arquivos de log e dados do sistema

Vocé pode usar o Gerenciador de Grade para recuperar arquivos de log e dados do
sistema (incluindo dados de configuracéo) para seu sistema StorageGRID.

Antes de comecgar
* Vocé deve estar conetado ao Gerenciador de Grade no né Admin principal usando um "navegador da web
suportado”.
* Vocé "permissdes de acesso especificas"tem .

* Vocé deve ter a senha de provisionamento.

Sobre esta tarefa

Vocé pode usar o Gerenciador de Grade para coletar "ficheiros de registo”, dados do sistema e dados de
configuracéo de qualquer n6 de grade para o periodo de tempo selecionado. Os dados séo coletados e
arquivados em um arquivo .tar.gz que vocé pode baixar para seu computador local.

Opcionalmente, vocé pode alterar o destino dos logs de auditoria e enviar informagdes de auditoria para um
servidor syslog externo. Os logs locais dos Registros de auditoria continuam a ser gerados e armazenados
quando um servidor syslog externo € configurado. "Configurar mensagens de auditoria e destinos de
log"Consulte .

Passos
1. Selecione SUPPORT > Tools > Logs.
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2. Selecione os nods de grade para os quais vocé deseja coletar arquivos de log.

Conforme necessario, vocé pode coletar arquivos de log para toda a grade ou para todo o site do data
center.

3. Selecione hora de inicio e hora de término para definir o intervalo de tempo dos dados a serem
incluidos nos arquivos de log.

Se vocé selecionar um periodo de tempo muito longo ou coletar logs de todos os nés em uma grade
grande, o arquivo de log pode se tornar muito grande para ser armazenado em um nd ou muito grande
para ser coletado para o n6 de administracao principal para download. Se isso ocorrer, vocé deve reiniciar
a coleta de logs com um conjunto menor de dados.

4. Selecione os tipos de registos que pretende recolher.

> Logs de aplicativos: Logs especificos de aplicativos que o suporte técnico utiliza com mais
frequéncia para solugao de problemas. Os registos recolhidos sdo um subconjunto dos registos de
aplicacoes disponiveis.

o Logs de auditoria: Logs contendo as mensagens de auditoria geradas durante a operagéo normal do
sistema.

- Rastreamento de rede: Logs usados para depuragao de rede.
o Prometheus Database: Métricas de séries temporais dos servigos em todos 0s nos.
5. Opcionalmente, insira notas sobre os arquivos de log que vocé esta reunindo na caixa de texto * Notas™.

Vocé pode usar essas notas para fornecer informagdes de suporte técnico sobre o problema que o levou a
coletar os arquivos de log. Suas anotagdes sdo adicionadas a um arquivo info.txt chamado,

232



juntamente com outras informagdes sobre a colegao de arquivos de log. O info. txt ficheiro é guardado
no pacote de arquivo de registo.

6. Introduza a frase-passe de aprovisionamento do seu sistema StorageGRID na caixa de texto frase-passe
de aprovisionamento.

7. Selecione Collect Logs.
Quando vocé envia uma nova solicitagéo, a colegao anterior de arquivos de log é excluida.

Vocé pode usar a pagina Logs para monitorar o progresso da colegao de arquivos de log para cada né de
grade.

Se vocé receber uma mensagem de erro sobre o tamanho do log, tente coletar logs por um periodo de
tempo menor ou por menos nos.

8. Selecione Download quando a colegao de arquivos de log estiver concluida.

O arquivo .tar.gz contém todos os arquivos de log de todos os nés de grade onde a coleta de log foi bem-
sucedida. Dentro do arquivo combinado .tar.gz, ha um arquivo de log para cada n6 de grade.

Depois de terminar
Vocé pode baixar novamente o pacote de arquivo de log mais tarde, se precisar.

Opcionalmente, vocé pode selecionar Excluir para remover o pacote de arquivo de log e liberar espago em
disco. O pacote de arquivo de log atual é removido automaticamente da préxima vez que vocé coletar
arquivos de log.

Acione manualmente um pacote AutoSupport

Para ajudar o suporte técnico na solugédo de problemas com o sistema StorageGRID,
vocé pode acionar manualmente um pacote AutoSupport a ser enviado.

Antes de comecgar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé deve ter a permissdo de acesso root ou outra configuragéo de grade.

Passos
1. Selecione SUPPORT > Tools > AutoSupport.

2. Na guia agoes, selecione Enviar AutoSupport acionado pelo usuario.
O StorageGRID tenta enviar um pacote AutoSupport para o site de suporte da NetApp. Se a tentativa for
bem-sucedida, os valores resultado mais recente e ultimo tempo bem-sucedido na guia resultados

serdo atualizados. Se houver um problema, o valor resultado mais recente sera atualizado para "Falha"
e o StorageGRID nao tentara enviar o pacote AutoSupport novamente.

@ Depois de enviar um pacote AutoSupport acionado pelo usuario, atualize a pagina
AutoSupport no seu navegador apds 1 minuto para acessar os resultados mais recentes.
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Veja a arvore de topologia de Grade

A arvore de topologia de grade fornece acesso a informagdes detalhadas sobre
elementos do sistema StorageGRID, incluindo sites, nds de grade, servigos e
componentes. Na maioria dos casos, vocé soO precisa acessar a arvore de topologia de
grade quando instruido na documentagao ou quando estiver trabalhando com suporte
técnico.

Para acessar a arvore de topologia de grade, selecione SUPPORT > Tools > Grid topology.

Deployment s m StorageGRID Webscale Deployment

Site s -~ Data Center 1
== ‘ DC1-ADM1

Senvices
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Resources

& Timing

- & ANS
3 CHN
- 44 NMS
!‘. & 0c1-31
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. & 0ci1-53
|_—| & Dcise
. & ocr-awi
i+l-4fy Data Center 2

Grid Nodes Services

Para expandir ou recolher a arvore de topologia de Grade, clique [#] ou no local, né ou [=]nivel de servigo.
Para expandir ou recolher todos os itens em todo o site ou em cada né, mantenha pressionada a tecla <Ctrl>
e clique em.

Atributos do StorageGRID

Atributos reportam valores e status para muitas das fungdes do sistema StorageGRID. Os valores de atributo
estao disponiveis para cada né de grade, cada local e toda a grade.

Os atributos do StorageGRID s&o usados em varios lugares no Gerenciador de Grade:
* Pagina de nés: Muitos dos valores mostrados na pagina de nds sao atributos StorageGRID. (As métricas

Prometheus também sdo mostradas nas paginas de nos.)

» Alarmes: Quando os atributos atingem valores de limite definidos, os alarmes StorageGRID (sistema
legado) sdo acionados em niveis de gravidade especificos.

» Grid Topology tree: Os valores de atributo sdo mostrados na arvore Grid Topology (SUPPORT > Tools >
Grid topology).

* Eventos: Os eventos do sistema ocorrem quando certos atributos Registram uma condigédo de erro ou
falha para um nd, incluindo erros como erros de rede.

234



Valores de atributo

Os atributos sao reportados com o melhor esforgo e estdo aproximadamente corretos. As atualizagbes de
atributos podem ser perdidas em algumas circunstancias, como a falha de um servigo ou a falha e
reconstru¢do de um né de grade.

Além disso, os atrasos de propagagao podem retardar o relatério de atributos. Os valores atualizados para a
maioria dos atributos sdo enviados para o sistema StorageGRID em intervalos fixos. Pode demorar varios
minutos até que uma atualizacdo seja visivel no sistema, e dois atributos que mudam mais ou menos
simultaneamente podem ser reportados em momentos ligeiramente diferentes.

Analise as métricas de suporte

Ao solucionar um problema, vocé pode trabalhar com suporte técnico para analisar
métricas e graficos detalhados do seu sistema StorageGRID.

Antes de comecar
» Vocé deve estar conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

A pagina Metrics permite que vocé acesse as interfaces de usuario Prometheus e Grafana. Prometheus é um
software de codigo aberto para coletar métricas. Grafana € um software de cédigo aberto para visualizagao de
métricas.

As ferramentas disponiveis na pagina Metrics destinam-se a ser utilizadas pelo suporte técnico.

@ Alguns recursos e itens de menu dentro dessas ferramentas séo intencionalmente nao
funcionais e estao sujeitos a alteragdes. Consulte a lista "Métricas de Prometheus comumente
usadas"de .
Passos

1. Conforme indicado pelo suporte técnico, selecione SUPPORT > Tools > Metrics.

Um exemplo da pagina Metrics € mostrado aqui:
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Metrics

Access charts and metrics to help troubleshoot issues.

@ The tools available on this page are intended for use by technical support. Some features and menu items within these tools are intentionally non-
functional.

Prometheus
Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of
metrics and to view charts of the values over time.

Access the Prometheus Ul using the link below. You must be signed in to the Grid Manager.

s hitpsii

Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain

graphs of important metric values over time.

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE EC Overview Replicated Read Path Overview
Account Service Overview Grid 53 -Node

Alertmanager ILM S3 Overview

Audit Overview ldentity Service Overview 53 Select

Cassandra Cluster Overview Ingests Site

Cassandra Network Overview Node Support

Cassandra Node Overview Node (Internal Usel Traces

Cross Grid Replication O5L - AsynclO Traffic Classification Policy
Cloud Storage Pool Overview Platform Services Commits Usage Procassing

EC-ADE Platiorm Services Overview Virtual Memory (vmstat)
EC-Chunk Service Platform Services Processing

2. Para consultar os valores atuais das métricas do StorageGRID e visualizar graficos dos valores ao longo
do tempo, clique no link na se¢do Prometheus.

A interface Prometheus € exibida. Vocé pode usar essa interface para executar consultas sobre as
métricas disponiveis do StorageGRID e para tragcar métricas do StorageGRID ao longo do tempo.

@ As métricas que incluem private em seus nomes séo destinadas apenas para uso interno e
estdo sujeitas a alteragdes entre as versdes do StorageGRID sem aviso prévio.

3. Para acessar painéis pré-construidos contendo graficos de métricas do StorageGRID ao longo do tempo,
clique nos links na segao Grafana.

Ainterface Grafana para o link selecionado € exibida.
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Execute o diagnéstico

Ao solucionar um problema, vocé pode trabalhar com o suporte técnico para executar
diagndsticos no sistema StorageGRID e analisar os resultados.

* "Analise as métricas de suporte"

« "Métricas de Prometheus comumente usadas"

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade usando um "navegador da web suportado”.

* Vocé "permissdes de acesso especificas"tem .

Sobre esta tarefa

A pagina Diagndsticos executa um conjunto de verificagdes de diagndstico no estado atual da grade. Cada
verificagdo de diagnodstico pode ter um de trés Estados:
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0 Normal: Todos os valores estdo dentro do intervalo normal.

Atencdo: Um ou mais valores estéo fora do intervalo normal.

9 Atencédo: Um ou mais dos valores estao significativamente fora do intervalo normal.

Os Estados de diagnéstico sao independentes dos alertas atuais e podem néao indicar problemas operacionais
com a grade. Por exemplo, uma verificagdo de diagndstico pode mostrar o estado de precaugdo mesmo que
nenhum alerta tenha sido acionado.

Passos
1. Selecione SUPPORT > Tools > Diagnostics.

A pagina Diagnosticos é exibida e lista os resultados de cada verificagdo de diagndstico. Os resultados
sao classificados por gravidade (cuidado, atencdo e, em seguida, normal). Dentro de cada gravidade, os
resultados s&o ordenados alfabeticamente.

Neste exemplo, todos os diagndsticos tém um estado normal.

Diagnostics

This page performs a set of diagnostic checks on the current state of the grid. A diagnostic check can have one of three statuses:

+" Normal: All values are within the normal range.
Attention: One or more of the values are outside of the normal range.
€ Caution: One or more of the values are significantly outside of the normal range.

Diagnostic statuses are independent of current alerts and might not indicate operational issues with the grid. For example, a

diagnostic check might show Caution status even if no alert has been triggered.

» Cassandra automatic restarts v
# Cassandra blocked task queue too large v
# Cassandra commit log latency v

" Cassandra commit log queue depth v

2. Para saber mais sobre um diagnéstico especifico, clique em qualquer lugar da linha.

Séo apresentados detalhes sobre o diagndstico e os seus resultados atuais. Os seguintes detalhes sé&o
listados:

o Status: O estado atual deste diagnostico: Normal, atengéo ou cuidado.

o Consulta Prometheus: Se usada para o diagndstico, a expressao Prometheus que foi usada para
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gerar os valores de status. (Uma expressao Prometheus néo é usada para todos os diagnoésticos.)

o Limiares: Se disponiveis para o diagnostico, os limiares definidos pelo sistema para cada estado de
diagnéstico anormal. (Os valores de limite ndo sao usados para todos os diagnosticos.)

@ Nao é possivel alterar esses limites.

> Valores de estado: Uma tabela que mostra o estado e o valor do diagndstico em todo o sistema
StorageGRID. Neste exemplo, a utilizacdo atual da CPU para cada né em um sistema StorageGRID é
mostrada. Todos os valores de nds estéo abaixo dos limites de atengéo e cuidado, portanto, o status
geral do diagndstico € normal.

CPU utilization -

Checks the current CPU utilization on each node.

To view charts of CPU utilization and other per-node metrics, access the Node Grafana dashboard.

Status Marmal
Prometheus sum by (instance) (sum by (instance, mode) (irste(node_cpu_seconds_total{mode!="idle"}[5m])) / count by
query (instance, mode)(node_cpu_seconds_total{mode!="idle"}))

View in Prometheus (4

Thresholds Attention == 75%
@ Caution ==95%

Instance 1T CPU utilization 11

Status »~
DC1-ADMA 2.598%
DC1-ARCH 0.937%
DC1-G1 2.119%
DC1-51 8.708%
DC1-52 8.142%
DC1-53 9.669%
DC2-ADMA 2.515%
DC2-ARCH 1.152%
DC2-51 8.204%
DC2-52 5.000%
DC2-53 10.4659%

3. Opcional: Para ver graficos do Grafana relacionados a este diagnéstico, clique no link painel do Grafana.
Este link n&o é exibido para todos os diagnosticos.

O painel do Grafana relacionado é exibido. Neste exemplo, o painel Node aparece mostrando a utilizagao
da CPU ao longo do tempo para este nd, bem como outros graficos Grafana para o no.

(D Vocé também pode acessar os painéis Grafana pré-construidos na se¢cao Grafana da
pagina SUPPORT > Tools > Metrics.
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4. Opcional: Para ver um grafico da expressdo Prometheus ao longo do tempo, clique em Exibir em
Prometheus.

Aparece um grafico Prometheus da expresséo usada no diagnostico.
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Crie aplicativos de monitoramento personalizados

Vocé pode criar aplicativos e painéis de monitoramento personalizados usando as
métricas do StorageGRID disponiveis na APl de gerenciamento de grade.

Se vocé quiser monitorar métricas que n&o séo exibidas em uma pagina existente do Gerenciador de Grade
ou se quiser criar painéis personalizados para o StorageGRID, use a API de Gerenciamento de Grade para
consultar métricas do StorageGRID.

Vocé também pode acessar métricas do Prometheus diretamente com uma ferramenta de monitoramento
externa, como Grafana. O uso de uma ferramenta externa requer que vocé carregue ou gere um certificado de
cliente administrativo para permitir que o StorageGRID autentique a ferramenta para seguranga. Consulte
"Instru¢des para administrar o StorageGRID".

Para exibir as operacdes da API de métricas, incluindo a lista completa das métricas disponiveis, acesse o

Gerenciador de Grade. Na parte superior da pagina, selecione o icone de ajuda e selecione Documentagao
da API > métricas.
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metrics Cperations on metrics v

GET Jgrid/metric-labels/{label}/values Lists the values for a metric label ﬁ
| /grid/metric-names Lists all available metric names ﬂ
GET Jgrid/metric-query Performs an instant metric query at a single point in time ﬁ
GET /grid/metric-query-range Performs a metric guery over a range of time ﬂ

Os detalhes de como implementar um aplicativo de monitoramento personalizado estdo além do escopo desta
documentagao.
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uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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