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Use a federacao de grade

O que é a federacao de grade?

Vocé pode usar a federagao de grade para clonar locatarios e replicar seus objetos entre
dois sistemas StorageGRID para recuperagao de desastres.
O que é uma conexao de federagao de grade?

Uma conexao de federagéo de grade € uma conexao bidirecional, confiavel e segura entre os nés de
administrador e gateway em dois sistemas StorageGRID.

Fluxo de trabalho para federagao de grade

O diagrama de fluxo de trabalho resume as etapas para configurar uma conexao de federagéo de grade entre
duas grades.

. . Perform prerequisites
Grid admin T
Create HA groups (optional)
Add DNS entries

v

Configure connection
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Download verification file .
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Manage connection
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Edit, test, remove
Monitor and troubleshoot
Rotate expiring certificates

Consideragoes e requisitos para conexoées de federagao de grade

* Ambas as grades usadas para federagédo de grade devem estar executando o StorageGRID 11,7 ou
posterior.

* Uma grade pode ter uma ou mais conexdes de federagéo de grade para outras grades. Cada conexao de
federacgao de grade é independente de quaisquer outras conexdes. Por exemplo, se o Grid 1 tiver uma



conexao com o Grid 2 e uma segunda conexao com o Grid 3, ndo havera conexao implicita entre o Grid 2
e o Grid 3.

* As conexdes de federagdo de grade sao bidirecionais. Apos a conexao ser estabelecida, vocé pode
monitorar e gerenciar a conexao a partir de qualquer grade.

» Deve existir pelo menos uma ligagao de federagéo de grelha antes de poder utilizar "clone de conta" ou
"replicagao entre grade".

Requisitos de rede e endereco IP

» As conexdes de federagéo de grade podem ocorrer na rede de grade, na rede de administragdo ou na
rede de cliente.

* Uma conexao de federagao de grade coneta uma grade a outra grade. A configuragdo para cada grade
especifica um ponto de extremidade de federagédo de grade na outra grade que consiste em ndés de
administrador, nés de gateway ou ambos.

» A pratica recomendada é conetar "Grupos de alta disponibilidade (HA)" os nés Gateway e Admin em cada
grade. O uso de grupos de HA ajuda a garantir que as conexdes de federagdo de grade permanegam on-
line se os nos ficarem indisponiveis. Se a interface ativa em qualquer um dos grupos HA falhar, a conexao
podera usar uma interface de backup.

* Nao é recomendavel criar uma conexao de federacéo de grade que use o endereco IP de um unico n6 de
administrador ou n6 de gateway. Se o no ficar indisponivel, a conexéo de federagédo de grade também
ficara indisponivel.

» "Replicagao entre grade" De objetos requer que os nos de storage em cada grade possam acessar 0s nos
de administrador e gateway configurados na outra grade. Para cada grade, confirme se todos os nés de
storage tém uma rota de largura de banda alta como nés de administrador ou nds de gateway usados
para a conexao.

Use FQDNs para equilibrar a conexao de carga

Para um ambiente de produgao, use nomes de dominio totalmente qualificados (FQDNs) para identificar cada
grade na conexao. Em seguida, crie as entradas de DNS apropriadas, da seguinte forma:

» O FQDN para a Grade 1 mapeou um ou mais enderegos IP virtuais (VIP) para grupos de HA na Grade 1
ou para o endereco IP de um ou mais nés de Admin ou Gateway na Grade 1.
* O FQDN para a Grade 2 mapeou um ou mais enderegos VIP para a Grade 2 ou para o endereco IP de um

ou mais nos de Admin ou Gateway na Grade 2.

Quando vocé usa varias entradas de DNS, as solicitagdes para usar a conexao sao balanceadas de carga, da
seguinte forma:

* As entradas DNS que mapeiam para os enderecgos VIP de varios grupos de HA sédo balanceadas de carga
entre os nos ativos nos grupos de HA.

* As entradas DNS que mapeiam para os enderegos IP de varios nds de administragdo ou nés de gateway
sdo balanceadas de carga entre os nés mapeados.

Requisitos portuarios

Ao criar uma conexao de federagao de grade, vocé pode especificar qualquer niumero de porta ndo utilizado
de 23000 a 23999. Ambas as grades nesta conexao usardo a mesma porta.

Vocé deve garantir que nenhum n6é em qualquer grade use essa porta para outras conexdes.


https://docs.netapp.com/pt-br/storagegrid-118/admin/managing-high-availability-groups.html

Requisitos de certificado

Quando vocé configura uma conexao de federagado de grade, o StorageGRID gera automaticamente quatro
certificados SSL.:

« Certificados de servidor e cliente para autenticar e criptografar informagdes enviadas da grade 1 para a
grade 2

» Certificados de servidor e cliente para autenticar e criptografar informagdes enviadas da grade 2 para a
grade 1

Grid 1 Grid 2
Server certificate P Client certificate
Client certificate Server certificate

Por padrao, os certificados séo validos por 730 dias (2 anos). Quando esses certificados estiverem proximos
da data de expiracéao, o alerta Expiration of Grid Federation certificate lembra que vocé deve girar os
certificados, o que vocé pode fazer usando o Grid Manager.

Se os certificados em qualquer uma das extremidades da conexao expirarem, a conexao
deixara de funcionar. A replicacdo de dados ficara pendente até que os certificados sejam
atualizados.

Saiba mais
+ "Crie conexdes de federacéo de grade”

« "Gerenciar conexdes de federagdo de grade”

+ "Solucionar erros de federagao de grade"

O que é o clone de conta?

O clone de conta ¢é a replicagao automatica de uma conta de locatario, grupos de
locatarios, usuarios de locatarios e, opcionalmente, chaves de acesso S3 entre os
sistemas StorageGRID em um "conexao de federacao de grade”.

O clone de conta é necessario para "replicacao entre grade"o . Clonar informagdes de conta de um sistema
StorageGRID de origem para um sistema StorageGRID de destino garante que usuarios e grupos de
locatarios possam acessar os buckets e objetos correspondentes em qualquer grade.

Fluxo de trabalho para clone de conta

O diagrama de fluxo de trabalho mostra as etapas que administradores de grade e locatarios permitidos
executarao para configurar o clone de conta. Estas etapas sdo executadas apds o "a conexao de federacao



de grade esta configurada".
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Fluxo de trabalho de administracao de grade

As etapas que os administradores de grade executam dependem se os sistemas StorageGRID na "conexao

de federagao de grade"federagéo usar logon unico (SSO) ou identidade.

Configurar SSO para o clone de conta (opcional)

Se qualquer um dos sistemas StorageGRID na conexao de federagéo de grade usar SSO, ambas as grades
devem usar SSO. Antes de criar as contas de locatario para federagéo de grade, os administradores de grade
para as grades de origem e destino do locatario devem executar essas etapas.

Passos

1. Configure a mesma fonte de identidade para ambas as grades. "Use a federacao de identidade"Consulte .

2. Configure o mesmo provedor de identidade SSO (IDP) para ambas as grades. "Configurar o logon

Unico"Consulte .

3. "Crie 0 mesmo grupo de administracao” em ambas as grades importando o mesmo grupo federado.

Ao criar o locatario, vocé selecionara esse grupo para ter a permissdo de acesso raiz inicial para as

contas de locatario de origem e destino.
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@ Se esse grupo de administragdo nao existir em ambas as grades antes de criar o locatario,
o locatario néo sera replicado para o destino.

Configurar federagao de identidade em nivel de grade para o clone de conta (opcional)

Se um dos sistemas StorageGRID usar federagao de identidade sem SSO, ambas as grades devem usar
federacgao de identidade. Antes de criar as contas de locatario para federagéo de grade, os administradores de
grade para as grades de origem e destino do locatario devem executar essas etapas.
Passos

1. Configure a mesma fonte de identidade para ambas as grades. "Use a federacao de identidade"Consulte .

2. Opcionalmente, se um grupo federado tiver permissdo de acesso raiz inicial para as contas de locatéario de
origem e destino, "crie 0 mesmo grupo de administragao" em ambas as grades importando o mesmo
grupo federado.

@ Se vocé atribuir permissao de acesso root a um grupo federado que nao existe em ambas
as grades, o locatario ndo sera replicado para a grade de destino.

3. Se vocé nao quiser que um grupo federado tenha permisséo de acesso raiz inicial para ambas as contas,
especifique uma senha para o usuario raiz local.

Crie uma conta de locatario S3 permitida

Depois de configurar opcionalmente o SSO ou a federagéo de identidade, um administrador de grade executa
essas etapas para determinar quais locatarios podem replicar objetos de bucket para outros sistemas
StorageGRID.
Passos
1. Determine qual grade vocé deseja ser a grade de origem do locatario para operagdes de clone de conta.
A grade onde o locatario é originalmente criado € conhecida como source grid do locatario. A grade onde
o locatario é replicado é conhecida como grade de destino do locatario.
2. Nessa grade, crie uma nova conta de locatario do S3 ou edite uma conta existente.
3. Atribua a permissdo Use Grid Federation Connection.
4. Se a conta de locatario gerenciar seus proprios usuarios federados, atribua a permissédo Use own Identity

source.

Se essa permissao for atribuida, as contas de locatario de origem e destino deverao configurar a mesma
fonte de identidade antes de criar grupos federados. Os grupos federados adicionados ao locatario de
origem nao podem ser clonados para o locatario de destino, a menos que ambas as grades usem a
mesma fonte de identidade.

5. Selecione uma conexao de federagéo de grade especifica.

6. Salve o locatario novo ou modificado.

Quando um novo locatario com a permissao usar conexao de federagao de grade é salvo, o
StorageGRID cria automaticamente uma réplica desse locatario na outra grade, da seguinte forma:

o Ambas as contas de inquilino ttm o mesmo ID de conta, nome, cota de armazenamento e permissoes
atribuidas.
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> Se vocé selecionou um grupo federado para ter permisséo de acesso root para o locatario, esse grupo
sera clonado para o locatario de destino.

> Se vocé selecionou um usuario local para ter permissdo de acesso root para o locatario, esse usuario
sera clonado para o locatario de destino. No entanto, a senha para esse usuario néo é clonada.

Para obter detalhes, "Gerenciar locatarios permitidos para federacao de grade"consulte .

Fluxo de trabalho de conta de locatario permitido

Depois que um locatario com a permissao usar conexao de federagao de grade for replicado para a grade
de destino, as contas de locatario permitidas podem executar essas etapas para clonar grupos de locatarios,
usuarios e chaves de acesso S3.

Passos
1. Faga login na conta do locatario na grade de origem do locatario.

2. Se permitido, configure a federacéo de identificagdo nas contas de locatario de origem e destino.

3. Crie grupos e usuarios no locatario de origem.
Quando novos grupos ou usuarios sao criados no locatario de origem, o StorageGRID os clonara
automaticamente para o locatario de destino, mas nenhuma clonagem ocorre do destino de volta para a
origem.

4. Crie S3 chaves de acesso.

5. Opcionalmente, clone chaves de acesso S3 do locatario de origem para o locatario de destino.

Para obter detalhes sobre o fluxo de trabalho permitido da conta de locatario e saber como grupos, usuarios e

chaves de acesso S3 sao clonados, "Clonar grupos de locatarios e usuarios"consulte e "Clonar chaves de
acesso S3 usando a API".

O que é replicacao entre redes?

A replicacao entre grade é a replicagao automatica de objetos entre buckets S3
selecionados em dois sistemas StorageGRID que estdo conetados em um "conexao de
federacao de grade”. "Clone de conta" é necessario para replicagéo entre grades.

Fluxo de trabalho para replicagao entre grades

O diagrama de fluxo de trabalho resume as etapas para configurar a replicagao entre grades entre intervalos
em duas grades.


https://docs.netapp.com/pt-br/storagegrid-118/tenant/grid-federation-account-clone.html
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Requisitos para replicagcao entre grades

Se uma conta de locatario tiver a permissao usar conexao de federagado de grade para usar um ou mais
"conexoes de federacao de grade", um usuario de locatario com permissao de acesso root podera criar
buckets idénticos nas contas de locatario correspondentes em cada grade. Estes baldes:

* Deve ter o mesmo nome, mas pode ter regides diferentes

* Deve ter o controle de vers&o habilitado

» Tem de ter o bloqueio de objetos S3 desativado

* Deve estar vazio

Depois que ambos os buckets tiverem sido criados, a replicacédo entre grades pode ser configurada para um
ou ambos os buckets.

Saiba mais



"Gerenciar a replicagdo entre grades"

Como a replicagao entre redes funciona

A replicagao entre grades pode ser configurada para ocorrer em uma diregdo ou em ambas as diregoes.

Replicagao em uma diregéao

Se vocé habilitar a replicagao entre grade para um bucket em apenas uma grade, os objetos adicionados a
esse bucket (o bucket de origem) seréo replicados para o bucket correspondente na outra grade (o bucket de
destino). No entanto, os objetos adicionados ao intervalo de destino ndo séo replicados de volta para a
origem. Na figura, a replicagéo de grade cruzada é ativada para my-bucket da grade 1 para a grade 2, mas
nao é ativada na outra diregdo.

Grid 1-Tenant A
my-bucket

Cross-grid replication:
Enabled

Grid 2-Tenant A
my-bucket

Cross-grid replication:
Disabled

Add objects - Objects added

® No change o Add objects

Replicagcao em ambas as diregoes

Se vocé habilitar a replicagéo entre grade para o mesmo bucket em ambas as grades, os objetos adicionados
a qualquer bucket serao replicados para a outra grade. Na figura, a replicagdo em grade cruzada ¢ ativada
para my-bucket em ambas as diregdes.


https://docs.netapp.com/pt-br/storagegrid-118/tenant/grid-federation-manage-cross-grid-replication.html

Grid 1-Tenant A Grid 2-Tenant A

my-bucket my-bucket
Cross-grid replication: Cross-grid replication:
Enabled Enabled

Add objects —1 Objects added

Objects added b Add objects

O que acontece quando os objetos sao ingeridos?

Quando um cliente S3 adiciona um objeto a um bucket que tem replicacdo entre grades ativada, o seguinte
acontece:

1. O StorageGRID replica automaticamente o objeto do bucket de origem para o bucket de destino. O tempo
para executar essa operagao de replicagcdo em segundo plano depende de varios fatores, incluindo o
numero de outras operagdes de replicagdo pendentes.

O cliente S3 pode verificar o status de replicagdo de um objeto emitindo uma solicitagdo GetObject ou
HeadObject. A resposta inclui um cabecalho de resposta especifico do StorageGRID x-ntap-sg-cgr-
replication-status, que terda um dos seguintes valores: O cliente S3 pode verificar o status de
replicagdo de um objeto emitindo uma solicitagdo GetObject ou HeadObject. A resposta inclui um
cabecalho de resposta especifico do StorageGRID x-ntap-sg-cgr-replication-status, que tera
um dos seguintes valores:

Grelha Estado da replicagdo

Fonte » SUCCESS: A replicacao foi bem-sucedida para todas as
conexodes de grade.

* PENDENTE: O objeto nao foi replicado para pelo menos uma
conexao de grade.

* FAILURE: A replicacdo nao esta pendente para qualquer
conexao de grade e pelo menos uma falha permanente. Um
usuario deve resolver o erro.

Destino « REPLICA*: O objeto foi replicado a partir da grade de origem.

(D O StorageGRID nao suporta 0 x-amz-replication-status colhedor.

2. O StorageGRID usa as politicas de ILM ativas de cada grade para gerenciar os objetos, assim como
qualquer outro objeto. Por exemplo, Objeto A na Grade 1 pode ser armazenado como duas copias
replicadas e retido para sempre, enquanto a cépia do Objeto A que foi replicado para a Grade 2 pode ser



armazenada usando codificagdo de apagamento 2-1 e excluida apos trés anos.

O que acontece quando os objetos sdao excluidos?

Conforme descrito "Eliminar fluxo de dados"no , o StorageGRID pode excluir um objeto por qualquer um
destes motivos:

* O cliente S3 emite uma solicitacdo de exclusao.

* Um usuario do Tenant Manager seleciona a "Excluir objetos no bucket" opgéo para remover todos os
objetos de um bucket.

» O bucket tem uma configuragao de ciclo de vida, que expira.

O ultimo periodo de tempo na regra ILM para o objeto termina, e ndo ha mais colocagdes especificadas.

Quando o StorageGRID exclui um objeto devido a uma operagéo Excluir objetos na operacao de bucket,
expiragao do ciclo de vida do bucket ou expiragao do posicionamento do ILM, o objeto replicado nunca é
excluido da outra grade em uma conexao de federacéo de grade. No entanto, os marcadores de exclusao
adicionados ao bucket de origem por exclusdes do cliente S3 podem ser replicados opcionalmente para o
bucket de destino.

Para entender o que acontece quando um cliente S3 exclui objetos de um bucket que tem replicagao entre
grade ativada, revise como os clientes S3 excluem objetos de buckets que tém o controle de versao ativado,
da seguinte forma:

» Se um cliente S3 emitir uma solicitagcdo de exclusdo que inclua um ID de versao, essa versao do objeto
sera removida permanentemente. Nenhum marcador de eliminag&o é adicionado ao balde.

» Se um cliente S3 emitir uma solicitacao de exclusao que nao inclua um ID de versao, o StorageGRID nao
exclui nenhuma versao de objeto. Em vez disso, ele adiciona um marcador de excluséo ao intervalo. O
marcador de excluséo faz com que o StorageGRID atue como se o objeto fosse excluido:

° Uma solicitacdo GetObject sem um ID de verséo falhara 404 No Object Found

> Uma solicitagdo GetObject com um ID de versao valido sera bem-sucedida e retornara a versao do
objeto solicitada.

Quando um cliente S3 exclui um objeto de um bucket que tem replicacao entre grade ativada, o StorageGRID
determina se deve replicar a solicitagdo de exclusédo para o destino, da seguinte forma:

» Se a solicitagdo de exclusao incluir um ID de versao, essa versao do objeto sera removida
permanentemente da grade de origem. No entanto, o StorageGRID nao replica solicitagdes de exclusao
que incluem um ID de verséo, portanto, a mesma versao do objeto ndo é excluida do destino.

» Se a solicitagado de exclusao nao incluir um ID de versao, o StorageGRID podera, opcionalmente, replicar
o marcador de exclusdo, com base na configuragcao da replicagdo entre grade para o bucket:

o Se vocé optar por replicar marcadores de exclusao (padrao), um marcador de exclusao sera
adicionado ao intervalo de origem e replicado ao intervalo de destino. Na verdade, o objeto parece ser
excluido em ambas as grades.

> Se vocé optar por nao replicar marcadores de exclusdo, um marcador de exclusdo sera adicionado ao
intervalo de origem, mas nao sera replicado para o intervalo de destino. Com efeito, os objetos que
sdo excluidos na grade de origem nao sao excluidos na grade de destino.

Na figura, Replicate DELETE markers foi definido como Yes quando "a replicacao entre redes foi ativada".
Excluir solicitagdes para o bucket de origem que inclua um ID de versao nao excluira objetos do bucket de
destino. Excluir solicitagdes para o bucket de origem que ndo inclua um ID de versdo aparecerao para excluir
objetos no bucket de destino.
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Source bucket Destination bucket
Replicate delete markers:
Yes

Delete request with @
version ID —P No change

Delete request without - Object appearsto be
version ID deleted

@ Se vocé quiser manter as exclusdes de objetos sincronizadas entre grades, crie
correspondentes "Configuracoes do ciclo de vida do S3" para os buckets em ambas as grades.

Como os objetos criptografados sao replicados

Quando vocé usa replicagao entre grade para replicar objetos entre grades, € possivel criptografar objetos
individuais, usar criptografia de bucket padréo ou configurar criptografia em toda a grade. Vocé pode
adicionar, modificar ou remover configuragdes padrao de intervalo ou criptografia em toda a grade antes ou
depois de ativar a replicagédo entre grade para um bucket.

Para criptografar objetos individuais, vocé pode usar SSE (criptografia do lado do servidor com chaves
gerenciadas pelo StorageGRID) ao adicionar os objetos ao bucket de origem. Use 0 x-amz-server-side-
encryption cabegalho da solicitacdo e AES256 especifique . "Use a criptografia do lado do
servidor"Consulte .

(D O uso do SSE-C (criptografia do lado do servidor com chaves fornecidas pelo cliente) ndo é
suportado para replicagao entre grades. A operagao de ingestao falhara.

Para usar a criptografia padrao para um bucket, use uma solicitagdo PutBucketEncryption e defina o
SSEAlgorithm pardmetro como AES256. A criptografia no nivel do bucket aplica-se a quaisquer objetos
ingeridos sem 0 x-amz-server-side-encryption cabegalho da solicitagcdo. "Operacdes em
baldes"Consulte .

Para usar criptografia no nivel da grade, defina a opgao Stored Object Encryption como AES-256. A
criptografia no nivel da grade se aplica a quaisquer objetos que nao sejam criptografados no nivel do bucket
ou que sejam ingeridos sem 0 x-amz-server—-side-encryption cabegalho da solicitagdo. "Configure as
opcgoes de rede e objeto"Consulte .

SSE néo suporta AES-128. Se a opgao Stored Object Encryption estiver ativada para a grade

@ de origem usando a opgao AES-128, o uso do algoritmo AES-128 n&o sera propagado para o
objeto replicado. Em vez disso, o objeto replicado usara o intervalo padréo do destino ou a
configuragéo de criptografia em nivel de grade, se disponivel.

Ao determinar como criptografar objetos de origem, o StorageGRID aplica estas regras:
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1. Use 0 x-amz-server-side-encryption cabegalho de ingestéo, se presente.

2. Se um cabegalho de ingestdo nao estiver presente, use a configuragao de criptografia padrao do intervalo,
se configurado.

3. Se uma configuragéo de intervalo ndo estiver configurada, use a configuragédo de criptografia em toda a
grade, se configurada.

4. Se uma configuragao em toda a grade nao estiver presente, ndo criptografe o objeto de origem.
Ao determinar como criptografar objetos replicados, o StorageGRID aplica essas regras nesta ordem:

1. Use a mesma criptografia que o objeto de origem, a menos que esse objeto use criptografia AES-128.

2. Se o objeto de origem néo estiver criptografado ou usar AES-128, use a configuragéo de criptografia
padrao do bucket de destino, se configurado.

3. Se o intervalo de destino n&o tiver uma configuragéo de criptografia, use a configuragéo de criptografia em
toda a grade do destino, se configurada.

4. Se uma configuragdo em toda a grade nao estiver presente, nao criptografe o objeto de destino.

PutObjectTagging e DeleteObjectTagging ndo sido suportados

As solicitagées PutObjectTagging e DeleteObjectTagging ndo sédo suportadas para objetos em buckets que
tém replicagao entre grade ativada.

Se um cliente S3 emitir uma solicitagao PutObjectTagging ou DeleteObjectTagging, 501 Not Implemented
sera retornado. A mensagem é Put (Delete) ObjectTagging is not available for buckets
that have cross-grid replication configured.

Como os objetos segmentados sao replicados

O tamanho maximo do segmento da grade de origem aplica-se a objetos replicados na grade de destino.
Quando os objetos sé&o replicados para outra grade, a configuracédo tamanho maximo do segmento
(CONFIGURATION > System > Storage options) da grade de origem sera usada em ambas as grades. Por
exemplo, suponha que o tamanho maximo do segmento para a grade de origem seja de 1 GB, enquanto o
tamanho maximo do segmento da grade de destino é de 50 MB. Se vocé ingerir um objeto de 2 GB na grade
de origem, esse objeto sera salvo como dois segmentos de 1 GB. Ele também sera replicado para a grade de
destino como dois segmentos de 1 GB, mesmo que o tamanho maximo do segmento da grade seja de 50 MB.

Compare a replicacao entre redes e a replicacao do
CloudMirror

A medida que vocé comecar a usar a federacéo de grade, revise as semelhancas e as
diferengas entre "replicacao entre grade" e o "Servico de replicacao do StorageGRID
CloudMirror".
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Qual é o
objetivo
principal?

Como é
configurado?

Quem é
responsavel
por monta-lo?

Qual é o
destino?

O controle de
versao do
objeto é
necessario?

O que faz
com que 0s
objetos sejam
movidos para
o destino?

Replicagao entre grade

Um sistema StorageGRID atua como um
sistema de recuperagéo de desastres. Os
objetos em um bucket podem ser replicados
entre as grades em uma ou ambas as
direcdes.

1. Configure uma conexéao de federagao de
grade entre duas grades.

2. Adicione novas contas de inquilino, que
sao clonadas automaticamente para a
outra grade.

3. Adicione novos grupos de inquilinos e
usuarios, que também sao clonados.

4. Crie buckets correspondentes em cada
grade e permita que a replicacdo entre
grade ocorra em uma ou ambas as
direcdes.

* Um administrador de grade configura a
conexao e os locatarios.

» Os usuarios do locatario configuram os
grupos, usuarios, chaves e buckets.

Um bucket S3 correspondente e idéntico no
outro sistema StorageGRID na conexao de
federagéo de grade.

Sim, os buckets de origem e destino devem
ter o controle de versdo de objetos habilitado.

Os objetos sao replicados automaticamente
quando s&o adicionados a um bucket que tem
replicagdo entre grade ativada.

Servigo de replicagao do CloudMirror

Permite que um locatario replique
automaticamente objetos de um bucket no
StorageGRID (origem) para um bucket
externo do S3 (destino).

A replicacao do CloudMirror cria uma copia
independente de um objeto em uma
infraestrutura S3 independente. Essa copia
independente nao é usada como backup,
mas muitas vezes processada na nuvem.

1. Um usuario de locatario configura a
replicagdo do CloudMirror definindo um
endpoint do CloudMirror (endereco IP,
credenciais, etc.) usando o Gerenciador
do Tenant ou a API S3.

2. Qualquer bucket pertencente a essa
conta de locatario pode ser configurado
para apontar para o endpoint do
CloudMirror.

Normalmente, um usuario locatario.

* Qualquer infraestrutura S3 compativel
(incluindo Amazon S3).

» Google Cloud Platform (GCP)

Nao, a replicacdo do CloudMirror suporta
qualquer combinagao de buckets ndo
versionados e versionados na origem € no
destino.

Os objetos séao replicados automaticamente
quando sao adicionados a um bucket que foi
configurado com um endpoint do CloudMirror.
Os objetos que existiam no bucket de origem
antes do bucket ser configurado com o
endpoint do CloudMirror n&do sao replicados,
a menos que sejam modificados.
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Como os
objetos sao
replicados?

E se um

objeto n&o
puder ser
replicado?

Os
metadados do
sistema do
objeto séo
replicados?

Como os
objetos séo
recuperados?

O que
acontece se
um objeto for
excluido?
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Replicagao entre grade

Areplicacao entre grade cria objetos com
controle de versao e replica o ID da verséo do
bucket de origem para o bucket de destino.
Isso permite que a ordem da versao seja
mantida em ambas as grades.

O objeto esta na fila para replicagéo, sujeito
aos limites de armazenamento de
metadados.

Sim, quando um objeto é replicado para a
outra grade, seus metadados do sistema
também sao replicados. Os metadados seréao
idénticos em ambas as grades.

Os aplicativos podem recuperar ou ler objetos
fazendo uma solicitagéo para o bucket em
qualquer grade.

* As solicitacdes de exclusdo que incluem
um ID de versao nunca sdo replicadas
para a grade de destino.

» Excluir solicitagbes que ndo incluem um
ID de verséo adicionam um marcador de
exclusdo ao bucket de origem, que pode
ser replicado opcionalmente para a grade
de destino.

» Se a replicacao entre grades for
configurada para apenas uma diregao, os
objetos no intervalo de destino podem ser
excluidos sem afetar a origem.

Servigo de replicagao do CloudMirror

A replicagao do CloudMirror ndo requer
buckets habilitados para controle de versao,
portanto, o CloudMirror s6 pode manter o
pedido de uma chave em um site. Nao ha
garantias de que o pedido sera mantido para
pedidos para um objeto em local diferente.

O objeto esta na fila para replicagao, sujeito
aos limites dos servigos da plataforma
("Recomendacgdes para o uso de servigos de
plataforma"consulte ).

N&o, quando um objeto é replicado para o
bucket externo, seus metadados do sistema
sdo atualizados. Os metadados diferem entre
locais, dependendo do tempo de ingestao e
do comportamento da infraestrutura
independente do S3.

Os aplicativos podem recuperar ou ler objetos
fazendo uma solicitagdo para StorageGRID
ou para o destino S3. Por exemplo, suponha
que voceé use a replicacdo do CloudMirror
para espelhar objetos em uma organizagao
parceira. O parceiro pode usar seus proprios
aplicativos para ler ou atualizar objetos
diretamente do destino S3. Nao & necessario
utilizar o StorageGRID.

Os resultados variam de acordo com o estado
de versionamento dos intervalos de origem e
destino (que nao precisam ser os mesmos):

* Se ambos os buckets forem versionados,
uma solicitacao de exclusao adicionara
um marcador de exclusdao em ambos os
locais.

» Se apenas o intervalo de origem for
versionado, uma solicitacdo de exclusao
adicionara um marcador de excluséo a
origem, mas nao ao destino.

» Se nenhum intervalo for versionado, uma
solicitacédo de exclus&o excluira o objeto
da origem, mas nao do destino.

Da mesma forma, os objetos no intervalo de
destino podem ser excluidos sem afetar a
origem.
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Crie conexoes de federagao de grade

Vocé pode criar uma conexao de federacao de grade entre dois sistemas StorageGRID
se quiser clonar detalhes do locatario e replicar dados de objeto.

Como mostrado na figura, a criagdo de uma conexao de federagao de grade inclui etapas em ambas as
grades. Vocé adiciona a conexdo em uma grade e a completa na outra grade. Vocé pode comecar a partir de
qualquer grade.

Grid 1 Grid 2

Upload

Add connection — e .
verification file

Download
verification file

Complete connection

Antes de comecgar
* Vocé revisou o "consideracgoes e requisitos" para configurar conexdes de federagao de grade.

« Se vocé planeja usar nomes de dominio totalmente qualificados (FQDNs) para cada grade em vez de
enderecos IP ou VIP, vocé sabe quais nomes usar e confirmou que o servidor DNS para cada grade tem
as entradas apropriadas.

* Vocé esta usando um "navegador da web suportado”.

* Vocé tem permissao de acesso raiz e a senha de provisionamento para ambas as grades.

Adicionar ligagao
Execute estas etapas em um dos dois sistemas StorageGRID.

Passos
1. Faga login no Gerenciador de Grade a partir do né Admin primario em qualquer grade.

2. Selecione CONFIGURATION > System > Grid Federation.
3. Selecione Adicionar conexao.

4. Introduza os detalhes da ligacao.

Campo Descrigao

Nome da ligagéo Um nome exclusivo para ajuda-lo a reconhecer esta conexao, por
exemplo, "Grid 1-Grid 2".
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Campo

FQDN ou IP para esta grade

Porta

Certificado dias validos para esta
grade

Frase-passe de aprovisionamento
para esta grelha

FQDN ou IP para a outra grade

Selecione Salvar e continuar.

Descrigdo

Uma das seguintes opgdes:

* O FQDN da grade em que vocé esta conetado atualmente
* Um endereco VIP de um grupo HA nesta grelha

* Um enderecgo IP de um né de administrador ou n6 de gateway
nesta grade. O IP pode estar em qualquer rede que a grade de
destino possa alcancar.

A porta que pretende utilizar para esta ligagdo. Pode introduzir
qualquer numero de porta nao utilizado de 23000 a 23999.

Ambas as grades nesta conexao usardo a mesma porta. Vocé deve
garantir que nenhum n6é em qualquer grade use essa porta para
outras conexdes.

O numero de dias que deseja que os certificados de seguranga para
essa grade na conexao sejam validos. O valor padrao € de 730 dias
(2 anos), mas vocé pode inserir qualquer valor de 1 a 762 dias.

O StorageGRID gera automaticamente certificados de cliente e
servidor para cada grade quando vocé salva a conexao.

A senha de provisionamento para a grade a qual vocé esta conetado.

Uma das seguintes opgdes:

* O FQDN da grade a qual vocé deseja se conetar
* Um endereco VIP de um grupo HA na outra grade

* Um endereco IP de um né de administrador ou n6 de gateway na
outra grade. O IP pode estar em qualquer rede que a grade de
origem possa alcancar.

Para a etapa Download do arquivo de verificagao, selecione Download do arquivo de verificagao.

Depois que a conexao for concluida na outra grade, vocé ndo podera mais baixar o arquivo de verificagao

de qualquer grade.

. Localize o arquivo baixado (connection-name.grid-federation) e salve-o em um local seguro.

@ Este arquivo contém segredos (mascarados como *) e outros detalhes sensiveis e deve ser
armazenado e transmitido com seguranga.

Selecione Fechar para retornar a pagina de federagéo de Grade.

Confirme se a nova ligagao é apresentada e que o seu Estado da ligagao € a aguardar ligagao.



10. Fornega 0 connection-name.grid-federation arquivo ao administrador de grade para a outra
grade.

Ligacao completa
Execute estas etapas no sistema StorageGRID ao qual vocé esta se conetando (a outra grade).

Passos
1. Inicie sessdo no Grid Manager a partir do n6 de administragéo principal.

2. Selecione CONFIGURATION > System > Grid Federation.

3. Selecione carregar ficheiro de verificagao para aceder a pagina carregar.

4. Selecione carregar ficheiro de verificagao. Em seguida, procure e selecione o arquivo que foi baixado
da primeira grade (connection-name.grid-federation).

Sao apresentados os detalhes da ligacao.

5. Opcionalmente, insira um numero diferente de dias validos para os certificados de seguranga para esta
grade. A entrada Certificate Valid Days (dias validos do certificado®) € padrao para o valor inserido na
primeira grade, mas cada grade pode usar datas de expiracao diferentes.

Em geral, use o mesmo numero de dias para os certificados em ambos os lados da conexao.

Se os certificados em qualquer uma das extremidades da conexao expirarem, a conexao
parara de funcionar e as replicagdes ficardo pendentes até que os certificados sejam
atualizados.

6. Insira a senha de provisionamento para a grade a qual vocé esta conetado no momento.
7. Selecione Salvar e testar.
Os certificados s&o gerados e a conexéo € testada. Se a conexao for valida, uma mensagem de sucesso

sera exibida e a nova conexao sera listada na pagina de federagédo de Grade. O Estado da ligagao sera
ligado.

Se uma mensagem de erro for exibida, solucione quaisquer problemas. "Solucionar erros de federagao de
grade"Consulte .

8. Va para a pagina de federacédo de Grade na primeira grade e atualize o navegador. Confirme se o Estado
da ligagao é agora ligado.
9. Depois que a conexao for estabelecida, exclua com seguranga todas as cépias do arquivo de verificagao.

Se editar esta ligagao, sera criado um novo ficheiro de verificagdo. O arquivo original ndo pode ser
reutilizado.

Depois de terminar
* Reveja as consideragdes para "gerenciamento de inquilinos permitidos".

» "Crie uma ou mais novas contas de inquilino", Atribua a permissdo Use Grid Federation Connection e
selecione a nova conexao.

» "Gerencie a conexao" conforme necessario. Vocé pode editar valores de conexao, testar uma conexao,
girar certificados de conex&o ou remover uma conexao.
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* "Monitorize a ligacao" Como parte de suas atividades normais de monitoramento do StorageGRID.

 "Solucionar problemas da conexao", incluindo a resolugédo de quaisquer alertas e erros relacionados ao
clone de conta e replicagdo entre grades.

Gerenciar conexoes de federacao de grade

O gerenciamento de conexdes de federagao de grade entre sistemas StorageGRID inclui
edicdo de detalhes de conexao, rotacao de certificados, remocao de permissodes de
locatario e remocéao de conexdes nao utilizadas.

Antes de comecgar
* Vocé esta conetado ao Gerenciador de Grade em qualquer grade usando um "navegador da web
suportado".

* Vocé tem o "Permissao de acesso a raiz" para a grade na qual vocé esta conetado.

Editar uma conexao de federagao de grade

Vocé pode editar uma conexao de federagao de grade entrando no né de administragéo principal em qualquer
grade da conexao. Depois de fazer alteragcdes na primeira grade, vocé deve baixar um novo arquivo de
verificagdo e envia-lo para a outra grade.

Enquanto a conexao esta sendo editada, as solicitacdes de replicacdo entre redes ou clone de

@ conta continuardo a usar as configuragdes de conexao existentes. Todas as edi¢des feitas na
primeira grade s&o salvas localmente, mas n&do sdo usadas até que tenham sido carregadas na
segunda grade, salvas e testadas.

Comece a editar a ligagao
Passos
1. Faga login no Gerenciador de Grade a partir do né Admin primario em qualquer grade.

2. Selecione NOS e confirme se todos os outros nds de administrador do sistema estdo online.

Quando vocé edita uma conexao de federagao de grade, o StorageGRID tenta salvar um

@ arquivo de "configuragéo de candidato" em todos os nés de administragéo na primeira
grade. Se esse arquivo néo puder ser salvo em todos os nés de administragéo, uma
mensagem de aviso sera exibida quando vocé selecionar Salvar e testar.

3. Selecione CONFIGURATION > System > Grid Federation.

4. Edite os detalhes da conexao usando o menu ag¢ées na pagina de federagao de Grade ou a pagina de
detalhes de uma conexao especifica. Consulte "Crie conexdes de federacdo de grade" para saber o que
introduzir.
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1.

Menu agdes
a. Selecionar o bot&o do radio para a ligacao.

b. Selecione a¢6es > Editar.

c. Introduza as novas informacdes.

Pagina de detalhes
a. Selecione um nome de ligagao para apresentar os respetivos detalhes.

b. Selecione Editar.

c. Introduza as novas informacoes.

Insira a senha de provisionamento para a grade a qual vocé esta conetado.

Selecione Salvar e continuar.

Os novos valores sao salvos, mas eles nao serdo aplicados a conexao até que vocé tenha carregado o
novo arquivo de verificagdo na outra grade.

Selecione Transferir ficheiro de verificagao.
Para transferir este ficheiro posteriormente, aceda a pagina de detalhes da ligagéo.

Localize o arquivo baixado (connection-name.grid-federation) e salve-o em um local seguro.

@ O arquivo de verificagdo contém segredos e deve ser armazenado e transmitido com
seguranga.

Selecione Fechar para retornar a pagina de federagéo de Grade.

. Confirme se o Status da conexao ¢ Pending edit.

@ Se o status da conexao for diferente de conectado quando vocé comecou a editar a
conexao, ela ndo mudara para Pending edit.

Forneca o connection-name.grid-federation arquivo ao administrador de grade para a outra
grade.

Termine a edicdo da conexao

Termine a edigdo da conexao carregando o arquivo de verificagdo na outra grade.

Passos

1.
2.

. Selecione carregar ficheiro de verificagao para aceder a pagina de carregamento.

Inicie sesséo no Grid Manager a partir do n6 de administragéo principal.
Selecione CONFIGURATION > System > Grid Federation.

. Selecione carregar ficheiro de verificagdao. Em seguida, procure e selecione o arquivo que foi baixado

da primeira grade.
Insira a senha de provisionamento para a grade a qual vocé esta conetado no momento.

Selecione Salvar e testar.
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Se a conexao puder ser estabelecida usando os valores editados, uma mensagem de sucesso sera
exibida. Caso contrario, € apresentada uma mensagem de erro. Revise a mensagem e solucione
quaisquer problemas.

7. Feche o assistente para retornar a pagina de federagao de Grade.

8. Confirme se o Estado da ligagao ¢ ligado.

9. Va para a pagina de federacédo de Grade na primeira grade e atualize o navegador. Confirme se o Estado
da ligagao é agora ligado.

10. Depois que a conexao for estabelecida, exclua com seguranga todas as cépias do arquivo de verificagao.

Teste uma conexao de federagao de grade
Passos
1. Inicie sesséo no Grid Manager a partir do né de administragéo principal.
2. Selecione CONFIGURATION > System > Grid Federation.

3. Teste a conexdo usando o menu ag¢des na pagina de federacao de Grade ou a pagina de detalhes para
uma conexao especifica.

Menu agdes
a. Selecionar o botdo do radio para a ligagao.

b. Selecione agoes > Teste.

Pagina de detalhes
a. Selecione um nome de ligagao para apresentar os respetivos detalhes.

b. Selecione Test Connection.

4. Reveja o estado da ligagao:

Estado da ligacao Descrigdo
Ligado Ambas as grades estao conetadas e se comunicando normalmente.
Erro A conexao esta em um estado de erro. Por exemplo, um certificado

expirou ou um valor de configuragdo ndo € mais valido.

Edicao pendente Vocé editou a conexao nesta grade, mas a conexao ainda esta
usando a configuragéo existente. Para concluir a edigéo, carregue o
novo arquivo de verificagao para a outra grade.

A aguardar ligagéo Vocé configurou a conexao nesta grade, mas a conexao nao foi
concluida na outra grade. Baixe o arquivo de verificagdo desta grade
e faga o upload para a outra grade.

Desconhecido A conexao esta em um estado desconhecido, possivelmente por
causa de um problema de rede ou um no off-line.
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5. Se o status da conexéo for Error, resolva quaisquer problemas. Em seguida, selecione Test Connection
novamente para confirmar que o problema foi corrigido.

gire certificados de conexao

Cada conexao de federagao de grade usa quatro certificados SSL gerados automaticamente para proteger a
conexao. Quando os dois certificados de cada grade estiverem proximos da data de expiracéo, o alerta
Expiration of Grid Federation certificate lembra que vocé deve girar os certificados.

@ Se os certificados em qualquer uma das extremidades da conexao expirarem, a conexao parara
de funcionar e as replicagdes ficardo pendentes até que os certificados sejam atualizados.

Passos
1. Faca login no Gerenciador de Grade a partir do né Admin primario em qualquer grade.

2. Selecione CONFIGURATION > System > Grid Federation.

3. Em qualquer guia da pagina de federagao de Grade, selecione o nome da conexao para exibir seus
detalhes.

Selecione a guia certificados.

Selecione Rotate certificates (rodar certificados).

Especifique quantos dias os novos certificados devem ser validos.

Insira a senha de provisionamento para a grade a qual vocé esta conetado.

Selecione Rotate certificates (rodar certificados).

© ®©® N o g &

Conforme necessario, repita estas etapas na outra grade na conexao.

Em geral, use 0 mesmo numero de dias para os certificados em ambos os lados da conexao.

Remova uma conexao de federacao de grade

Vocé pode remover uma conexao de federagao de grade de qualquer grade na conexdo. Como mostrado na
figura, vocé deve executar etapas de pré-requisito em ambas as grades para confirmar que a conexao nao
esta sendo usada por nenhum locatario em qualquer grade.

Grid 1 Grid 2

Grid 1 Grid 2 Remove Remove Grid 1 or Grid 2
Disable replication — Disable replication —» L —» B —» Remove
permission pemission .
for all buckets for all buckets connection
for all tenants for all tenants

Antes de remover uma conexao, observe o seguinte:

* Aremocao de uma conexao nao exclui nenhum item que ja tenha sido copiado entre grades. Por exemplo,
usuarios de locatarios, grupos e objetos que existem em ambas as grades n&do sao excluidos de qualquer
grade quando a permissao do locatario € removida. Se vocé quiser excluir esses itens, vocé deve exclui-
los manualmente de ambas as grades.

* Quando vocé remove uma conexao, quaisquer objetos que estejam pendentes de replicagado (ingeridos
mas ainda nao replicados para a outra grade) terdo sua replicagdo permanentemente falhada.
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Desative a replicagao para todos os buckets do locatario

Passos
1. A partir de qualquer grade, entre no Gerenciador de Grade a partir do né Admin primario.
2. Selecione CONFIGURATION > System > Grid Federation.
3. Selecione o nome da ligagao para apresentar os respetivos detalhes.

4. Na guia allowed tenants (inquilinos permitidos), determine se a conexao esta sendo usada por quaisquer
inquilinos.

5. Se algum inquilino estiver listado, instrua todos os inquilinos para que "desative a replicacao entre
redes"todos os seus buckets em ambas as grades na conexao.

Nao é possivel remover a permissdo usar conexao de federagao de grade se qualquer
bucket de locatario tiver replicacdo entre grade ativada. Cada conta de locatario deve
desativar a replicagéo entre grade para seus buckets em ambas as grades.

Remova a permissao para cada locatario

Depois que a replicagao entre grades for desativada para todos os buckets do locatario, remova a permisséo
Use Grid Federation de todos os locatarios em ambas as grades.

Passos
1. Selecione CONFIGURATION > System > Grid Federation.

2. Selecione o nome da ligagao para apresentar os respetivos detalhes.

3. Para cada locatario na guia inquilinos permitidos, remova a permissao usar conexao de federagéao de
grade de cada locatario. "Gerenciar locatarios permitidos"Consulte .

4. Repita estes passos para os inquilinos permitidos na outra grelha.

Remova a conexao

Passos
1. Quando nenhum inquilino em qualquer grade estiver usando a conexao, selecione Remover.

2. Reveja a mensagem de confirmagao e selecione Remover.

o Se a conexao puder ser removida, uma mensagem de sucesso sera exibida. A conexao de federagao
de grade agora é removida de ambas as grades.

> Se a conexao nao puder ser removida (por exemplo, ela ainda estd em uso ou ha um erro de
conexao), uma mensagem de erro sera exibida. Vocé pode fazer um dos seguintes procedimentos:

= Resolva o erro (recomendado). "Solucionar erros de federacao de grade"Consulte .
= Retire a ligacao a forga. Consulte a préxima segéao.
Remova uma conexao de federacao de grade pela forga

Se necessario, vocé pode forgar a remogao de uma conexao que nao tenha o status conectado.

A remocao forgada apenas elimina a ligagéo da grelha local. Para remover completamente a conexao,
execute as mesmas etapas em ambas as grades.

Passos
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1. Na caixa de dialogo de confirmacao, selecione forgar a remogao.

E apresentada uma mensagem de sucesso. Essa conex&o de federagdo de grade n&o pode mais ser
usada. No entanto, os buckets do locatario ainda podem ter a replicagao entre grade ativada e algumas
copias de objeto podem ja ter sido replicadas entre as grades na conexao.

. A partir da outra grade na conexao, entre no Gerenciador de Grade do n6 Admin principal.

. Selecione CONFIGURATION > System > Grid Federation.

. Selecione 0 nome da ligagéo para apresentar os respetivos detalhes.

. Selecione Remover e Sim.

o o0 A WODN

. Selecione forgar a remogao para remover a conexao desta grade.

Gerenciar os locatarios permitidos para a federacao de
grade

Vocé pode permitir que as contas de locatario do S3 usem uma conexao de federacao
de grade entre dois sistemas StorageGRID. Quando os locatarios tém permissao para
usar uma conexao, etapas especiais sdo necessarias para editar os detalhes do locatario
ou para remover permanentemente a permissao do locatario para usar a conexao.

Antes de comecgar

* Vocé esta conetado ao Gerenciador de Grade em qualquer grade usando um "navegador da web
suportado".

* Vocé tem o "Permissao de acesso a raiz" para a grade na qual vocé esta conetado.
* Vocé "criou uma conexao de federacao de grade" tem entre duas grades.
» Analisou os fluxos de trabalho para "clone de conta" e "replicagéo entre grade”.

» Conforme necessario, vocé ja configurou o logon unico (SSO) ou identifica a federagéo para ambas as
grades na conexao. "O que € o clone de conta"Consulte .

Crie um locatario permitido

Se vocé quiser permitir que uma conta de locatario nova ou existente use uma conexao de federacao de
grade para clone de conta e replicagédo entre grade, siga as instrugdes gerais para "Crie um novo locatario do
S3" ou "edite uma conta de locatario" e observe o seguinte:

» Vocé pode criar o locatario a partir de qualquer grade na conexao. A grade onde um locatario € criado € a
grade de origem do locatario.
* O estado da ligacao tem de ser ligado.

* Quando o locatario € criado ou editado para ativar a permissédo usar conexao de federagao de grade e,
em seguida, salvo na primeira grade, um locatario idéntico é automaticamente replicado para a outra
grade. A grade onde o locatario é replicado é a grade de destino do /ocatario.

* Os locatarios em ambas as grades terdo o mesmo ID de conta, nome, descri¢do, cota e permissdes de 20
digitos. Opcionalmente, vocé pode usar o campo Description para ajudar a identificar qual € o locatario
de origem e qual é o locatario de destino. Por exemplo, essa descrigdo para um locatario criado na Grade
1 também aparecera para o locatario replicado para a Grade 2: "Este locatario foi criado na Grade 1."

* Por motivos de seguranga, a senha de um usuario raiz local ndo é copiada para a grade de destino.
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Antes que um usuario raiz local possa fazer login no locatario replicado na grade de
‘ destino, um administrador de grade para essa grade deve "altere a senha do usuario raiz
local".

* Depois que o locatario novo ou editado estiver disponivel em ambas as grades, os usuarios do locatario
podem executar estas operacdes:

> Na grade de origem do locatario, crie grupos e usuarios locais, que séo clonados automaticamente
para a grade de destino do locatario. "Clonar grupos de locatarios e usuarios"Consulte .

o Crie novas chaves de acesso S3, que podem ser opcionalmente clonadas para a grade de destino do
locatario. "Clonar chaves de acesso S3 usando a API"Consulte .

> Crie buckets idénticos em ambas as grades na conexao e habilite a replicagéo entre grades em uma
diregdo ou em ambas as direg¢des. "Gerenciar a replicagao entre grades"Consulte .

Ver um inquilino permitido
Vocé pode ver detalhes de um locatario que tem permissao para usar uma conexao de federagdo de grade.

Passos
1. Selecione TENANTS.

2. Na pagina de locatarios, selecione o nome do locatario para exibir a pagina de detalhes do locatario.
Se essa for a grade de origem do locatario (ou seja, se o locatario foi criado nessa grade), um banner

aparecera para lembra-lo de que o locatario foi clonado para outra grade. Se vocé editar ou excluir esse
locatario, suas alteracdes n&o serdo sincronizadas com a outra grade.
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Tenants = tenant A for grid federation

tenant A for grid federation

Tenant ID: 0899 6970 1700 0930 0009 I_D Quota -
Protocol: 53 utilization:
Object 0 Logical 0 bytes
count: space used:

Quota: —
Description:  this tenant was created on Grid 1

\

Edit ‘ | Actions s

o This tenant has been cloned to another grid. If you edit or delete this tenant, your changes will not be synced to the other grid.

Grid federation

Space breakdown

Connection name

Allowed features

= Connectionstatus @ 2 Remote grid hostname @

Displaying one result

Lasterror @ =

Grid 1 to Grid 2

10.96.106.230

Check for errors

& Connected

3. Opcionalmente, selecione a guia Grid Federation para "monitore a conexao de federagao de grade”.

Editar um locatario permitido

Se vocé precisar editar um locatario que tenha a permissao Use Grid Federation Connection, siga as
instrugbes gerais para "editando uma conta de locatario" e observe o seguinte:

« Se um locatario tiver a permissédo usar conexao de federagao de grade, vocé podera editar os detalhes

do locatario de qualquer grade na conexdo. No entanto, quaisquer alteragdes feitas ndo serdo copiadas

para a outra grade. Se vocé quiser manter os detalhes do locatario sincronizados entre grades, vocé deve

fazer as mesmas edigbes em ambas as grades.

* Vocé nao pode limpar a permissao usar conexao de federagao de grade quando estiver editando um
locatario.

* Vocé nao pode selecionar uma conexéo de federagao de grade diferente quando estiver editando um
locatario.

Excluir um locatario permitido

Se vocé precisar remover um locatario que tenha a permissao Use Grid Federation Connection, siga as
instrugdes gerais para "excluindo uma conta de locatario" e observe o seguinte:
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* Antes de remover o locatario original na grade de origem, vocé deve remover todos os buckets da conta
na grade de origem.

* Antes de remover o locatario clonado na grade de destino, vocé deve remover todos os buckets da conta
na grade de destino.

« Se vocé remover o locatario original ou clonado, a conta ndo podera mais ser usada para replicagao entre
grade.

» Se vocé estiver removendo o locatario original na grade de origem, todos os grupos de locatarios,
usuarios ou chaves clonadas para a grade de destino ndo serdo afetados. Vocé pode excluir o locatario
clonado ou permitir que ele gerencie seus proprios grupos, usuarios, chaves de acesso e buckets.

» Se vocé estiver removendo o locatario clonado na grade de destino, erros de clone ocorrerdo se novos
grupos ou usuarios forem adicionados ao locatario original.

Para evitar esses erros, remova a permissao do locatario para usar a conexao de federacéo de grade

antes de excluir o locatario dessa grade.

Remove Use grid Federation Connection permission

Para impedir que um locatario use uma conexao de federagdo de grade, vocé deve remover a permissao usar
conexao de federagao de grade.

Grid 1 Grid 1 Grid 2 Grid 2
Disable replication —J» Remove permission —Jp Disable replication —J» Remove permission
for all tenant buckets for tenant for all tenant buckets for tenant

Antes de remover a permissédo de um locatario para usar uma conexao de federagéo de grade, observe o
seguinte:

* Nao é possivel remover a permissao usar conexao de federagao de grade se qualquer um dos buckets
do locatario tiver a replicagdo entre grade ativada. A conta de locatario deve desativar a replicagdo entre
redes para todos os buckets primeiro.

* Aremogao da permissao usar conexao de federagcao de grade nio exclui nenhum item que ja tenha
sido replicado entre grades. Por exemplo, os usuarios, grupos e objetos de inquilino que existem em
ambas as grades nao séo excluidos de qualquer grade quando a permisséo do locatario € removida. Se
vocé quiser excluir esses itens, vocé deve exclui-los manualmente de ambas as grades.

» Se vocé quiser reativar essa permissdo com a mesma conexao de federagao de grade, exclua esse
locatario na grade de destino primeiro; caso contrario, reativar essa permissao resultara em um erro.

Reativar a permissao usar conexao de federagao de grade torna a grade local a grade de

@ origem e aciona a clonagem para a grade remota especificada pela conexao de federagéo de
grade selecionada. Se a conta de locatario ja existir na grade remota, a clonagem resultara em
um erro de conflito.

Antes de comecar
* Vocé estd usando um "navegador da web suportado”.

* Vocé tem o "Permissao de acesso a raiz" para ambas as grades.
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Desative a replicagao para buckets do locatario
Como primeira etapa, desative a replicagdo entre grade para todos os buckets do locatario.

Passos
1. A partir de qualquer grade, entre no Gerenciador de Grade a partir do né Admin primario.
. Selecione CONFIGURATION > System > Grid Federation.

2

3. Selecione o nome da ligagao para apresentar os respetivos detalhes.

4. Na guia allowed tenants (inquilinos permitidos), determine se o locatario esta usando a conexao.
5

. Se o inquilino estiver listado, instrua-o para "desative a replicagao entre redes"todos os seus buckets em
ambas as grades na conexao.

Nao é possivel remover a permissdo usar conexao de federagao de grade se qualquer
bucket de locatario tiver replicagéo entre grade ativada. O locatario deve desativar a
replicagdo entre grade para seus buckets em ambas as grades.

Remover permissao para locatario

Depois que a replicagao entre grades for desativada para buckets do locatario, vocé podera remover a
permissao do locatario para usar a conexao de federagao de grade.

Passos
1. Inicie sessdo no Grid Manager a partir do n6 de administragéo principal.

2. Remova a permissao da pagina de federagado de Grade ou da pagina de locatarios.

Pagina de federagao de grade
a. Selecione CONFIGURATION > System > Grid Federation.

b. Selecione o nome da ligagdo para apresentar a respetiva pagina de detalhes.
c. Na guia allowed tenants (inquilinos permitidos), selecione o botdo de opg¢éao para o locatario.
d. Selecione Remover permissao.
Pagina de inquilinos
a. Selecione TENANTS.
b. Selecione o nome do locatario para exibir a pagina de detalhes.
c. No separador Grid Federation (federagéo de grelha), selecione o botdo de opgéo para a ligagao.

d. Selecione Remover permissao.

3. Reveja os avisos na caixa de didlogo de confirmacgao e selecione Remover.

> Se a permissao puder ser removida, vocé sera retornado a pagina de detalhes e uma mensagem de
sucesso sera exibida. Esse locatario ndo pode mais usar a conexao de federagéo de grade.

> Se um ou mais buckets de inquilinos ainda tiverem a replicagédo entre grades ativada, um erro sera
exibido.
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Remove permission to use grid federation X
connection

Are you sure you want to prevent Tenant A from performing account sync and cross-
grid replication using grid federation connection Grid 1-Grid 2?

o Removing this permission does not delete any items that have already been
copied to the other grid.

» After removing this permission for the tenant on this grid, go to the other grid
and remove the permission for the corresponding tenant account,

e. Connection '5427cbf8-0dd0-4b83-a2c8-e5223ccd9cch’ is used by bucket 'my-cgr-bucket’
for cross-grid replication, so it can't be removed. From Tenant Manager, remove the coss-
grid configuration from the tenant bucket and retry.

A\, Using Force remove removes the tenant's permission to use the grid federation
connection even if tenant buckets still have cross-grid replication enabled. When the
permission is removed, data in these buckets can no longer be copied between the grids.

Canicel Force remove Remove

Vocé pode fazer um dos seguintes procedimentos:

= (Recomendado.) Faga login no Gerenciador do locatario e desative a replicagdo para cada um dos
buckets do locatario. "Gerenciar a replicacéo entre grades"Consulte . Em seguida, repita as etapas
para remover a permissdo Use Grid Connection.

= Remova a permissao pela forca. Consulte a préxima secéao.

4. Va para a outra grade e repita estas etapas para remover a permissdo para o mesmo locatario na outra
grade.

Remova a permissao pela forga

Se necessario, vocé pode forgar a remogao da permissao de um locatario a usar uma conexao de federagao
de grade, mesmo se os buckets do locatario tiverem a replicagéo entre grade ativada.

Antes de remover a permissédo de um inquilino por forga, observe as consideragdes geraisremover a
permissao, bem como estas consideracdes adicionais:

» Se vocé remover a permissao usar conexao de federagao de grade por forga, quaisquer objetos que
estejam pendentes de replicagado para a outra grade (ingeridos, mas ainda nao replicados) continuarao a
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ser replicados. Para evitar que esses objetos em processo atinjam o intervalo de destino, vocé também
deve remover a permissao do locatario na outra grade.

» Quaisquer objetos ingeridos no intervalo de origem depois de remover a permissao usar conexao de
federacao de grade nunca serao replicados para o intervalo de destino.

Passos
1. Inicie sesséo no Grid Manager a partir do n6 de administragéo principal.

Selecione CONFIGURATION > System > Grid Federation.
Selecione o nome da ligagdo para apresentar a respetiva pagina de detalhes.
Na guia allowed tenants (inquilinos permitidos), selecione o botao de opgao para o locatario.

Selecione Remover permissao.

o o k~ w0 BN

Reveja os avisos na caixa de dialogo de confirmagao e selecione forgar a remogao.

E apresentada uma mensagem de sucesso. Esse locatario ndo pode mais usar a conexao de federacgéo
de grade.

7. Conforme necessario, va para a outra grade e repita essas etapas para forgar a remogao da permissao
para a mesma conta de locatario na outra grade. Por exemplo, vocé deve repetir essas etapas na outra
grade para evitar que objetos em processo atinjam o intervalo de destino.

Solucionar erros de federacao de grade

Talvez vocé precise solucionar alertas e erros relacionados a conexdes de federacao de
grade, clone de conta e replicagao entre grade.

alertas e erros de conexao de federagao de grade

Vocé pode receber alertas ou ter erros com suas conexdes de federagéo de grade.

Depois de fazer quaisquer alteragdes para resolver um problema de conexao, teste a conexao para garantir
que o status da conexao retorne a conectado. Para obter instrugbes, "Gerenciar conexodes de federagao de
grade"consulte .

Alerta de falha de conexao de federagao de grade

Problema
O alerta Falha na conexao da federagao de grade foi acionado.

Detalhes
Este alerta indica que a conex&o de federagado de grade entre as grades nao esta funcionando.

Ac¢des recomendadas

1. Revise as configuragdes na pagina de Federagédo de Grade para ambas as grades. Confirme se todos os
valores estao corretos. "Gerenciar conexodes de federacao de grade"Consulte .

2. Reveja os certificados utilizados para a ligagao. Certifique-se de que nao existem alertas para certificados
de federagao de grade expirados e de que os detalhes de cada certificado sdo validos. Consulte as
instrucdes para obter os certificados de conexao rotativos em "Gerenciar conexdes de federacéo de
grade".

3. Confirme se todos os n6s Admin e Gateway em ambas as grades estao online e disponiveis. Resolva
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quaisquer alertas que possam estar afetando esses nos e tente novamente.

4. Se vocé forneceu um nome de dominio totalmente qualificado (FQDN) para a grade local ou remota,
confirme se o servidor DNS esta on-line e disponivel. Consulte "O que € a federacao de grade?" para
obter informagdes sobre os requisitos de rede, endereco IP e DNS.

Expiracao do alerta de certificado de federagao de grade

Problema
O alerta Expiration of Grid Federation certificate foi acionado.

Detalhes
Este alerta indica que um ou mais certificados de federagdo de grade estao prestes a expirar.

Acgodes recomendadas

Consulte as instrucdes para obter os certificados de conexao rotativos em "Gerenciar conexdes de federacao
de grade".

Erro ao editar uma conexéao de federagdo de grade

Problema

Ao editar uma conexao de federagéo de grade, vocé vera a seguinte mensagem de aviso ao selecionar
Salvar e testar: "Falha ao criar um arquivo de configuragao de candidato em um ou mais nés."

Detalhes

Quando vocé edita uma conexao de federagéo de grade, o StorageGRID tenta salvar um arquivo de
"configuragéo de candidato" em todos os nés de administragéo na primeira grade. Uma mensagem de aviso
sera exibida se esse arquivo nao puder ser salvo em todos os nés de administracao, por exemplo, porque um
no de administracéo esta offline.

Acdes recomendadas
1. Na grade que vocé esta usando para editar a conexao, selecione NOS.
2. Confirme se todos os nds de administragdo dessa grade estédo online.

3. Se algum n¢ estiver offline, coloque-o novamente online e tente editar a conexdao novamente.

Erros de clone de conta

Nao é possivel entrar em uma conta de locatario clonada

Problema

Vocé nao pode entrar em uma conta de locatario clonada. A mensagem de erro na pagina de inicio de sessao
do Gestor do Locatario é "as suas credenciais para esta conta eram invalidas. Tente novamente."

Detalhes

Por motivos de seguranga, quando uma conta de locatario é clonada da grade de origem do locatario para a
grade de destino do locatario, a senha definida para o usuario raiz local do locatario ndo é clonada. Da mesma
forma, quando um locatario cria usuarios locais em sua grade de origem, as senhas de usuario local ndo sao
clonadas para a grade de destino.

Acdes recomendadas

Antes que o usuario raiz possa fazer login na grade de destino do locatario, um administrador de grade deve
primeiro "altere a senha do usuario raiz local" na grade de destino.
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Antes que um usuario local clonado possa entrar na grade de destino do locatario, o usuario raiz do locatario
clonado deve adicionar uma senha para o usuario na grade de destino. Para obter instrugdes, consulte
"Gerenciar usuarios locais" as instru¢des para usar o Gerenciador do Locatario.

Locatario criado sem um clone

Problema

Vocé vera a mensagem "Tenant created without a clone" apds criar um novo locatario com a permissao Use
Grid Federation Connection.

Detalhes

Esse problema pode ocorrer se as atualizacdes do status da conexao forem atrasadas, o que pode fazer com
gue uma conexao nao-saudavel seja listada como conectado.

Acdes recomendadas

1. Revise o0 motivo listado na mensagem de erro e resolva quaisquer problemas de rede ou outros que
possam estar impedindo que a conexao funcione. Alertas e erros de conexao de federagao de
gradeConsulte .

2. Siga as instrugdes para testar uma conexao de federagao de grade em "Gerenciar conexodes de federacao
de grade"para confirmar que o problema foi corrigido.

Na grade de origem do locatario, selecione TENANTS.
Localize a conta de locatario que néao foi clonada.

Selecione o0 nome do locatario para exibir a pagina de detalhes.

o o k~ w

Selecione Repetir clone de conta.

Tenants > test

test

Tenant 1D: 00402213 8117 4859 6503 i_D Quota _
Protocol: 53 utilization:

Object count: 0 Logical space 0 bytes

used:

Quota: -

m ‘ Edit ‘ ‘Actmnsv

9 Tenant account could not be cloned to the other grid.
Reasan: Internal server error, The server encountered an error and could not complete your request. Try again. If the problem persists, contact support. Internal

Server Error

Retry account clone

Se o erro tiver sido resolvido, a conta de locatario sera clonada para a outra grade.

Alertas e erros de replicagao entre redes
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Ultimo erro mostrado para conexio ou locatario

Problema

Quando "exibindo uma conexao de federacéao de grade" (ou "gerir os inquilinos permitidos"quando para uma
conexao), vocé percebe um erro na coluna ultimo erro na pagina de detalhes da conexao. Por exemplo:

Grid 1-Grid 2

Local hostname (this grid): 10.96.130.64
Port: 23000
Remote hostname (other grid): 10.96.130.76
Connection status: @& Connected
‘ Edit ‘ Test connection
Permitted tenants Certificates
Tenant
Lasterror @ =
name
2022-12-22 16:19:20 MST
Cross-grid replication has encountered an error. Failed to send cross-grid replication request from source
% Gl bucket 'my-bucket’ to destination bucket 'my-bucket’. Error code; DestinationRequestError. Detail:
enan

InvalidBucketState. Confirm that the source and destination buckets have object versioning enabled and $3
Object Lock disabled. (logiD 13916508109026943924)

Check for errors

Detalhes
Para cada conexédo de federagado de grade, a coluna ultimo erro mostra o erro mais recente a ocorrer, se
houver, quando os dados de um locatario estavam sendo replicados para a outra grade. Esta coluna mostra
apenas o ultimo erro de replicagéo entre grelha a ocorrer; os erros anteriores que possam ter ocorrido nao
serao apresentados. Um erro nesta coluna pode ocorrer por um destes motivos:

» A versao do objeto fonte n&o foi encontrada.

* O balde de origem néao foi encontrado.

* O intervalo de destino foi eliminado.

* O intervalo de destino foi recriado por uma conta diferente.

* O bucket de destino tem controle de versao suspenso.

* O intervalo de destino foi recriado pela mesma conta, mas agora nao foi versionado.

Acodes recomendadas

Se aparecer uma mensagem de erro na coluna ultimo erro, siga estes passos:

1. Reveja o texto da mensagem.

2. Execute quaisquer agbes recomendadas. Por exemplo, se o controle de versao foi suspenso no bucket de
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7.

destino para replicagao entre grades, reative o controle de versao desse bucket.
Selecione a conta de conexao ou locatario na tabela.

Selecione Clear error.

Selecione Sim para limpar a mensagem e atualizar o estado do sistema.

Aguarde 5-6 minutos e, em seguida, insira um novo objeto no balde. Confirme se a mensagem de erro
nao reaparece.

@ Para garantir que a mensagem de erro seja limpa, aguarde pelo menos 5 minutos apos o
carimbo de data/hora na mensagem antes de inserir um novo objeto.

Depois de limpar o erro, um novo ultimo erro pode aparecer se os objetos forem ingeridos
em um intervalo diferente que também tenha um erro.

Para determinar se algum objeto ndo pdde ser replicado devido ao erro de bucket, "Identificar e tentar
novamente operacgdes de replicagdo com falha"consulte .

Alerta de falha permanente de replicagao entre redes

Problema

O alerta Falha permanente de replicagao entre redes foi acionado.

Detalhes

Esse alerta indica que os objetos de locatario ndo podem ser replicados entre os buckets em duas grades por
um motivo que requer a intervengao do usuario para serem resolvidos. Este alerta € normalmente causado
por uma alteragéo na origem ou no intervalo de destino.

Acdes recomendadas

1.
2.

Inicie sessao na grelha onde o alerta foi acionado.

Aceda a CONFIGURATION > System > Grid Federation e localize o nome da ligagao listado no alerta.

. Na guia inquilinos permitidos, observe a coluna ultimo erro para determinar quais contas de locatario tém

erros.

Para saber mais sobre a falha, consulte as instrugdes em "Monitorar conexdes de federacao de grade"
para analisar as métricas de replicacao entre grades.

Para cada conta de locatario afetada:

a. Consulte as instrugdes em "Monitorar a atividade do locatario" para confirmar que o locatario néo
excedeu sua cota na grade de destino para replicagao entre grades.

b. Conforme necessario, aumente a cota do locatario na grade de destino para permitir que novos
objetos sejam salvos.

Para cada locatario afetado, faga login no Tenant Manager em ambas as grades, para que vocé possa
comparar a lista de buckets.

Para cada bucket com replicagéo entre grades ativada, confirme o seguinte:
> Ha um intervalo correspondente para 0 mesmo inquilino na outra grade (deve usar o nome exato).

> Ambos os buckets tém o controle de versao de objetos ativado (o controle de versdo n&o pode ser
suspenso em nenhuma grade).

o Ambos os buckets tém o bloqueio de objeto S3 desativado.
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> Nenhum dos buckets esta no estado Deletando objetos: Somente leitura.
8. Para confirmar que o problema foi resolvido, consulte as instrugdes em "Monitorar conexdes de federacao
de grade" para rever as métricas de replicagao entre redes ou execute estas etapas:
a. Volte para a pagina de federagao de Grade.
b. Selecione o locatario afetado e selecione Limpar erro na coluna ultimo erro.
c. Selecione Sim para limpar a mensagem e atualizar o estado do sistema.

d. Aguarde 5-6 minutos e, em seguida, insira um novo objeto no balde. Confirme se a mensagem de erro
nao reaparece.

@ Para garantir que a mensagem de erro seja limpa, aguarde pelo menos 5 minutos apds
o carimbo de data/hora na mensagem antes de inserir um novo objeto.

@ Pode levar até um dia para que o alerta seja apagado depois que ele for resolvido.

a. Aceda a "ldentificar e tentar novamente operacoes de replicacao com falha" para identificar quaisquer
objetos ou eliminar marcadores que nao foram replicados para a outra grelha e para tentar novamente
a replicacao conforme necessario.

Alerta de recurso de replicagcao entre redes indisponivel

Problema

O alerta recurso de replicagao entre redes indisponivel foi acionado.

Detalhes

Esse alerta indica que as solicitagdes de replicacdo entre grade estdo pendentes porque um recurso nao esta
disponivel. Por exemplo, pode haver um erro de rede.

Acgodes recomendadas

1. Monitore o alerta para ver se o problema resolve sozinho.

2. Se o problema persistir, determine se qualquer grade tem um alerta Falha na conexao de federagao de
grade para a mesma conexao ou um alerta ndao é possivel se comunicar com né para um no. Esse
alerta pode ser resolvido quando vocé resolve esses alertas.

3. Para saber mais sobre a falha, consulte as instru¢des em "Monitorar conexdes de federacao de grade”
para analisar as métricas de replicagao entre grades.

4. Se vocé nao conseguir resolver o alerta, entre em Contato com o suporte técnico.

A replicacao entre redes continuara normalmente apds o problema ser resolvido.

Identificar e tentar novamente operacoes de replicacao com
falha

Depois de resolver o alerta Falha permanente de replicagao entre redes, vocé deve
determinar se algum objeto ou marcador de exclusao nao foi replicado para a outra
grade. Em seguida, vocé pode reingerir esses objetos ou usar a APl de Gerenciamento
de Grade para repetir a replicacao.

O alerta Falha permanente de replicagao entre redes indica que os objetos do locatario ndo podem ser
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replicados entre os buckets em duas grades por um motivo que requer a intervengao do usuario para serem
resolvidos. Este alerta € normalmente causado por uma alteragéo na origem ou no intervalo de destino. Para
obter detalhes, "Solucionar erros de federacao de grade"consulte .

Determine se algum objeto nao pode ser replicado

Para determinar se algum objeto ou marcador de exclusdo nao foram replicados para a outra grade, vocé
pode pesquisar mensagens no log de auditoria"CGRR (solicitacao de replicacao entre grades)". Essa
mensagem é adicionada ao log quando o StorageGRID n&o consegue replicar um objeto, objeto multiparte ou
excluir um marcador para o bucket de destino.

Vocé pode usar o "ferramenta de auditoria-explicacdo" para traduzir os resultados em um formato mais facil de
ler.

Antes de comecgar
* Vocé tem permissao de acesso root.
* Vocé tem o0 Passwords. txt arquivo.
* Vocé conhece o enderego IP do né de administragao principal.
Passos
1. Faca login no n6 de administragéo principal:
a. Introduza o seguinte comando: ssh admin@primary Admin Node IP
b. Introduza a palavra-passe listada no Passwords. txt ficheiro.
C. Digite o seguinte comando para mudar para root: su -

d. Introduza a palavra-passe listada no Passwords . txt ficheiro.
Quando vocé estiver conetado como root, o prompt mudara de $ para #.

2. Procure mensagens CGRR no audit.log e use a ferramenta audit-explain para formatar os resultados.

Por exemplo, este comando greps para todas as mensagens CGRR nos ultimos 30 minutos e usa a
ferramenta audit-explain.

# awk -vdate=$ (date -d "30 minutes ago" '+%Y-%m-%dT%H:%M:%S') '$1$2 >= date {
print }' audit.log | grep CGRR | audit-explain

Os resultados do comando serdo parecidos com este exemplo, que tem entradas para seis mensagens
CGRR. No exemplo, todas as solicitagbes de replicagéo entre grades retornavam um erro geral porque o
objeto ndo podia ser replicado. Os trés primeiros erros sao para operagoes de "replicar objeto", e os trés
ultimos erros sao para operacoes de "replicar marcador de excluséo".
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CGRR Cross—-Grid Replication Request tenant:50736445269627437748
connection:447896B6-6F9C-4FB2-95EA-AERFI3A774E9 operation:"replicate
object" bucket:bucketl23 object:"audit-0"
version:QjRBNDIzZODAtN]jQ3MyO0xMUVELTg2QjEtODIJBMJAWQkI3NEM4 error:general
error

CGRR Cross-Grid Replication Request tenant:50736445269627437748
connection:447896B6-6F9C-4FB2-95EA-AERFI93A774E9 operation:"replicate
object" bucket:bucketl23 object:"audit-3"
version:QjRDOTRCOUMEN]jQ3MyO0xMUVELTkzMOYtOTgIMTAWQkI3NEM4 error:general
error

CGRR Cross-Grid Replication Request tenant:50736445269627437748
connection:447896B6-6F9C-4FB2-95EA-AERBFI93A774E9 operation:"replicate
delete marker" bucket:bucketl23 object:"audit-1"
version:NUQOOEYxXMDAtNJQ3NCOxXMUVELTg2NjMtOTYS5NzAWQkI3NEM4 error:general
error

CGRR Cross-Grid Replication Request tenant:50736445269627437748
connection:447896B6-6F9C-4FB2-95EA-AERFI93A774E9 operation:"replicate
delete marker" bucket:bucketl23 object:"audit-5"
version:NUQIODUwWQKUENJQ3NCOxXxMUVELTgINTItRDkwNzAWQkI3NEM4 error:general

error

Cada entrada contém as seguintes informacoes:

Campo Descricao

Solicitagao de replicagao entre O nome da solicitacao

Grade CGRR

locatério ID da conta do locatario

ligacao O ID da conexao de federagao de grade

operacao O tipo de operacao de replicacao que estava sendo tentada:

* replicar objeto
* replicar marcador de eliminacao

* replique objeto multipart

balde O nome do intervalo

objeto O nome do objeto

versao O ID da versao para o objeto

erro O tipo de erro. Se a replicacéo entre redes falhou, o erro é "erro geral”.
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Repetir repeticoes falhadas

Depois de gerar uma lista de objetos e excluir marcadores que néo foram replicados para o bucket de destino
e resolver os problemas subjacentes, vocé pode repetir a replicacdo de duas maneiras:

* Reingira cada objeto no intervalo de origem.

* Use a API privada de Gerenciamento de Grade, conforme descrito.

Passos

1. Na parte superior do Gerenciador de Grade, selecione o icone de ajuda e selecione Documentacgao da
API.

2. Selecione va para a documentacgao da API privada.

Os endpoints da API StorageGRID marcados como "Privado” estéo sujeitos a alteragcoes
sem aviso prévio. Os endpoints privados do StorageGRID também ignoram a versao da API
da solicitagéo.

3. Na secgéao cross-grid-replication-Advanced, selecione o seguinte endpoint:
POST /private/cross-grid-replication-retry-failed

4. Selecione Experimente.

5. Na caixa de texto body, substitua a entrada de exemplo para versionID por uma ID de versao do audit.log
que corresponde a uma solicitagao de replicagéo entre grade e falha.

Certifigue-se de manter as aspas duplas ao redor da string.

6. Selecione Executar.

7. Confirme se o codigo de resposta do servidor € 204, indicando que o objeto ou marcador de exclusao foi
marcado como pendente para replicagdo entre grade para a outra grade.

@ Pendente significa que a solicitagao de replicagdo entre grade foi adicionada a fila interna
para processamento.

Monitorar tentativas de replicagcao

Vocé deve monitorar as operagdes de repeticdo de replicagdo para garantir que elas sejam concluidas.

Pode levar varias horas ou mais para que um objeto ou marcador de exclusao seja replicado
para a outra grade.

Vocé pode monitorar as operagdes de repeticdo de duas maneiras:

* Use um S3 "HeadObject" ou "GetObject" pedido. A resposta inclui o cabegalho de resposta especifico do
StorageGRID x-ntap-sg-cgr-replication-status, que terda um dos seguintes valores:
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Grelha Estado da replicagdo
Fonte » SUCESSO: A replicagao foi bem-sucedida.
* PENDENTE: O objeto ainda nao foi replicado.

* FAILURE: A replicacao falhou com uma falha permanente. Um
usuario deve resolver o erro.

Destino « REPLICA*: O objeto foi replicado a partir da grade de origem.

* Use a API privada de Gerenciamento de Grade, conforme descrito.

Passos

1. Na secao cross-grid-replication-Advanced da documentagado da API privada, selecione o seguinte
endpoint:

GET /private/cross-grid-replication-object-status/{id}

2. Selecione Experimente.

3. Na secéo parametro, insira o ID da vers&o que vocé usou na cross-grid-replication-retry-
failed solicitagao.

4. Selecione Executar.

5. Confirme se o cédigo de resposta do servidor é 200.

6. Revise o status da replicagéo, que sera um dos seguintes:
o PENDENTE: O objeto ainda néo foi replicado.
o COMPLETED: A replicacao foi bem-sucedida.

o FAILED: A replicagao falhou com uma falha permanente. Um usuario deve resolver o erro.
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