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Descomissionar nos ou site

Desativar né ou local

Vocé pode executar um procedimento de descomissionamento para remover
permanentemente nds de grade ou um site inteiro do sistema StorageGRID .

Para remover um né de grade ou um site, execute um dos seguintes procedimentos de desativagao:

» Executar um"descomissionamento de nés de rede" para remover um ou mais nés, que podem estar em
um ou mais sites. Os nds que vocé remove podem estar online e conectados ao sistema StorageGRID ,
ou podem estar offline e desconectados.

* Executar um"descomissionamento do local" para remover um site. Vocé executa um
descomissionamento de site conectado se todos os nds estiverem conectados ao StorageGRID. Vocé
executa um descomissionamento de site desconectado se todos os nés estiverem desconectados do
StorageGRID. Se o site contiver uma mistura de nds conectados e desconectados, vocé devera colocar
todos os nos offline novamente online.

Antes de executar o descomissionamento de um site desconectado, entre em contato com
seu representante de conta NetApp . A NetApp analisara seus requisitos antes de habilitar

@ todas as etapas do assistente de descomissionamento do site. Vocé nao deve tentar
desativar um site desconectado se acreditar que é possivel recuperar o site ou recuperar
dados de objetos do site.

Descomissionar nos

Desativacao do né da rede

Vocé pode usar o procedimento de descomissionamento de nds para remover um ou
mais nos de grade em um ou mais sites. Ndo é possivel desativar o n6é de administragao
principal.

Quando desativar um no

Use o procedimento de descomissionamento do né quando qualquer uma das seguintes condi¢des for
verdadeira:

» Vocé adicionou um no6 de armazenamento maior em uma expansao e deseja remover um ou mais nos de
armazenamento menores, preservando ao mesmo tempo os objetos.

Se vocé deseja substituir um aparelho antigo por um mais novo, considere "clonando o no
do aparelho" em vez de adicionar um novo aparelho em uma expansao e depois desativar o
antigo.

* Vocé precisa de menos armazenamento total.
* Vocé n&o precisa mais de um no de gateway.

* Vocé nao precisa mais de um no6 de administragéo nao primario.
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» Sua rede inclui um né desconectado que vocé nao pode recuperar ou colocar online novamente.

» Sua grade inclui um n6 de arquivo.

Como descomissionar um né

Vocé pode desativar nés de rede conectados ou desconectados.

Desativar nés conectados

Em geral, vocé deve desativar os nos da grade somente quando eles estiverem conectados ao sistema
StorageGRID e somente quando todos os nds estiverem em funcionamento normal (com icones verdes
nas paginas NOS e na pagina Desativar nos).

Para obter instru¢des, consulte"Descomissionar nés de rede conectados” .

Desativar nés desconectados

Em alguns casos, pode ser necessario desativar um n6 de grade que ndo esteja conectado a grade no
momento (um cuja integridade seja Desconhecida ou Administrativamente Inativo).

Para obter instru¢des, consulte"Descomissionar nos de rede desconectados” .

O que considerar antes de desativar um no6

Antes de executar qualquer procedimento, revise as consideracdes para cada tipo de né:

+ "Consideragdes sobre a desativagao do né de administragado ou gateway"

» "Consideracoes sobre a desativacdo do n6 de armazenamento”

Consideragoes para descomissionamento de nés de administragao ou gateway

Revise as consideracoes para descomissionar um né de administragdo ou um né de
gateway.

Consideragoes para o n6 de administragao

* N&o € possivel desativar o n6 de administragéo principal.

* Nao é possivel desativar um né de administracdo se uma de suas interfaces de rede fizer parte de um
grupo de alta disponibilidade (HA). Primeiro, vocé deve remover as interfaces de rede do grupo HA. Veja
as instrugdes para“gerenciando grupos HA" .

« Conforme necessario, vocé pode alterar com seguranca as politicas do ILM ao desativar um no de
administracao.

» Se vocé desativar um né de administragao e o logon uUnico (SSO) estiver habilitado para seu sistema
StorageGRID , lembre-se de remover a parte confiavel do né dos Servigos de Federagado do Active
Directory (AD FS).

» Se vocé usar'federacao de grade" , certifique-se de que o enderego IP do n6 que vocé esta
descomissionando nao foi especificado para uma conexao de federagao de rede.

* Ao desativar um n6 de administragéo desconectado, vocé perdera os logs de auditoria desse né; no
entanto, esses logs também devem existir no né de administragéo principal.
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Consideragoes para o n6 de gateway

* Nao é possivel desativar um n6 de gateway se uma de suas interfaces de rede fizer parte de um grupo de
alta disponibilidade (HA). Primeiro, vocé deve remover as interfaces de rede do grupo HA. Veja as
instrugbes para"gerenciando grupos HA" .

« Conforme necessario, vocé pode alterar com seguranca as politicas do ILM ao desativar um n6 de
gateway.

» Se vocé usar'federacao de grade" , certifique-se de que o endereco IP do n6 que vocé esta
descomissionando nao foi especificado para uma conexao de federagao de rede.

» Vocé pode desativar com seguranga um no de gateway enquanto ele estiver desconectado.

Consideragoes sobre nés de armazenamento

Consideragoes para descomissionamento de nés de armazenamento

Antes de desativar um n6 de armazenamento, considere se vocé pode clona-lo. Entao,
se vocé decidir desativar o né, revise como o StorageGRID gerencia objetos e
metadados durante o procedimento de desativagéo.

Quando clonar um né em vez de desativa-lo

Se vocé quiser substituir um né de armazenamento de dispositivo mais antigo por um dispositivo mais novo
ou maior, considere clonar o n6 do dispositivo em vez de adicionar um novo dispositivo em uma expansao e,
em seguida, desativar o dispositivo antigo.

A clonagem de no6s de dispositivos permite que vocé substitua facilmente um né de dispositivo existente por
um dispositivo compativel no mesmo site do StorageGRID . O processo de clonagem transfere todos os
dados para o novo dispositivo, coloca o novo dispositivo em servigo e deixa o antigo em um estado de pré-
instalacao.

Vocé pode clonar um né do dispositivo se precisar:

* Substitua um aparelho que esteja chegando ao fim de sua vida util.
 Atualize um n¢ existente para aproveitar a tecnologia aprimorada do dispositivo.

* Aumente a capacidade de armazenamento da grade sem alterar o nimero de nés de armazenamento no
seu sistema StorageGRID .

» Melhore a eficiéncia do armazenamento, alterando, por exemplo, o modo RAID.

Ver "Clonagem de no de dispositivo" para mais detalhes.

Consideragoes para nés de armazenamento conectados

Revise as consideragdes para descomissionar um né de armazenamento conectado.

* Vocé néo deve desativar mais de 10 nés de armazenamento em um unico procedimento de desativacéo
de no.

» O sistema deve, em todos os momentos, incluir N6s de Armazenamento suficientes para satisfazer os
requisitos operacionais, incluindo 0"Quoérum do ADC" e o ativo"Politica de ILM" . Para satisfazer essa
restricdo, talvez seja necessario adicionar um novo né de armazenamento em uma operagao de expansao
antes de desativar um né de armazenamento existente.
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Tenha cuidado ao desativar nés de armazenamento em uma grade contendo nés somente de metadados
baseados em software. Se vocé desativar todos os nds configurados para armazenar tanto objetos quanto
metadados, a capacidade de armazenar objetos sera removida da grade. Ver"Tipos de nos de
armazenamento” para obter mais informagdes sobre nés de armazenamento somente de metadados.

* Quando vocé remove um no de armazenamento, grandes volumes de dados de objetos sao transferidos
pela rede. Embora essas transferéncias nao devam afetar as operagées normais do sistema, elas podem
afetar a quantidade total de largura de banda de rede consumida pelo sistema StorageGRID .

* As tarefas associadas ao descomissionamento do né de armazenamento recebem uma prioridade menor
do que as tarefas associadas as operagdes normais do sistema. Isso significa que o descomissionamento
nao interfere nas operagdes normais do sistema StorageGRID e nao precisa ser agendado para um
periodo de inatividade do sistema. Como o descomissionamento é realizado em segundo plano, é dificil
estimar quanto tempo o processo levara para ser concluido. Em geral, o descomissionamento termina
mais rapidamente quando o sistema esta silencioso ou se apenas um né de armazenamento estiver
sendo removido por vez.

Pode levar dias ou semanas para desativar um né de armazenamento. Planeje esse procedimento
adequadamente. Embora o processo de descomissionamento seja projetado para néo afetar as
operagoes do sistema, ele pode limitar outros procedimentos. Em geral, vocé deve executar quaisquer
atualizagbes ou expansdes planejadas do sistema antes de remover os nés da grade.

» Se vocé precisar executar outro procedimento de manutengédo enquanto os nés de armazenamento
estiverem sendo removidos, vocé pode"suspender o procedimento de descomissionamento” e retome-o
apos a conclusao do outro procedimento.

O botédo Pausar ¢ habilitado somente quando os estagios de avaliagdo do ILM ou de
descomissionamento de dados codificados por eliminagao sao atingidos; no entanto, a
avaliagédo do ILM (migragado de dados) continuara sendo executada em segundo plano.

* N&o € possivel executar operagdes de reparo de dados em nenhum né de grade quando uma tarefa de
desativagao estiver em execugao.

* Vocé nao deve fazer nenhuma alteragao em uma politica de ILM enquanto um né de armazenamento
estiver sendo desativado.

« Para remover dados de forma permanente e segura, vocé deve limpar as unidades do no6 de
armazenamento apds a conclusao do procedimento de desativacao.

Considerag6es para nés de armazenamento desconectados

Revise as consideragdes para descomissionar um né de armazenamento desconectado.

* Nunca desative um n6 desconectado a menos que tenha certeza de que ele ndo pode ser colocado on-
line ou recuperado.

Nao execute este procedimento se vocé acredita que é possivel recuperar dados de objeto
do né. Em vez disso, entre em contato com o suporte técnico para determinar se a
recuperagao do no € possivel.

* Quando vocé desativa um né de armazenamento desconectado, o StorageGRID usa dados de outros nos
de armazenamento para reconstruir os dados do objeto e metadados que estavam no n6 desconectado.

* Pode ocorrer perda de dados se vocé desativar mais de um né de armazenamento desconectado. O
sistema pode nao conseguir reconstruir dados se n&o houver copias de objetos, fragmentos codificados
por eliminagdo ou metadados de objetos suficientes disponiveis. Ao desativar ndés de armazenamento em
uma grade com nés somente de metadados baseados em software, desativar todos os nés configurados
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para armazenar objetos e metadados remove todo o armazenamento de objetos da grade. Ver"Tipos de
nos de armazenamento" para obter mais informagdes sobre ndés de armazenamento somente de
metadados.

@ Se vocé tiver mais de um n6 de armazenamento desconectado que néo consegue
recuperar, entre em contato com o suporte técnico para determinar o melhor curso de acao.

* Quando vocé desativa um né de armazenamento desconectado, o StorageGRID inicia trabalhos de reparo
de dados no final do processo de desativacdo. Esses trabalhos tentam reconstruir os dados e metadados
do objeto que foram armazenados no né desconectado.

* Quando vocé descomissiona um nd de armazenamento desconectado, o procedimento de
descomissionamento € concluido relativamente rapido. No entanto, os trabalhos de reparo de dados
podem levar dias ou semanas para serem executados e ndo sao monitorados pelo procedimento de
desativagéo. Vocé deve monitorar manualmente esses trabalhos e reinicia-los conforme necessario. Ver
"Verifique os trabalhos de reparo de dados" .

* Se vocé desativar um né de armazenamento desconectado que contém a unica cépia de um objeto, o
objeto sera perdido. Os trabalhos de reparo de dados s6 podem reconstruir e recuperar objetos se houver
pelo menos uma cépia replicada ou fragmentos codificados para eliminagéo suficientes nos Nos de
Armazenamento que estdo conectados no momento.

Qual é o quérum do ADC?

Talvez vocé ndo consiga desativar determinados nos de armazenamento em um site se
poucos servigcos de Controlador de Dominio Administrativo (ADC) permanecerem apdés o
descomissionamento.

O servigo ADC, encontrado em alguns nés de armazenamento, mantém informagdes de topologia de grade e
fornece servigos de configuragdo para a grade. O sistema StorageGRID exige que um quorum de servigos
ADC esteja disponivel em cada site e o tempo todo.

Vocé nao pode desativar um né de armazenamento se a remocao do no fizer com que o quérum do ADC nao
seja mais atendido. Para satisfazer o quérum do ADC durante um descomissionamento, no minimo trés nés
de armazenamento em cada local devem ter o servico ADC. Se um site tiver mais de trés nos de
armazenamento com o servigo ADC, a maioria simples desses nés devera permanecer disponivel apos o
descomissionamento: ((0.5 * Storage Nodes with ADC) + 1)

Tenha cuidado ao desativar nds de armazenamento em uma grade contendo nés somente de
metadados baseados em software. Se vocé desativar todos os nés configurados para

@ armazenar tanto objetos quanto metadados, a capacidade de armazenar objetos sera removida
da grade. Ver'Tipos de nos de armazenamento" para obter mais informagdes sobre nés de
armazenamento somente de metadados.

Por exemplo, suponha que um site atualmente inclui seis nés de armazenamento com servigos ADC e vocé
deseja desativar trés nds de armazenamento. Devido ao requisito de quérum do ADC, vocé deve concluir dois
procedimentos de desativagéo, conforme a seguir:

* No primeiro procedimento de descomissionamento, vocé deve garantir que quatro nés de armazenamento
com servicos ADC permanegam disponiveis: ( (0.5 * 6) + 1) . Isso significa que vocé s6 pode
desativar dois n6s de armazenamento inicialmente.

* No segundo procedimento de descomissionamento, vocé pode remover o terceiro né de armazenamento
porque o quorum do ADC agora requer apenas trés servigos do ADC para permanecer disponivel: ( (0.5
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* 4) + 1) .

Se vocé precisar desativar um n6 de armazenamento, mas nao puder devido ao requisito de quorum do ADC,
adicione um novo n6 de armazenamento em um"expansao" e especifique que ele deve ter um servigo ADC.
Em seguida, descomissione o n6 de armazenamento existente.

Revisar a politica do ILM e a configuragao de armazenamento

Se vocé planeja desativar um n6 de armazenamento, revise a politica de ILM do seu
sistema StorageGRID antes de iniciar o processo de desativagao.

Durante o descomissionamento, todos os dados do objeto s&o migrados do n6 de armazenamento desativado
para outros nés de armazenamento.

A politica de ILM que vocé tiver durante a desativagao sera a mesma usada apos a
desativacéo. Vocé deve garantir que esta politica atenda aos seus requisitos de dados antes de
iniciar a desativagao e depois que ela for concluida.

Vocé deve revisar as regras em cada"politica ILM ativa" para garantir que o sistema StorageGRID continuara
a ter capacidade suficiente do tipo correto e nos locais corretos para acomodar o descomissionamento de um
né de armazenamento.

Considere o seguinte:

» Sera possivel que os servicos de avaliagao do ILM copiem dados de objetos de forma que as regras do
ILM sejam atendidas?

* O que acontece se um site ficar temporariamente indisponivel enquanto o descomissionamento estiver em
andamento? Cépias adicionais podem ser feitas em um local alternativo?

» Como o processo de desativagao afetara a distribuicao final do conteido? Conforme descrito
em"Consolidar nés de armazenamento" , vocé deve"adicionar novos nés de armazenamento" antes de
descomissionar os antigos. Se vocé adicionar um né de armazenamento de substituicdo maior apds
desativar um né de armazenamento menor, os ndés de armazenamento antigos poderao estar proximos da
capacidade maxima e o novo né de armazenamento podera nao ter quase nenhum conteudo. A maioria
das operacodes de gravacao de novos dados de objeto seriam direcionadas ao novo N6 de
Armazenamento, reduzindo a eficiéncia geral das operacgdes do sistema.

» O sistema incluira, em todos os momentos, nés de armazenamento suficientes para satisfazer as politicas
de ILM ativas?

@ Uma politica de ILM que n&o pode ser atendida levara a atrasos e alertas, e pode
interromper a operagao do sistema StorageGRID .

Verifique se a topologia proposta que resultara do processo de descomissionamento atende a politica do ILM
avaliando as éareas listadas na tabela.
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Area a ser avaliada

Capacidade disponivel

Localizagdo do armazenamento

Tipo de armazenamento

Consolidar nés de armazenamento

O que considerar

Havera capacidade de armazenamento suficiente para acomodar todos
os dados de objetos armazenados no sistema StorageGRID , incluindo
as copias permanentes dos dados de objetos atualmente armazenados
no n6 de armazenamento a ser desativado?

Havera capacidade suficiente para lidar com o crescimento previsto nos
dados de objetos armazenados por um intervalo de tempo razoavel
apos a conclusdo do descomissionamento?

Se houver capacidade suficiente no sistema StorageGRID como um
todo, a capacidade estara nos locais corretos para satisfazer as regras
de negdcios do sistema StorageGRID ?

Havera armazenamento suficiente do tipo apropriado apds a concluséo
do descomissionamento?

Por exemplo, as regras de ILM podem mover conteido de um tipo de
armazenamento para outro a medida que o conteudo envelhece. Nesse
caso, vocé deve garantir que haja armazenamento suficiente do tipo
apropriado disponivel na configuragao final do sistema StorageGRID .

Vocé pode consolidar nés de armazenamento para reduzir a contagem de noés de
armazenamento para um site ou implantacéo e, ao mesmo tempo, aumentar a
capacidade de armazenamento.

Ao consolidar noés de armazenamento, vocé"expandir o sistema StorageGRID" adicionando novos nos de
armazenamento de maior capacidade e, em seguida, descomissionando os antigos nés de armazenamento
de menor capacidade. Durante o procedimento de desativagéo, os objetos s&do migrados dos antigos nos de
armazenamento para os novos nés de armazenamento.

Se vocé estiver consolidando aparelhos mais antigos e menores com novos modelos ou

@ aparelhos de maior capacidade, considere "clonando o né do aparelho” (ou use a clonagem de
no do dispositivo e o procedimento de descomissionamento se vocé nao estiver fazendo uma
substituicdo um-para-um).

Por exemplo, vocé pode adicionar dois novos nos de armazenamento com maior capacidade para substituir
trés nds de armazenamento mais antigos. Primeiro, vocé usaria o procedimento de expanséao para adicionar
os dois novos nds de armazenamento maiores €, em seguida, usaria o procedimento de descomissionamento
para remover os trés antigos n6s de armazenamento de menor capacidade.

Ao adicionar nova capacidade antes de remover os nés de armazenamento existentes, vocé garante uma
distribuicdo mais equilibrada de dados no sistema StorageGRID . Vocé também reduz a possibilidade de um
no de armazenamento existente ser empurrado além do nivel de marca d’agua de armazenamento.

Descomissionar varios nés de armazenamento

Se precisar remover mais de um n6 de armazenamento, vocé podera desativa-los
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sequencialmente ou em paralelo.

Tenha cuidado ao desativar nés de armazenamento em uma grade contendo nés somente de
metadados baseados em software. Se vocé desativar todos os nds configurados para

(D armazenar tanto objetos quanto metadados, a capacidade de armazenar objetos sera removida
da grade. Ver'Tipos de nos de armazenamento” para obter mais informagdes sobre nés de
armazenamento somente de metadados.

+ Se vocé desativar os Nos de Armazenamento sequencialmente, devera aguardar a conclusdo do primeiro
N6 de Armazenamento antes de iniciar a desativagcdo do proximo N6 de Armazenamento.

» Se vocé desativar os Nos de Armazenamento em paralelo, os Nos de Armazenamento processarao
simultaneamente as tarefas de desativacao para todos os Nés de Armazenamento que estdo sendo
desativados. Isso pode resultar em uma situagao em que todas as cépias permanentes de um arquivo sdo
marcadas como "somente leitura", desabilitando temporariamente a exclusdo em grades onde essa
funcionalidade esta habilitada.

Verifique os trabalhos de reparo de dados

Antes de desativar um n6 de grade, vocé deve confirmar se nao ha trabalhos de reparo
de dados ativos. Se algum reparo falhar, vocé deve reinicia-lo e esperar que ele seja
concluido antes de executar o procedimento de descomissionamento.

Sobre esta tarefa

Se precisar desativar um né de armazenamento desconectado, vocé também devera concluir estas etapas
apos a concluséo do procedimento de desativagao para garantir que o trabalho de reparo de dados tenha sido
concluido com sucesso. Vocé deve garantir que todos os fragmentos codificados para eliminagéo que
estavam no n6 removido tenham sido restaurados com sucesso.

Essas etapas se aplicam somente a sistemas que possuem objetos codificados para eliminagao.

Passos
1. Efetue login no n6 de administragao principal:
a. Digite o seguinte comando: ssh admin@grid node IP
b. Digite a senha listada no Passwords . txt arquivo.
C. Digite o seguinte comando para alternar para root: su -

d. Digite a senha listada no Passwords. txt arquivo.
Quando vocé esta logado como root, o prompt muda de $ para # .
2. Verifique se ha reparos em execucgéo: repair-data show-ec-repair-status

° Se vocé nunca executou um trabalho de reparo de dados, a saida € No job found . Vocé néo
precisa reiniciar nenhum trabalho de reparo.

> Se o trabalho de reparo de dados foi executado anteriormente ou esta em execugdo no momento, a
saida listara informagdes para o reparo. Cada reparo tem um ID de reparo exclusivo.
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Opcionalmente, vocé pode usar o Grid Manager para monitorar processos de restauragao

em andamento e exibir um histérico de restauragéo. Ver "Restaurar dados de objetos

usando o Grid Manager" .

3. Se o Estado para todos os reparos for Completed , vocé ndo precisa reiniciar nenhum trabalho de reparo.

4. Se o Estado para qualquer reparagéo for Stopped , vocé deve reiniciar esse reparo.

a. Obtenha o ID do reparo com falha na saida.

b. Execute 0 repair-data start-ec-node-repair comando.

Use 0 --repair-id opgéao para especificar o ID do reparo. Por exemplo, se vocé quiser tentar
novamente um reparo com ID de reparo 949292, execute este comando: repair-data start-ec-
node-repair --repair-id 949292

c. Continue a acompanhar o status dos reparos de dados da CE até que o Estado para todos os reparos

seja Completed .

Reuna os materiais necessarios

Antes de executar a desativacido de um né de rede, vocé deve obter as seguintes

informacdes.

Item

Pacote de Recuperagao
arquivo

.zip

‘Passwords.txt arquivo

Senha de provisionamento

Descricédo da topologia do sistema
StorageGRID antes do
descomissionamento

Informacgdes relacionadas

"Requisitos do navegador da Web"

Notas

Vocé deve"baixe o pacote de recuperagdo mais recente" . zip
arquivo(sgws-recovery-package-id-revision.zip ). Vocé pode
usar o arquivo do Pacote de Recuperacao para restaurar o sistema
caso ocorra uma falha.

Este arquivo contém as senhas necessarias para acessar os nés da
grade na linha de comando e esta incluido no Pacote de Recuperagao.

A senha é criada e documentada quando o sistema StorageGRID é
instalado pela primeira vez. A senha de provisionamento ndo esta no
Passwords.txt arquivo.

Se disponivel, obtenha qualquer documentagao que descreva a
topologia atual do sistema.

Acesse a pagina de nés de descomissionamento

Ao acessar a pagina Desativar nés no Grid Manager, vocé pode ver rapidamente quais

nos podem ser desativados.

Antes de comecar


https://docs.netapp.com/pt-br/storagegrid-119/maintain/restoring-volume.html
https://docs.netapp.com/pt-br/storagegrid-119/maintain/restoring-volume.html
downloading-recovery-package.html
https://docs.netapp.com/pt-br/storagegrid-119/admin/web-browser-requirements.html

* Vocé esta conectado ao Grid Manager usando um"navegador da web compativel" .

* Vocé tem o0"Permissao de acesso de manutengao ou root" .

Tenha cuidado ao desativar nés de armazenamento em uma grade contendo nés somente de
metadados baseados em software. Se vocé desativar todos os nds configurados para

@ armazenar tanto objetos quanto metadados, a capacidade de armazenar objetos sera removida

da grade. Ver"Tipos de nos de armazenamento” para obter mais informagdes sobre nés de
armazenamento somente de metadados.

Passos
1. Selecione MANUTENGAO > Tarefas > Desativagio.
2. Selecione Desativar nés.
A pagina Descomissionar nés € exibida. Nesta pagina, vocé pode:
o Determine quais nos da rede podem ser desativados atualmente.
> Veja a saude de todos os nés da grade
o Classifique a lista em ordem crescente ou decrescente por Nome, Site, Tipo ou Possui ADC.
o Insira termos de pesquisa para encontrar rapidamente nés especificos.
Neste exemplo, a coluna Possivel descomissionamento indica que vocé pode descomissionar o n6 de
gateway e um dos quatro nés de armazenamento.
Name v Site It Type It HasaADC Il Health Decommission Possible
DC1-ADML Data Center 1 Admin Nod R No, member of HA group(s): HAGroup. Before you can decommission
i =W bl a o this node, you must remove it from all HA groups.
Bt Bt i Ak N . o :ic;:::;ii:g;demmmissmn an Archive Node unless the node is
|:| DC1-G1 Data Center L APl Gateway Node - o
Bt Bt i Storsge Node i 0 ?Eor,vsi.ic{eesData Center L requires a minimum of 3 Storage Nodes with ADC
ba FiaBatord Storage Node Yos o Z‘Ieor;jiczeesData Center L requires a minimum of 3 Storage Nodes with ADC
DE1-83 s o Storage Node i o Tleor,\‘lsi\icieesData Center 1 requires a minimum of 3 Storage Nodes with ADC
|:| DC1-54 Data Center L Storage Node No 0
3. Revise a coluna Desativagao possivel para cada n6é que vocé deseja desativar.
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Se um no de grade puder ser desativado, esta coluna incluird uma marca de selegao verde e a coluna da
esquerda incluira uma caixa de selecdo. Se um né nao puder ser desativado, esta coluna descreve o
problema. Se houver mais de um motivo pelo qual um né néo pode ser desativado, o motivo mais critico
sera mostrado.

Descomissionamento Possivel Descricao Etapas para resolver
razao

Nao, o descomissionamento do Nao é possivel desativar o nd de Nenhum.
tipo de n6 nao é suportado. administracao principal.


../admin/web-browser-requirements.html
../admin/admin-group-permissions.html
../primer/what-storage-node-is.html#types-of-storage-nodes

Descomissionamento Possivel
razao

N&o, pelo menos um né da rede
esta desconectado.

Observagao: esta mensagem €
exibida somente para nos de
grade conectados.

Nao, um ou mais nds necessarios
estao desconectados no
momento e precisam ser
recuperados.

Observacgao: Esta mensagem &
exibida somente para nés de rede
desconectados.

N&o, membro do(s) grupo(s) HA:
nome do grupo. Antes de
desativar este no, vocé deve
remové-lo de todos os grupos de
HA.

Nao, o site x requer um minimo
de n nés de armazenamento com
servicos ADC.

Descrigdo

Nao é possivel desativar um né
de rede conectado se algum noé
de rede estiver desconectado.

A coluna Saude inclui um destes
icones para nos de grade que
estdo desconectados:

) @(cinza):

Administrativamente inativo

) @ (azul): Desconhecido

Nao é possivel desativar um no
de rede desconectado se um ou
mais nés necessarios também
estiverem desconectados (por
exemplo, um no de
armazenamento necessario para
o quorum do ADC).

Nao é possivel desativar um né
de administracdo ou um no de
gateway se uma interface de n6
pertencer a um grupo de alta
disponibilidade (HA).

Somente nés de
armazenamento. N3o é possivel
desativar um no de
armazenamento se ndo houver
nos suficientes no local para dar
suporte aos requisitos de quérum
do ADC.

Etapas para resolver

Vocé deve colocar todos os nés
desconectados novamente online
ou"descomissionar todos os nds
desconectados" antes de poder
remover um nod conectado.

Observacao: se sua rede
contiver varios nos
desconectados, o software exigira
que vocé os desative todos ao
mesmo tempo, o que aumenta o
potencial de resultados
inesperados.

a. Revise as mensagens de
Possivel Desativacao para
todos os nds desconectados.

b. Determine quais nés nao
podem ser desativados
porque sao necessarios.

o Se a integridade de um né
necessario estiver
administrativamente
inativa, coloque o né
novamente online.

o Se aintegridade de um né
necessario for
desconhecida, execute
um procedimento de
recuperagao de no para
recupera-lo.

Edite o grupo HA para remover a
interface do né ou remover todo o
grupo HA. Ver "Configurar grupos
de alta disponibilidade" .

Executar uma expanséao. Adicione
um novo né de armazenamento
ao site e especifique que ele deve
ter um servigo ADC. Veja
informacgdes sobre 0"Quorum do
ADC".
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decommissioning-disconnected-grid-nodes.html
decommissioning-disconnected-grid-nodes.html
https://docs.netapp.com/pt-br/storagegrid-119/admin/configure-high-availability-group.html
https://docs.netapp.com/pt-br/storagegrid-119/admin/configure-high-availability-group.html
understanding-adc-service-quorum.html
understanding-adc-service-quorum.html
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Descomissionamento Possivel
razao

N&o, um ou mais perfis de
codificagdo de eliminagao
precisam de pelo menos n nés de
armazenamento. Se o perfil ndo
for usado em uma regra ILM,
vocé podera desativa-lo.

N&o, vocé ndo pode desativar um Se um né de arquivo ainda estiver

no de arquivo a menos que o nd
esteja desconectado.

Descrigdo

Somente nés de
armazenamento. Nao é possivel
desativar um né de
armazenamento a menos que
haja nés suficientes para os perfis
de codificagdo de eliminagao
existentes.

Por exemplo, se existir um perfil
de codificacao de eliminacéo para
codificagdo de eliminagéo 4+2,
pelo menos 6 nos de
armazenamento devem
permanecer.

conectado, vocé nao podera
remové-lo.

Etapas para resolver

Para cada perfil de codificagcéo de
eliminagéo afetado, execute uma
das seguintes etapas, com base
em como o perfil esta sendo
usado:

» Usado em politicas ILM
ativas: Executar uma
expansao. Adicione novos
nos de armazenamento
suficientes para permitir que a
codificagdo de eliminagao
continue. Veja as instrugdes
para"expandindo sua grade" .

* Usado em uma regra de
ILM, mas ndo em politicas
de ILM ativas: edite ou
exclua a regra e desative o
perfil de codificagédo de
eliminacao.

* Nao usado em nenhuma
regra do ILM: Desative o
perfil de codificagcao de
eliminacao.

Observagao: Uma mensagem de
erro sera exibida se vocé tentar
desativar um perfil de codificagcao
de eliminagéo e os dados do
objeto ainda estiverem
associados ao perfil. Pode ser
necessario esperar varias
semanas antes de tentar o
processo de desativagao
novamente.

Aprenda sobre"desativando um
perfil de codificagédo de
eliminacao” .

Observacao: O suporte para nés
de arquivo foi removido. Se vocé
precisar desativar um no6 de
arquivo, consulte
"Descomissionamento de nos de
grade (site de documentagao do
StorageGRID 11.8)"


../expand/index.html
../ilm/manage-erasure-coding-profiles.html
../ilm/manage-erasure-coding-profiles.html
../ilm/manage-erasure-coding-profiles.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/grid-node-decommissioning.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/grid-node-decommissioning.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/grid-node-decommissioning.html

Descomissionar nos de rede desconectados

Pode ser necessario desativar um n6 que n&o esteja conectado a rede no momento (um
no cuja integridade seja desconhecida ou administrativamente inativo).

Antes de comecar

* Vocé entende as consideracdes para o descomissionamento”Nos de administracao e gateway" e as
consideragdes para o descomissionamento"Noés de armazenamento” .

» Vocé obteve todos os itens pré-requisitos.

» Vocé garantiu que nenhum trabalho de reparo de dados esteja ativo. Ver "Verifique os trabalhos de reparo
de dados" .

* Vocé confirmou que a recuperagao do né de armazenamento ndo esta em andamento em nenhum lugar
da grade. Se for o caso, vocé deve esperar até que qualquer reconstru¢ao do Cassandra realizada como
parte da recuperagao seja concluida. Vocé pode entédo prosseguir com o descomissionamento.

* Vocé garantiu que outros procedimentos de manuteng¢ao ndo serdo executados enquanto o procedimento
de desativagéo do no estiver em execugao, a menos que o procedimento de desativagao do no esteja
pausado.

» A coluna Desativagao possivel para o n6é ou nés desconectados que vocé deseja desativar inclui uma
marca de selecao verde.

» Vocé tem a senha de provisionamento.
Sobre esta tarefa

Vocé pode identificar nés desconectados procurando pelo icone azul Desconhecido@ ou o icone cinza de

administracao inativa(’I na coluna Saude.
Antes de desativar qualquer n6 desconectado, observe o seguinte:

 Este procedimento destina-se principalmente a remogéo de um Unico né desconectado. Se sua rede
contiver varios nés desconectados, o software exigira que vocé os desative todos ao mesmo tempo, o que
aumenta o potencial de resultados inesperados.

@ Pode ocorrer perda de dados se vocé desativar mais de um né de armazenamento
desconectado por vez. Ver "Considerac¢des para nés de armazenamento desconectados” .

Tenha cuidado ao desativar nés de armazenamento em uma grade contendo nés somente
de metadados baseados em software. Se vocé desativar todos os nés configurados para

@ armazenar tanto objetos quanto metadados, a capacidade de armazenar objetos sera
removida da grade. Ver"Tipos de nos de armazenamento" para obter mais informagoes
sobre n6s de armazenamento somente de metadados.

* Se um no6 desconectado nao puder ser removido (por exemplo, um né de armazenamento necessario para
o quorum do ADC), nenhum outro n6é desconectado podera ser removido.

Passos

1. A menos que vocé esteja desativando um né de arquivo (que deve ser desconectado), tente colocar todos
0s nés de grade desconectados novamente online ou recupera-los.

Ver"Procedimentos de recuperacao de nos de grade” para obter instrugdes.
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2.

3.

4.

5.

6.
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Se vocé ndo conseguir recuperar um né de rede desconectado e quiser desativa-lo enquanto estiver
desconectado, marque a caixa de selecao desse no.

@ Se sua rede contiver varios nos desconectados, o software exigira que vocé os desative
todos ao mesmo tempo, o que aumenta o potencial de resultados inesperados.

Tenha cuidado ao optar por desativar mais de um né de rede desconectado por vez,

@ especialmente se estiver selecionando varios nés de armazenamento desconectados. Se
vocé tiver mais de um né de armazenamento desconectado que ndo consegue recuperar,
entre em contato com o suporte técnico para determinar o melhor curso de agéao.

Digite a senha de provisionamento.
O botao Iniciar descomissionamento esta habilitado.
Clique em Iniciar descomissionamento.

Um aviso é exibido, indicando que vocé selecionou um né desconectado e que os dados do objeto serao
perdidos se o no tiver a Unica copia de um objeto.

Revise a lista de ndés e clique em OK.

O procedimento de descomissionamento € iniciado e o progresso € exibido para cada n6. Durante o
procedimento, um novo Pacote de Recuperagéo é gerado contendo a alteragdo da configuragao da grade.

Assim que o novo Pacote de Recuperagao estiver disponivel, clique no link ou selecione MANUTENCAO
> Sistema > Pacote de recuperagao para acessar a pagina Pacote de recuperagéo. Em seguida, baixe o
. zip arquivo.

Veja as instrugdes para"baixando o pacote de recuperagao” .

@ Baixe o Pacote de Recuperagéo o mais rapido possivel para garantir que vocé possa
recuperar sua rede se algo der errado durante o procedimento de desativagao.

@ O arquivo do pacote de recuperagao deve ser protegido porque contém chaves de
criptografia e senhas que podem ser usadas para obter dados do sistema StorageGRID .

. Monitore periodicamente a pagina Desativagao para garantir que todos os nés selecionados sejam

desativados com sucesso.

Os noés de armazenamento podem levar dias ou semanas para serem desativados. Quando todas as
tarefas estiverem concluidas, a lista de selecéo de nds sera exibida novamente com uma mensagem de
sucesso. Se vocé descomissionou um n6 de armazenamento desconectado, uma mensagem informativa
indica que os trabalhos de reparo foram iniciados.

. Depois que os nos forem desligados automaticamente como parte do procedimento de desativagao,

remova quaisquer maquinas virtuais restantes ou outros recursos associados ao né desativado.

@ Nao execute esta etapa até que os nds sejam desligados automaticamente.

. Se vocé estiver desativando um n6 de armazenamento, monitore o status dos trabalhos de reparo de

dados replicados e dados codificados para eliminagao (EC) que sao iniciados automaticamente


downloading-recovery-package.html

durante o processo de desativagao.
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Dados replicados

* Para obter uma porcentagem estimada de conclus&o do reparo replicado, adicione 0 show-
replicated-repair-status opgao para o comando repair-data.

repair-data show-replicated-repair-status

» Para determinar se os reparos foram concluidos:
a. Selecione NOS > N6 de armazenamento sendo reparado > ILM.

b. Revise os atributos na seg¢éo Avaliacdo. Quando os reparos estiverem concluidos, o atributo
Aguardando - Todos indica 0 objetos.

» Para monitorar o reparo com mais detalhes:
a. Selecione SUPORTE > Ferramentas > Topologia de grade.
b. Selecione grid > N6 de armazenamento sendo reparado > LDR > Armazenamento de dados.

c. Use uma combinagéo dos seguintes atributos para determinar, da melhor forma possivel, se os
reparos replicados estdo completos.

@ Inconsisténcias no Cassandra podem estar presentes, e reparos com falha néo
sdo rastreados.

= Reparos Tentados (XRPA): Use este atributo para rastrear o progresso de reparos
replicados. Este atributo aumenta cada vez que um né de armazenamento tenta reparar um
objeto de alto risco. Quando esse atributo ndo aumenta por um periodo maior que o periodo
de verificagao atual (fornecido pelo atributo Periodo de verificagdo — Estimado), significa

que a verificagao do ILM nao encontrou objetos de alto risco que precisem ser reparados em
nenhum no.

@ Objetos de alto risco sao objetos que correm o risco de serem completamente
perdidos. Isso ndo inclui objetos que nao satisfazem sua configuragédo de ILM.

= Periodo de verificagdo — estimado (XSCM): use este atributo para estimar quando uma
alteracéo de politica sera aplicada a objetos ingeridos anteriormente. Se o atributo Reparos
Tentados nao aumentar por um periodo maior que o periodo de verificagdo atual, é provavel
que reparos replicados sejam feitos. Observe que o periodo de verificagdo pode mudar. O
atributo Periodo de varredura — Estimado (XSCM) se aplica a toda a grade e € o maximo
de todos os periodos de varredura de nds. Vocé pode consultar o histérico do atributo

Periodo de verificagdo — Estimado da grade para determinar um periodo de tempo
apropriado.

Dados codificados por apagamento (EC)

Para monitorar o reparo de dados codificados para eliminagdo e tentar novamente quaisquer solicitagdes
que possam ter falhado:

1. Determinar o status dos reparos de dados codificados por eliminagao:

> Selecione SUPORTE > Ferramentas > Métricas para visualizar o tempo estimado para
concluséao e a porcentagem de conclusao do trabalho atual. Em seguida, selecione Visao geral
do EC na segéo Grafana. Veja os painéis Tempo estimado para conclusédo do trabalho do
Grid EC e Porcentagem concluida do trabalho do Grid EC.



° Use este comando para ver o status de um determinado repair-data operagéo:
repair-data show-ec-repair-status --repair-id repair ID
o Use este comando para listar todos os reparos:
repair-data show-ec-repair-status
A saida lista informagdes, incluindo repair ID, para todos os reparos anteriores e atuais.

2. Se a saida mostrar que a operagéo de reparo falhou, use 0 --repair-id opgéo de tentar o reparo
novamente.

Este comando tenta novamente um reparo de né com falha, usando o ID de reparo
6949309319275667690:

repair-data start-ec-node-repair --repair-id 6949309319275667690

Este comando tenta novamente um reparo de volume com falha, usando o ID de reparo
6949309319275667690:

repair-data start-ec-volume-repair --repair-id 6949309319275667690

Depois que vocé terminar

Assim que os nés desconectados forem desativados e todos os trabalhos de reparo de dados forem
concluidos, vocé podera desativar quaisquer nés de grade conectados, conforme necessario.

Em seguida, conclua estas etapas apos concluir o procedimento de desativagao:

* Certifique-se de que as unidades do n6 de rede desativado sejam limpas. Use uma ferramenta ou servigo
de limpeza de dados disponivel comercialmente para remover dados das unidades de forma permanente
e segura.

» Se vocé descomissionou um no do dispositivo e os dados no dispositivo foram protegidos usando
criptografia de no, use o StorageGRID Appliance Installer para limpar a configuragao do servidor de
gerenciamento de chaves (Limpar KMS). Vocé deve limpar a configuragédo do KMS se quiser adicionar o
dispositivo a outra grade. Para obter instrugdes, consulte "Monitorar a criptografia do né no modo de
manutencao” .

Descomissionar nos de rede conectados

Vocé pode desativar e remover permanentemente nos que estiao conectados a rede.

Antes de comecar

* Vocé entende as consideracdes para o descomissionamento”"Nos de administracao e gateway" e as
consideragdes para o descomissionamento"Nos de armazenamento” .

* Vocé reuniu todos os materiais necessarios.
* Vocé garantiu que nenhum trabalho de reparo de dados esteja ativo.

* Vocé confirmou que a recuperagao do né de armazenamento ndo esta em andamento em nenhum lugar
da grade. Se for o caso, aguarde até que qualquer reconstru¢cao do Cassandra realizada como parte da
recuperacao seja concluida. Vocé pode entédo prosseguir com o descomissionamento.
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* Vocé garantiu que outros procedimentos de manutenc¢ao ndo serdo executados enquanto o procedimento
de desativagéo do no estiver em execucgéo, a menos que o procedimento de desativacao do né esteja
pausado.

» Vocé tem a senha de provisionamento.
* Os nos da grade estao conectados.

* A coluna Desativagao possivel para o n6 ou nds que vocé deseja desativar inclui uma marca de selegéo

verde.
@ A desativagao nao sera iniciada se um ou mais volumes estiverem offline (desmontados) ou
se estiverem online (montados), mas em estado de erro.
@ Se um ou mais volumes ficarem offline enquanto uma desativagéo estiver em andamento, o
processo de desativagao sera concluido depois que esses volumes voltarem a ficar online.

Todos os nos da grade tém saude normal (verde)@ . Se vocé vir um desses icones na coluna Saude,
tente resolver o problema:

icone Cor Gravidade
E Amarelo Perceber
Laranja claro Menor
0 Laranja escuro Principal
9 Vermelho Critico

» Se vocé descomissionou anteriormente um né de armazenamento desconectado, todos os trabalhos de
reparo de dados foram concluidos com sucesso. Ver "Verifique os trabalhos de reparo de dados" .

@ N&o remova a maquina virtual de um no6 de grade ou outros recursos até que seja instruido a
fazé-lo neste procedimento.

Tenha cuidado ao desativar nés de armazenamento em uma grade contendo ndés somente de
metadados baseados em software. Se vocé desativar todos os nés configurados para

@ armazenar tanto objetos quanto metadados, a capacidade de armazenar objetos sera removida
da grade. Ver'Tipos de nos de armazenamento" para obter mais informagdes sobre nés de
armazenamento somente de metadados.

Sobre esta tarefa

Quando um no é desativado, seus servigos sao desabilitados e o n6 é desligado automaticamente.

Passos
1. Na pagina Desativar nés, marque a caixa de selecao para cada n6 de grade que vocé deseja desativar.

2. Digite a senha de provisionamento.
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O botao Iniciar descomissionamento esta habilitado.

3. Selecione Iniciar descomissionamento.

4. Revise a lista de nés na caixa de dialogo de confirmacao e selecione OK.

O procedimento de descomissionamento do noé € iniciado e o progresso € exibido para cada né.

N&o coloque um né de armazenamento offline apds o inicio do procedimento de
@ desativacao. Alterar o estado pode fazer com que alguns conteddos ndo sejam copiados
para outros locais.

5. Assim que o novo Pacote de Recuperacgao estiver disponivel, selecione o link Pacote de Recuperacao no
banner ou selecione MANUTENGAO > Sistema > Pacote de Recuperagéo para acessar a pagina
Pacote de Recuperacdo. Em seguida, baixe o . zip arquivo.

Ver "baixando o pacote de recuperacao” .

@ Baixe o Pacote de Recuperagdo o mais rapido possivel para garantir que vocé possa
recuperar sua rede se algo der errado durante o procedimento de desativagao.

6. Monitore periodicamente a pagina Nos de Desativagéo para garantir que todos os nds selecionados sejam
desativados com sucesso.

Os nos de armazenamento podem levar dias ou semanas para serem desativados.

Quando todas as tarefas estiverem concluidas, a lista de selegdo de nés sera exibida novamente com
uma mensagem de sucesso.

Depois que vocé terminar
Conclua estas etapas depois de concluir o procedimento de desativacéo do no:

1. Siga o passo apropriado para sua plataforma. Por exemplo:

o Linux: Talvez vocé queira desanexar os volumes e excluir os arquivos de configuragéo do né que vocé
criou durante a instalagédo. Ver"Instalar o StorageGRID no Red Hat Enterprise Linux" e"Instalar o
StorageGRID no Ubuntu ou Debian" .

o VMware: Talvez vocé queira usar a opgao "Excluir do disco" do vCenter para excluir a maquina virtual.
Talvez vocé também precise excluir quaisquer discos de dados que sejam independentes da maquina
virtual.

o * Dispositivo StorageGRID *: O n6 do dispositivo reverte automaticamente para um estado néo
implantado, onde vocé pode acessar o instalador do dispositivo StorageGRID . Vocé pode desligar o
dispositivo ou adiciona-lo a outro sistema StorageGRID .

2. Certifique-se de que as unidades do né de rede desativado sejam limpas. Use uma ferramenta ou servigo
de limpeza de dados disponivel comercialmente para remover dados das unidades de forma permanente
e segura.

3. Se vocé descomissionou um né do dispositivo e os dados no dispositivo foram protegidos usando
criptografia de no, use o StorageGRID Appliance Installer para limpar a configuragdo do servidor de
gerenciamento de chaves (Limpar KMS). Vocé deve limpar a configuragédo do KMS se quiser adicionar o
dispositivo a outra grade. Para obter instrugdes, consulte "Monitorar a criptografia do né no modo de
manutencao” .
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Pausar e retomar o processo de descomissionamento de nés de armazenamento

Se precisar executar um segundo procedimento de manutengéo, vocé podera pausar o
procedimento de desativacdo de um né de armazenamento durante determinados
estagios. Apos a conclusdo do outro procedimento, vocé pode retomar o
descomissionamento.

O botéao Pausar ¢ habilitado somente quando os estagios de avaliagdo do ILM ou de
descomissionamento de dados codificados por eliminagéo séo atingidos; no entanto, a
avaliagédo do ILM (migragdo de dados) continuara sendo executada em segundo plano.

Antes de comecar
* Vocé esta conectado ao Grid Manager usando um"navegador da web compativel” .

* Vocé tem o0"Permissdo de acesso de manutencéo ou root" .

Passos
1. Selecione MANUTENGAO > Tarefas > Desativagao.

A pagina Desativagéao € exibida.
2. Selecione Desativar nés.

A pagina Descomissionar nés € exibida. Quando o procedimento de desativacao atinge qualquer um dos
seguintes estagios, o botdo Pausar é habilitado.

o Avaliando o ILM
o Desativagao de dados codificados por apagamento

3. Selecione Pausar para suspender o procedimento.

O estagio atual é pausado e o botdo Continuar é habilitado.

Decommission Nodes

@ A new Recovery Package has been generated as a result of the configuration change. Ga to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click 'Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1T Progress IT stage
DC1-55 Storage Node Evaluating ILM

4. Apds a conclusdo do outro procedimento de manutencéo, selecione Retomar para prosseguir com a
desativagdo.
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Local de descomissionamento

Consideracoes para remover um site

Antes de usar o procedimento de descomissionamento do site para remover um site,
vocé deve revisar as consideracoes.

O que acontece quando vocé desativa um site

Quando vocé desativa um site, o StorageGRID remove permanentemente todos os nds do site e o proprio site
do sistema StorageGRID .

Quando o procedimento de descomissionamento do site estiver concluido:

* Vocé nao pode mais usar o StorageGRID para visualizar ou acessar o site ou qualquer um dos nos do
site.

* Vocé nao pode mais usar nenhum pool de armazenamento ou perfil de codificacdo de eliminacao que faca
referéncia ao site. Quando o StorageGRID desativa um site, ele remove automaticamente esses pools de
armazenamento e desativa esses perfis de codificagcdo de eliminagao.

Diferencas entre procedimentos de descomissionamento de sites conectados e desconectados

Vocé pode usar o procedimento de desativacao do site para remover um site no qual todos os nés estéao
conectados ao StorageGRID (chamado de desativagao do site conectado) ou para remover um site no qual
todos os nos estdo desconectados do StorageGRID (chamado de desativacédo do site desconectado). Antes
de comecgar, vocé precisa entender as diferencas entre esses procedimentos.

@ Se um site contém uma mistura de (0 ) € n6s desconectados (@ ou@ ), vocé deve
colocar todos os nés offline novamente online.

» A desativagédo de um site conectado permite que vocé remova um site operacional do sistema
StorageGRID . Por exemplo, vocé pode executar uma desativagao de site conectado para remover um
site que esta funcional, mas nao é mais necessario.

* Quando o StorageGRID remove um site conectado, ele usa o ILM para gerenciar os dados do objeto no
site. Antes de iniciar a desativagdo de um site conectado, vocé deve remover o site de todas as regras do
ILM e ativar uma nova politica do ILM. Os processos do ILM para migrar dados de objetos e os processos
internos para remover um site podem ocorrer ao mesmo tempo, mas a pratica recomendada é permitir
que as etapas do ILM sejam concluidas antes de iniciar o procedimento de desativagao real.

» A desativagcédo de um site desconectado permite que vocé remova um site com falha do sistema
StorageGRID . Por exemplo, vocé pode executar uma desativagao de site desconectado para remover um
site que foi destruido por um incéndio ou inundagao.

Quando o StorageGRID remove um site desconectado, ele considera todos os nds irrecuperaveis e nao
faz nenhuma tentativa de preservar os dados. No entanto, antes de iniciar a desativacéo de um site
desconectado, vocé deve remover o site de todas as regras do ILM e ativar uma nova politica do ILM.
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Antes de executar um procedimento de desativagao de site desconectado, vocé deve entrar
em contato com seu representante de conta NetApp . A NetApp analisara seus requisitos

@ antes de habilitar todas as etapas do assistente de descomissionamento do site. Vocé nao
deve tentar desativar um site desconectado se acreditar que é possivel recuperar o site ou
recuperar dados de objetos do site.

Requisitos gerais para remover um site conectado ou desconectado

Antes de remover um site conectado ou desconectado, vocé deve estar ciente dos seguintes requisitos:

* N&o € possivel desativar um site que inclua o n6 de administragéo principal.

* Nao é possivel desativar um site se algum dos nds tiver uma interface que pertenga a um grupo de alta
disponibilidade (HA). Vocé deve editar o grupo HA para remover a interface do n6é ou remover o grupo HA
inteiro.

Vocé n&o pode desativar um site se ele contiver uma mistura de (0 ) e desconectado (@ ou'(!I ) Nos.

Vocé nao pode desativar um site se qualquer né em qualquer outro site estiver desconectado (@ ou@'

)-

* N&o é possivel iniciar o procedimento de desativagao do site se uma operagéo ec-node-repair estiver em
andamento. Ver"Verifique os trabalhos de reparo de dados" para rastrear reparos de dados codificados
para eliminagao.

* Enquanto o procedimento de descomissionamento do site estiver em andamento:

> VJocé nao pode criar regras de ILM que fagam referéncia ao site que esta sendo desativado. Vocé
também nao pode editar uma regra ILM existente para fazer referéncia ao site.

> Vocé nao pode executar outros procedimentos de manutencado, como expansao ou atualizacao.

Se vocé precisar executar outro procedimento de manutengao durante a desativagéo de
um site conectado, vocé pode"pausar o procedimento enquanto os nos de
armazenamento estdo sendo removidos" . O botdo Pausar € habilitado somente

@ quando os estagios de avaliagdo do ILM ou de descomissionamento de dados
codificados por eliminagao sao atingidos; no entanto, a avaliagéo do ILM (migracdo de
dados) continuara sendo executada em segundo plano. Apos a conclusédo do segundo
procedimento de manutengao, vocé podera retomar o descomissionamento.

o Se precisar recuperar qualquer n6 apds iniciar o procedimento de desativacao do site, entre em
contato com o suporte.

* Vocé nao pode desativar mais de um site por vez.

» Se o site incluir um ou mais nés de administragéo e o logon unico (SSO) estiver habilitado para seu
sistema StorageGRID , vocé devera remover todos os trusts de terceiros confiaveis do site dos Servigos
de Federacgao do Active Directory (AD FS).

Requisitos para gerenciamento do ciclo de vida da informagao (ILM)

Como parte da remogéao de um site, vocé deve atualizar sua configuragdo do ILM. O assistente do Site de
Desativagao orienta vocé por uma série de etapas pré-requisitos para garantir o seguinte:

» O site ndo é mencionado por nenhuma politica do ILM. Se for o caso, vocé deve editar as politicas ou criar
e ativar politicas com novas regras de ILM.
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Nenhuma regra do ILM se refere ao site, mesmo que essas regras ndo sejam usadas em nenhuma
politica. Vocé deve excluir ou editar todas as regras que se referem ao site.

Quando o StorageGRID desativa o site, ele desativa automaticamente todos os perfis de codificagao de
eliminagao nao utilizados que fazem referéncia ao site e exclui automaticamente todos os pools de
armazenamento nao utilizados que fazem referéncia ao site. Se o pool de armazenamento All Storage Nodes
existir (StorageGRID 11.6 e anteriores), ele sera removido porque usa todos os sites.

Antes de remover um site, talvez seja necessario criar novas regras de ILM e ativar uma nova
politica de ILM. Estas instrugdes pressupdem que vocé tenha um bom entendimento de como o

@ ILM funciona e que esteja familiarizado com a criagado de pools de armazenamento, perfis de

codificagao de eliminacao, regras de ILM e simulagao e ativacado de uma politica de ILM. Ver
"Gerenciar objetos com ILM" .

Consideragoes sobre os dados do objeto em um site conectado

Se estiver executando uma desativagao de site conectado, vocé devera decidir o que fazer com os dados de
objeto existentes no site ao criar novas regras de ILM e uma nova politica de ILM. Vocé pode fazer uma ou
ambas as seguintes agdes:

Mova dados de objetos do site selecionado para um ou mais outros sites na sua grade.

Exemplo de movimentagdo de dados: Suponha que vocé queira desativar um site em Raleigh porque
adicionou um novo site em Sunnyvale. Neste exemplo, vocé deseja mover todos os dados do objeto do
site antigo para o novo. Antes de atualizar suas regras e politicas de ILM, vocé deve revisar a capacidade
em ambos os sites. Vocé deve garantir que o site Sunnyvale tenha capacidade suficiente para acomodar
os dados de objetos do site Raleigh e que capacidade adequada permanecera em Sunnyvale para
crescimento futuro.

Para garantir que haja capacidade adequada disponivel, pode ser necessario"expandir uma
grade" adicionando volumes de armazenamento ou nds de armazenamento a um site
existente ou adicionando um novo site antes de executar este procedimento.

Excluir copias de objetos do site selecionado.

Exemplo de exclusdo de dados: Suponha que vocé use atualmente uma regra ILM de 3 copias para
replicar dados de objetos em trés sites. Antes de desativar um site, vocé pode criar uma regra ILM
equivalente de 2 copias para armazenar dados em apenas dois sites. Quando vocé ativa uma nova
politica de ILM que usa a regra de 2 copias, o StorageGRID exclui as cépias do terceiro site porque elas
nao atendem mais aos requisitos de ILM. No entanto, os dados do objeto ainda serdo protegidos e a
capacidade dos dois sites restantes permanecera a mesma.

Nunca crie uma regra ILM de cépia unica para acomodar a remog¢ao de um site. Uma regra
de ILM que cria apenas uma copia replicada para qualquer periodo de tempo coloca os

@ dados em risco de perda permanente. Se existir apenas uma coépia replicada de um objeto,
esse objeto sera perdido se um né de armazenamento falhar ou tiver um erro significativo.
Vocé também perde temporariamente o acesso ao objeto durante procedimentos de
manutenc¢ao, como atualizacdes.

Requisitos adicionais para a desativagao de um site conectado

Antes que o StorageGRID possa remover um site conectado, vocé deve garantir o seguinte:
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Todos os nds no seu sistema StorageGRID devem ter um estado de conexdo de Conectado (0 ); no
entanto, os nés podem ter alertas ativos.

Vocé pode concluir as etapas 1 a 4 do assistente de descomissionamento do site se um ou

@ mais noés estiverem desconectados. No entanto, vocé ndo podera concluir a Etapa 5 do
assistente, que inicia o processo de desativacao, a menos que todos 0s nos estejam
conectados.

* Se o site que vocé planeja remover contiver um n6 de gateway ou um né de administragdo usado para
balanceamento de carga, talvez seja necessario"expandir uma grade" para adicionar um novo né
equivalente em outro site. Certifique-se de que os clientes possam se conectar ao né de substituicao
antes de iniciar o procedimento de desativacao do site.

» Se o site que vocé planeja remover contiver algum n6 de gateway ou nés de administragdo que estejam
em um grupo de alta disponibilidade (HA), vocé podera concluir as etapas 1 a 4 do assistente de
descomissionamento do site. No entanto, vocé nao podera concluir a Etapa 5 do assistente, que inicia o
processo de desativagao, até remover esses nos de todos os grupos de HA. Se clientes existentes se
conectarem a um grupo de HA que inclui nés do site, vocé deve garantir que eles possam continuar a se
conectar ao StorageGRID apds a remogao do site.

» Se os clientes se conectarem diretamente aos Nos de Armazenamento no site que vocé esta planejando
remover, vocé deve garantir que eles possam se conectar aos Nos de Armazenamento em outros sites
antes de iniciar o procedimento de desativacéo do site.

» Vocé deve fornecer espaco suficiente nos sites restantes para acomodar quaisquer dados de objeto que
serao movidos devido a alteragdes em qualquer politica de ILM ativa. Em alguns casos, vocé pode
precisar'expandir uma grade" adicionando nés de armazenamento, volumes de armazenamento ou novos
sites antes de concluir a desativacao de um site conectado.

» Vocé deve reservar tempo suficiente para que o procedimento de descomissionamento seja concluido. Os
processos do StorageGRID ILM podem levar dias, semanas ou até meses para mover ou excluir dados de
objetos do site antes que ele possa ser desativado.

Mover ou excluir dados de objetos de um site pode levar dias, semanas ou até meses,
@ dependendo da quantidade de dados no site, da carga no sistema, das laténcias da rede e
da natureza das alteragdes necessarias no ILM.

» Sempre que possivel, vocé deve concluir as etapas 1 a 4 do assistente de descomissionamento do site o
mais cedo possivel. O procedimento de desativacao sera concluido mais rapidamente e com menos
interrupgdes e impactos no desempenho se vocé permitir que os dados sejam movidos do site antes de
iniciar o procedimento de desativagao real (selecionando Iniciar desativagado na Etapa 5 do assistente).

Requisitos adicionais para a desativagao de um site desconectado

Antes que o StorageGRID possa remover um site desconectado, vocé deve garantir o seguinte:

* Vocé entrou em contato com seu representante de conta da NetApp . A NetApp analisara seus requisitos
antes de habilitar todas as etapas do assistente de descomissionamento do site.

Vocé nao deve tentar desativar um site desconectado se acreditar que € possivel recuperar
o site ou recuperar quaisquer dados de objeto do site. Ver "Como o suporte técnico
recupera um site" .

* Todos os nés no site devem ter um estado de conexao de um dos seguintes:
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o

Desconhecido (@ ): Por um motivo desconhecido, um né é desconectado ou os servigos no n6
ficam inesperadamente inativos. Por exemplo, um servigo no né pode ser interrompido, ou o né pode
ter perdido sua conexéao de rede devido a uma falha de energia ou interrupgao inesperada.
Administrativamente inativo (@ ): O n6 ndo esta conectado a rede por um motivo esperado. Por
exemplo, o n6 ou os servigos no n6é foram desligados normalmente.

Todos os nds em todos os outros sites devem ter um estado de conexdo de Conectado (0 ); no
entanto, esses outros nds podem ter alertas ativos.

» Vocé deve entender que ndo podera mais usar o StorageGRID para visualizar ou recuperar quaisquer
dados de objeto armazenados no site. Quando o StorageGRID executa esse procedimento, ele nao faz
nenhuma tentativa de preservar nenhum dado do site desconectado.

@ Se suas regras e politicas de ILM foram projetadas para proteger contra a perda de um
unico site, copias de seus objetos ainda existirdo nos sites restantes.

* Vocé deve entender que se o site contiver a Unica copia de um objeto, o objeto sera perdido e ndo podera
ser recuperado.

Consideragoes sobre consisténcia ao remover um site

A consisténcia de um bucket S3 determina se o StorageGRID replica completamente os metadados do objeto
para todos os nos e sites antes de informar ao cliente que a ingestao do objeto foi bem-sucedida. A
consisténcia fornece um equilibrio entre a disponibilidade dos objetos e a consisténcia desses objetos em
diferentes n6s de armazenamento e sites.

Quando o StorageGRID remove um site, ele precisa garantir que nenhum dado seja gravado no site que esta
sendo removido. Como resultado, ele substitui temporariamente a consisténcia de cada bucket ou contéiner.
Apds iniciar o processo de desativagéo do site, o StorageGRID usa temporariamente a consisténcia forte do
site para impedir que metadados do objeto sejam gravados no site que esta sendo removido.

Como resultado dessa substituicdo temporaria, esteja ciente de que qualquer operagao de gravagao,

atualizagao e excluséo do cliente que ocorrer durante a desativagéo de um site podera falhar se varios nés
ficarem indisponiveis nos sites restantes.

Reuna os materiais necessarios

Antes de desativar um site, vocé deve obter os seguintes materiais.

Item Notas
Pacote de Recuperacgao . zip Vocé deve baixar o pacote de recuperagao mais recente . zip
arquivo arquivo(sgws-recovery-package-id-revision.zip ). Vocé pode

usar o arquivo do Pacote de Recuperagao para restaurar o sistema
caso ocorra uma falha.

"Baixe o pacote de recuperacao"

"Passwords.txt'arquivo Este arquivo contém as senhas necessarias para acessar os nés da
grade na linha de comando e esta incluido no Pacote de Recuperacao.
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Item

Senha de provisionamento

Descrigao da topologia do sistema
StorageGRID antes do
descomissionamento

Informacgdes relacionadas
"Requisitos do navegador da Web"

Etapa 1: Selecione o site

Notas

A senha é criada e documentada quando o sistema StorageGRID é
instalado pela primeira vez. A senha de provisionamento ndo esta no
Passwords. txt arquivo.

Se disponivel, obtenha qualquer documentagao que descreva a
topologia atual do sistema.

Para determinar se um site pode ser desativado, comece acessando o assistente de

descomissionamento de site.

Antes de comecgar

» Vocé obteve todos os materiais necessarios.

* Vocé revisou as consideragdes para remover um site.

* Vocé esta conectado ao Grid Manager usando um"navegador da web compativel" .

* Vocé tem o0"Permissao de acesso root ou permissdes de manutencao e ILM" .

Passos

1. Selecione MANUTENGAO > Tarefas > Desativagao.

2. Selecione Local de descomissionamento.

A Etapa 1 (Selecionar Site) do assistente de Desativagao de Site € exibida. Esta etapa inclui uma lista
alfabética dos sites no seu sistema StorageGRID .
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Decommission Site

o 2 3 4 5 6

Select Site View Details Reviza ILM Remove ILM Resolve Node Monitor
Paolicy References Caonflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo. This site contains the primary Admin Node.

3. Visualize os valores na coluna Capacidade de armazenamento usada para determinar quanto
armazenamento esta sendo usado atualmente para dados de objeto em cada site.

A Capacidade de Armazenamento Utilizada € uma estimativa. Se os nés estiverem offline, a Capacidade
de Armazenamento Usada sera o ultimo valor conhecido do site.

o Para a desativacédo de um site conectado, esse valor representa a quantidade de dados de objeto que
precisarao ser movidos para outros sites ou excluidos pelo ILM antes que vocé possa desativar esse
site com seguranca.

o Para a desativacédo de um site desconectado, esse valor representa a quantidade de armazenamento
de dados do seu sistema que ficara inacessivel quando vocé desativar esse site.

@ Se sua politica de ILM foi projetada para proteger contra a perda de um unico site,
copias dos dados do seu objeto ainda deverao existir nos sites restantes.

4. Revise os motivos na coluna Desativagao possivel para determinar quais sites podem ser desativados
atualmente.

@ Se houver mais de um motivo pelo qual um site ndo pode ser desativado, o motivo mais
critico sera exibido.
Descomissionamento Possivel Descricao Préximo passo
razao
L 0 Vocé pode desativar este site. Va parao proximo passo .
Marca de verificagado verde ( )
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Descomissionamento Possivel
razao

N&o. Este site contém o n6 de
administragdo principal.

Nao. Este site contém um ou mais

ndés de arquivo.

Nao. Todos os nds neste site
estao desconectados. Entre em

contato com seu representante de

conta da NetApp .

Descrigdo

Nao é possivel desativar um site
que contém o no de
administracao principal.

Nao é possivel desativar um site
que contém um no de arquivo.

Vocé nao pode executar o
descomissionamento de um site
conectado a menos que todos os
nos no site estejam conectados

Préximo passo

Nenhum. Vocé ndo pode executar
este procedimento.

Nenhum. Vocé nao pode executar
este procedimento.

Se vocé quiser executar uma
desativacdo de site
desconectado, entre em contato
com seu representante de conta

da NetApp , que analisara seus
requisitos e habilitara o restante
do assistente de desativacéo de
site.

@),

IMPORTANTE: Nunca coloque
nds on-line off-line para poder

remover um site. Vocé perdera
dados.

O exemplo mostra um sistema StorageGRID com trés sites. A marca de verificagéo verde (0 ) para os
locais de Raleigh e Sunnyvale indica que vocé pode desativar esses locais. No entanto, vocé nao pode
desativar o site de Vancouver porque ele contém o né de administragao principal.

1. Se a desativacao for possivel, selecione o botdo de opcéao do site.
O botédo Avangar esta habilitado.
2. Selecione Avancgar.

A etapa 2 (Exibir detalhes) é exibida.

Etapa 2: Exibir detalhes

Na Etapa 2 (Exibir detalhes) do assistente de descomissionamento do site, vocé pode
revisar quais nos estio incluidos no site, ver quanto espaco foi usado em cada n6 de
armazenamento e avaliar quanto espaco livre esta disponivel nos outros sites da sua
grade.

Antes de comecgar
Antes de desativar um site, vocé deve revisar a quantidade de dados de objetos existentes no site.

» Se vocé estiver executando uma desativagao de site conectado, devera entender quantos dados de objeto
existem atualmente no site antes de atualizar o ILM. Com base nas capacidades do site e nas suas
necessidades de protecao de dados, vocé pode criar novas regras de ILM para mover dados para outros
sites ou excluir dados de objetos do site.
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» Execute todas as expansdes necessarias do né de armazenamento antes de iniciar o procedimento de

desativacdo, se possivel.

» Se vocé estiver realizando uma desativacao de site desconectado, devera entender quantos dados de

objeto ficardo permanentemente inacessiveis quando vocé remover o site.

Se vocé estiver executando uma desativagéo de site desconectado, o ILM nao podera mover

ou excluir dados de objeto. Todos os dados que permanecerem no site serdo perdidos. No

@ entanto, se sua politica de ILM foi projetada para proteger contra a perda de um unico site,
copias dos dados do seu objeto ainda existirdo nos sites restantes. Ver "Habilitar protecao
contra perda de site" .

Passos

1. Na Etapa 2 (Exibir detalhes), revise todos os avisos relacionados ao site que vocé selecionou para
remover.

Decommission Site

D X 2 ] 3 4 5 6
SEIE& Site View Details Revisz ILM Remove ILM Resolve Node Maonitor
Paolicy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at

another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixiure of connected and disconnected nodes. Before you can remove this site, you must bring all offine

{(blue or gray) nodes back online. Contact technical support if you need assistance.

Um aviso aparece nestes casos:

> O site inclui um no de gateway. Se os clientes S3 estiverem se conectando a este no, vocé devera

configurar um né equivalente em outro site. Certifique-se de que os clientes possam se conectar ao n6

de substituicdo antes de continuar com o procedimento de desativacao.
vocé deve colocar todos os nds offline novamente online.

2. Revise os detalhes sobre o site que vocé selecionou para remover.

O site contém uma mistura de (0 ) € nos desconectados ('@' ou@ )- Antes de remover este site,
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Decommission Site

=

I 4

L' 4 o
%

L

Select Site View Details

- .?.-l}
i

L

Raleigh Details

Number of Nodes: 3

Used Space: 3.93 MB

Node Name

RAL-51-101-198
RAL-52-101-157
RAL-53-101-198

Details for Other Sites

Total Free Space for Other Sites:
Total Capacity for Other Sites:

3

Revize ILM
Policy

Node Type

Storage Node
Storage Node
Storage Node

950.76 GB
950.77 GB

Site Name Free Space @
Sunnyvale 47538 GB
Vancouver 47538 GB
Total 950.76 GB

4 5

Remove ILM
Referencas

Resolve Node
Caonflicts

47538 GB
47538 GB

Free Space:

Site Capacity:

Connnection State

6

Monitor
Decommission

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB

As seguintes informacgdes estéo incluidas para o site selecionado:

o Numero de nés

L

o O espaco total utilizado, o espaco livre e a capacidade de todos os nds de armazenamento no site.

= Para a desativacédo de um site conectado, o valor Espago Usado representa a quantidade de
dados de objeto que deve ser movida para outros sites ou excluida com o ILM.

= Para uma desativagéo de site desconectado, o valor Espag¢o Usado indica quantos dados de
objeto ficardo inacessiveis quando vocé remover o site.

> Nomes de nos, tipos e estados de conexao:

] 0 (Conectado)

] @(Administrativamente inativo)

] @(Desconheoido)

o Detalhes sobre cada no:

= Para cada né de armazenamento, a quantidade de espacgo que foi usada para dados de objeto.
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= Para n6s de administracao e nos de gateway, se 0 n6 esta sendo usado atualmente em um grupo
de alta disponibilidade (HA). Nao é possivel desativar um né de administragdo ou um n6 de
gateway que seja usado em um grupo de alta disponibilidade. Antes de iniciar a desativagéo, edite
os grupos de HA para remover todos os nés do site ou remova o grupo de HA se ele incluir apenas
nos deste site. Para obter instrugdes, consulte"Gerenciar grupos de alta disponibilidade (HA)" .

3. Na secgdo Detalhes de outros sites da pagina, avalie quanto espago esta disponivel nos outros sites da
sua grade.

Details for Other Sites

Total Free Space for Other Sites: 95076 GB
Total Capacity for Other Sites: 950.77 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvals 47538 GB 3.7 MB 47538 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87 MB 950.77 GB

Se vocé estiver executando o descomissionamento de um site conectado e planeja usar o ILM para mover
dados de objeto do site selecionado (em vez de apenas exclui-lo), vocé deve garantir que os outros sites
tenham capacidade suficiente para acomodar os dados movidos e que haja capacidade adequada para
crescimento futuro.

Um aviso sera exibido se o Espago Usado do site que vocé deseja remover for maior que o

@ Espaco Livre Total para Outros Sites. Para garantir que haja capacidade de
armazenamento adequada disponivel apds a remocéao do site, talvez seja necessario
realizar uma expansé&o antes de executar este procedimento.

4. Selecione Avangar.

A etapa 3 (Revisar politica do ILM) é exibida.

Etapa 3: Revisar as politicas do ILM

Na Etapa 3 (Revisar politicas do ILM) do assistente de descomissionamento do site,
vocé pode determinar se o site é referenciado por alguma politica do ILM.

Antes de comecgar

Vocé tem um bom entendimento de como"gerenciar objetos com ILM" . Vocé esta familiarizado com a criagao
de pools de armazenamento e regras de ILM e com a simulagéo e ativagdo de uma politica de ILM.

Sobre esta tarefa

O StorageGRID nao pode desativar um site se qualquer regra do ILM em qualquer politica (ativa ou inativa)
fizer referéncia a esse site.

Se alguma politica do ILM fizer referéncia ao site que vocé deseja desativar, vocé devera remover essas
politicas ou edita-las para que atendam a estes requisitos:

* Proteja totalmente todos os dados do objeto.
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» Nao faca referéncia ao local que vocé esta desativando.
» Nao use pools de armazenamento que se refiram ao site ou use a opgéo Todos os sites.
* Nao use perfis de codificacado de eliminagcédo que fagcam referéncia ao site.

* Nao use a regra Fazer 2 copias do StorageGRID 11.6 ou instalagdes anteriores.

Nunca crie uma regra ILM de cépia unica para acomodar a remog¢éo de um site. Uma regra de
ILM que cria apenas uma cépia replicada para qualquer periodo de tempo coloca os dados em

@ risco de perda permanente. Se existir apenas uma copia replicada de um objeto, esse objeto
sera perdido se um n6 de armazenamento falhar ou tiver um erro significativo. Vocé também
perde temporariamente o acesso ao objeto durante procedimentos de manutengéo, como
atualizacgodes.

Se vocé estiver executando uma desativacao de site conectado, devera considerar como o
StorageGRID deve gerenciar os dados do objeto atualmente no site que vocé deseja remover.

Dependendo dos seus requisitos de protecédo de dados, novas regras podem mover dados de
objetos existentes para sites diferentes ou podem excluir quaisquer copias extras de objetos
gue nao sejam mais necessarias.

Entre em contato com o suporte técnico se precisar de assisténcia para criar uma nova politica.

Passos

1. Na Etapa 3 (Revisar politicas do ILM), determine se alguma politica do ILM se refere ao site que vocé
selecionou para descomissionar.

2. Se nenhuma politica estiver listada, selecione Avane¢ar para ir para"Etapa 4: Remover referéncias ILM" .
3. Se uma ou mais politicas ILM ativas estiverem listadas, clone cada politica existente ou crie novas
politicas que nao fagam referéncia ao site que esta sendo desativado:

a. Selecione o link para a politica na coluna Nome da politica.

A pagina de detalhes da politica do ILM aparece em uma nova guia do navegador. A pagina do Site de
Desativacao permanecera aberta na outra aba.
b. Siga estas diretrizes e instru¢des conforme necessario:
= Trabalhar com regras ILM:
= "Crie um ou mais pools de armazenamento"que nao se referem ao site.

= "Editar ou substituir regras"que se referem ao site.

@ Nao selecione a regra Fazer 2 copias porque ela usa o pool de armazenamento
Todos os nés de armazenamento, 0 que ndo & permitido.

= Trabalhar com politicas de ILM:
= "Clonar uma politica de ILM existente"ou"criar uma nova politica de ILM" .

= Certifique-se de que a regra padrao e outras regras nao se refiram ao site.

Vocé deve confirmar se as regras do ILM estdo na ordem correta. Quando a
politica é ativada, objetos novos e existentes sao avaliados pelas regras na
ordem listada, comegando pelo topo.
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c. Ingira objetos de teste e simule a politica para garantir que as regras corretas sejam aplicadas.

Erros em uma politica de ILM podem causar perda irrecuperavel de dados. Revise e
@ simule cuidadosamente a politica antes de ativa-la para confirmar se ela funcionara
conforme o esperado.

Quando vocé ativa uma nova politica de ILM, o StorageGRID a usa para gerenciar
todos os objetos, incluindo objetos existentes e objetos recém-ingeridos. Antes de ativar

@ uma nova politica de ILM, revise quaisquer alteracées no posicionamento de objetos
replicados e codificados para eliminagdo existentes. Alterar a localizagdo de um objeto
existente pode resultar em problemas temporarios de recursos quando os novos
posicionamentos séo avaliados e implementados.

d. Ative as novas politicas e garanta que as antigas estejam inativas.
Se vocé deseja ativar varias politicas,"siga as etapas para criar tags de politica do ILM" .

Se vocé estiver executando o descomissionamento de um site conectado, o StorageGRID comegara a
remover dados de objeto do site selecionado assim que vocé ativar a nova politica de ILM. Mover ou
excluir todas as copias de objetos pode levar semanas. Embora vocé possa iniciar com segurancga a
desativacdo de um site enquanto os dados do objeto ainda estiverem no site, o procedimento de
desativagdo sera concluido mais rapidamente e com menos interrupgdes e impactos no desempenho se
vocé permitir que os dados sejam movidos do site antes de iniciar o procedimento de desativagéo real
(selecionando Iniciar desativagao na Etapa 5 do assistente).

4. Para cada politica inativa, edite-a ou remova-a selecionando primeiro o link para cada politica, conforme
descrito nas etapas anteriores.
o "Editar a politica"portanto nao se refere ao local a ser desativado.

o "Remover uma politica" .

5. Quando vocé terminar de fazer alteragdes nas regras e politicas do ILM, ndo devera haver mais politicas

listadas na Etapa 3 (Revisar politicas do ILM). Selecione Avangar.

A etapa 4 (Remover referéncias ILM) é exibida.

Etapa 4: Remover referéncias ILM

Na Etapa 4 (Remover referéncias de ILM) do assistente de descomissionamento do site,
vocé deve excluir ou editar quaisquer regras de ILM nao utilizadas que fagcam referéncia

ao site, mesmo que as regras nao sejam usadas em nenhuma politica de ILM.

Passos
1. Determine se alguma regra ILM nao utilizada se refere ao site.

Se alguma regra do ILM for listada, ela ainda se refere ao site, mas ndo é usada em nenhuma politica.

Quando o StorageGRID desativa o site, ele desativa automaticamente todos os perfis de
codificagao de eliminacdo nao utilizados que fazem referéncia ao site e exclui

@ automaticamente todos os pools de armazenamento nao utilizados que fazem referéncia ao
site. O pool de armazenamento All Storage Nodes (StorageGRID 11.6 e anteriores) foi
removido porque usa o site All Sites.
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2. Edite ou exclua cada regra nao utilizada:

o Para editar uma regra, acesse a pagina de regras do ILM e atualize todos os posicionamentos que
usam um perfil de codificagdo de eliminagéo ou pool de armazenamento que se refere ao site. Em
seguida, retorne para a Etapa 4 (Remover referéncias ILM).

> Para excluir uma regra, selecione o icone da lixeira ffj e selecione OK.
@ Vocé deve excluir a regra Fazer 2 cépias antes de poder desativar um site.

3. Confirme se nenhuma regra ILM néo utilizada faz referéncia ao site e se o botdo Avancar esta habilitado.

4. Selecione Avangar.

Todos os pools de armazenamento restantes e perfis de codificagdo de eliminagédo que se
referem ao site se tornaréo invalidos quando o site for removido. Quando o StorageGRID
@ desativa o site, ele desativa automaticamente todos os perfis de codificacdo de eliminagao
nao utilizados que fazem referéncia ao site e exclui automaticamente todos os pools de
armazenamento ndo utilizados que fazem referéncia ao site. O pool de armazenamento All
Storage Nodes (StorageGRID 11.6 e anteriores) foi removido porque usa o site All Sites.

A etapa 5 (Resolver conflitos de nés) é exibida.

Etapa 5: resolver conflitos de nés (e iniciar a desativagao)

Na Etapa 5 (Resolver conflitos de nds) do assistente de descomissionamento do site,
vocé pode determinar se algum nd no seu sistema StorageGRID esta desconectado ou
se algum no6 no site selecionado pertence a um grupo de alta disponibilidade (HA).
Depois que quaisquer conflitos de nds forem resolvidos, vocé inicia o procedimento de
descomissionamento nesta pagina.

Antes de comecgar

Vocé deve garantir que todos os nds no seu sistema StorageGRID estejam no estado correto, da seguinte
forma:

Todos os nés no seu sistema StorageGRID devem estar conectados (0 )-

Se vocé estiver executando uma desativagao de site desconectado, todos os ndés no site
@ que vocé esta removendo devem ser desconectados, e todos os ndés em todos os outros
sites devem ser conectados.

@ A desativagao nao sera iniciada se um ou mais volumes estiverem offline (desmontados) ou
se estiverem online (montados), mas em estado de erro.

@ Se um ou mais volumes ficarem offline enquanto uma desativagéo estiver em andamento, o
processo de desativagao sera concluido depois que esses volumes voltarem a ficar online.

* Nenhum no no site que vocé esta removendo pode ter uma interface que pertenca a um grupo de alta
disponibilidade (HA).

Sobre esta tarefa
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Se algum no estiver listado para a Etapa 5 (Resolver conflitos de nos), vocé devera corrigir o problema antes
de iniciar a desativacéo.

Antes de iniciar o procedimento de desativagao do site nesta pagina, revise as seguintes consideragdes:

» Vocé deve reservar tempo suficiente para que o procedimento de descomissionamento seja concluido.

Mover ou excluir dados de objetos de um site pode levar dias, semanas ou até meses,
dependendo da quantidade de dados no site, da carga no sistema, das laténcias da rede e
da natureza das alteracdes necessarias no ILM.

* Enquanto o procedimento de descomissionamento do site estiver em andamento:

> Vocé nao pode criar regras de ILM que fagam referéncia ao site que esta sendo desativado. Vocé
também nao pode editar uma regra ILM existente para fazer referéncia ao site.

> Vocé néo pode executar outros procedimentos de manutengéo, como expansao ou atualizagao.

Se precisar executar outro procedimento de manutencao durante a desativacdo de um

@ site conectado, vocé podera pausar o procedimento enquanto os nds de
armazenamento estiverem sendo removidos. O botdo Pausar é ativado durante o
estagio "Desativagédo de dados replicados e codificados para eliminagao”.

o Se precisar recuperar qualquer n6 apds iniciar o procedimento de desativacao do site, entre em
contato com o suporte.

Passos
1. Revise a se¢ao de nos desconectados da Etapa 5 (Resolver conflitos de nés) para determinar se algum

né no seu sistema StorageGRID tem um Estado de conex@o Desconhecido (@ ) ou administrativamente

inativo (@ )-
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid Fs

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site Type
i
DC1-83-99-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belangs to an HA group v
Passphrase

Provisioning Passphrase @

2. Se algum no estiver desconectado, coloque-o novamente online.
Veja 0"Procedimentos de n¢" . Entre em contato com o suporte técnico se precisar de assisténcia.

3. Quando todos os nés desconectados estiverem online novamente, revise a segéo Grupos de HA da Etapa
5 (Resolver conflitos de nds).

Esta tabela lista todos 0s nds no site selecionado que pertencem a um grupo de alta disponibilidade (HA).
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Decommission Site

O—0 0 O -

Select Site Vigw Details Revise ILM Remcwe ILM Resolve Monitor

Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4. Se algum no estiver listado, faga um dos seguintes:

o Edite cada grupo HA afetado para remover a interface do no.

o Remover um grupo HA que inclui apenas nos deste site. Veja as instrugdes para administrar o
StorageGRID.

Se todos 0s nds estiverem conectados e nenhum né no site selecionado for usado em um grupo de HA, o
campo Senha de provisionamento sera habilitado.

5. Digite a senha de provisionamento.

O botao Iniciar descomissionamento fica habilitado.
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. Se vocé estiver pronto para iniciar o procedimento de desativagao do site, selecione Iniciar desativagao.

Um aviso lista o site e os nds que serao removidos. Lembre-se de que pode levar dias, semanas ou até
meses para remover completamente o site.

7. Revise o0 aviso. Se estiver pronto para comecar, selecione OK.

Uma mensagem aparece quando a nova configuragéo de grade é gerada. Esse processo pode levar
algum tempo, dependendo do tipo e do numero de nés de rede desativados.

Passphrase

Provisioning Passphrase @ | sseeeee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned grid nodes.

Previous e

Quando a nova configuragao de grade for gerada, a Etapa 6 (Monitorar Desativagéo) sera exibida.

@ O botéao Anterior permanece desabilitado até que a desativagéo seja concluida.
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Etapa 6: Monitorar o descomissionamento

Na Etapa 6 (Monitorar descomissionamento) do assistente da pagina Descomissionar
site, vocé pode monitorar o progresso conforme o site € removido.

Sobre esta tarefa
Quando o StorageGRID remove um site conectado, ele remove os nés nesta ordem:

1. Nos de gateway
2. No6s de administracao

3. Nos de armazenamento
Quando o StorageGRID remove um site desconectado, ele remove os nds nesta ordem:

1. No6s de gateway
2. No6s de armazenamento

3. Nos de administragao

Cada no de gateway ou n6 de administragdo pode levar apenas alguns minutos ou uma hora para ser
removido; no entanto, os nés de armazenamento podem levar dias ou semanas.

Passos
1. Assim que um novo Pacote de Recuperagéo for gerado, baixe o arquivo.

Decommission Site

[ o ] ' g A B
R & L Sy L.

Seleét- Site View I-Zl-etaiis Revis:a ILM F-’.enm:;v.e ILM Reselv_e Node Monitor
Palicy References Conflicts Decommission

€ A new Recovery Package has been generated as a result of the configuration change. Go fo the Recovery Package page to
download iL

@ Baixe o Pacote de Recuperagéo o mais rapido possivel para garantir que vocé possa
recuperar sua rede se algo der errado durante o procedimento de desativagao.

a. Selecione o link na mensagem ou selecione MANUTENGAO > Sistema > Pacote de recuperagio.

b. Baixe o . zip arquivo.

Veja as instrugdes para"baixando o pacote de recuperagao” .

@ O arquivo do pacote de recuperagao deve ser protegido porque contém chaves de
criptografia e senhas que podem ser usadas para obter dados do sistema StorageGRID .

2. Usando o grafico de movimentagao de dados, monitore a movimentacao de dados de objetos deste site
para outros sites.
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A movimentagao de dados comegou quando vocé ativou a nova politica de ILM na Etapa 3 (Revisar
politica de ILM). A movimentagédo de dados ocorrera durante todo o procedimento de desativagao.

Decommission Site Progress

Decommission Nodes in Site

g,
in Progress = &

Data Movement from Raleigh

(=8

1 hour 1 day 1 wesk 1 month Custom

Storage Used - ObjectData @
100.00%

17:40 17:

|
i
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3. Na sec¢ao Progresso do n6 da pagina, monitore o progresso do procedimento de desativacdo a medida
que os nés sao removidos.

Quando um né de armazenamento é removido, cada n6 passa por uma série de estagios. Embora a
maioria dessas etapas ocorra de forma rapida ou até mesmo imperceptivel, pode ser necessario esperar
dias ou até semanas para que outras etapas sejam concluidas, dependendo da quantidade de dados que

precisa ser movida. E necessario tempo adicional para gerenciar dados codificados para eliminacgéo e
reavaliar o ILM.



Node Progress

€ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate [LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Searct Q
Name ¥ Type 1T Progress 11 Stage 11
RAL-S1-101-196 St Moie }‘ gizzr;lnr[}n;a;ianing Replicated and Erasure
RAL-82-101-197 Sinrage Node 1 g\z;z::r[}nizioning Replicated and Erasure
RAL-G3.101.198 Sibraga fiode i giii?r[}n;izinning Replicated and Erasure

Se vocé estiver monitorando o progresso da desativagéo de um site conectado, consulte esta tabela para
entender os estagios de desativacédo de um n6é de armazenamento:

Estagio

Pendente

Espere pelas fechaduras

Preparar tarefa

Marcacéao LDR Desativada

Desativagao de dados replicados
e codificados para eliminacao

Estado definido do LDR

Filas de auditoria de descarga

Completo

Duracgao estimada

Minuto ou menos
Minutos
Minuto ou menos
Minutos

Horas, dias ou semanas com base na quantidade de dados

Observacgao: se vocé precisar executar outras atividades de
manutencao, podera pausar a desativacao do site durante esta
etapa.

Minutos

Minutos a horas, com base no nimero de mensagens e na laténcia
da rede.

Minutos

Se vocé estiver monitorando o progresso da desativagéo de um site desconectado, consulte esta tabela
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para entender os estagios de desativagdo de um né de armazenamento:

Estagio Duracgao estimada
Pendente Minuto ou menos
Espere pelas fechaduras Minutos
Preparar tarefa Minuto ou menos
Desativar servigos externos Minutos
Revogacao de Certificado Minutos
Cancelar registro do n6 Minutos
Cancelar registro de nivel de armazenamento Minutos
Remocao do Grupo de Armazenamento Minutos
Remocéo de Entidade Minutos
Completo Minutos

4. Depois que todos os nés atingirem o estagio Concluido, aguarde a conclusdo das operagdes restantes de
desativacao do site.

o Durante a etapa Reparar Cassandra, o StorageGRID faz todos os reparos necessarios nos clusters
Cassandra que permanecem na sua grade. Esses reparos podem levar varios dias ou mais,
dependendo de quantos nds de armazenamento restam na sua grade.

Decommission Site Progress
Decommission Nodes in Site Completed
Repair Cassandra In Progress '25

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

o Durante a etapa Desativar perfis de EC e excluir pools de armazenamento, as seguintes
alteracdes no ILM séo feitas:
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= Todos os perfis de codificacdo de eliminagao que se referiam ao site sdo desativados.

= Todos os pools de armazenamento que fazem referéncia ao site sdo excluidos.

@ O pool de armazenamento All Storage Nodes (StorageGRID 11.6 e anteriores)
também foi removido porque usa o site All Sites.

o Por fim, durante a etapa Remover configuragao, quaisquer referéncias restantes ao site e seus noés
sdo removidas do restante da grade.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Preofiles & Delete Storage Pools Completed
Remaove Configurations In Progress :,:“:

StorageGRID is remaoving the site and node configurations from the rest of the grid

5. Quando o procedimento de desativagao for concluido, a pagina Site de desativagdo mostrara uma
mensagem de sucesso, e o site removido n&o sera mais exibido.

Decommission Site

o 2 3 4 5 6

Select Site View Details Revise [LM Remove [LM Resolve Node Monitor
Palicy References Conflicts Decommission

The previous decommission procedure completed successiully at- 2021-01-12 1428:32 MST

Vhen you decommission a site, all nodes af the site and the site itself are parmanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Sunnyvale 4.79 MB
Vancouver 490 MB Mo. This site contains the primary Admin Mode.

Depois que vocé terminar
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Conclua estas tarefas depois de concluir o procedimento de desativagao do site:

« Certifique-se de que as unidades de todos os nds de armazenamento no local desativado sejam limpas.
Use uma ferramenta ou servico de limpeza de dados disponivel comercialmente para remover dados das
unidades de forma permanente e segura.

» Se o site incluir um ou mais nés de administragéo e o logon unico (SSO) estiver habilitado para seu
sistema StorageGRID , remova todos os trusts de terceiros confiaveis do site dos Servigos de Federagao
do Active Directory (AD FS).

* Depois que os nos forem desligados automaticamente como parte do procedimento de desativagéo do site
conectado, remova as maquinas virtuais associadas.
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