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Formato de arquivo de log de auditoria

Formato de arquivo de log de auditoria

Os arquivos de log de auditoria sdo encontrados em cada n6é administrativo e contém
uma cole¢do de mensagens de auditoria individuais.

Cada mensagem de auditoria contém o seguinte:

* O Tempo Universal Coordenado (UTC) do evento que disparou a mensagem de auditoria (ATIM) no
formato 1ISO 8601, seguido por um espaco:

YYYY-MM-DDTHH:MM:SS.UUUUUU, onde UUUUUU sdo microssegundos.
* A prépria mensagem de auditoria, entre colchetes e comegando com AUDT .
O exemplo a seguir mostra trés mensagens de auditoria em um arquivo de log de auditoria (quebras de linha

adicionadas para facilitar a leitura). Essas mensagens foram geradas quando um locatario criou um bucket S3
e adicionou dois objetos a esse bucket.



2019-08-07T18:43:30.247711

[AUDT: [RSLT (FC32) : SUCS] [CNID(UI64) :1565149504991681] [TIME (UI64) :73520] [SAT
P(IPAD) :"10.224.2.255"] [S3AI (CSTR) :"17530064241597054718"]

[SACC (CSTR) : "s3tenant"] [S3AK(CSTR) : "SGKH9100SCKNB8M3MTWNt —
PhoTDwB9JOk7PtyLkQmA=="] [SUSR (CSTR) : "urn:sgws:identity::175300642415970547
18:root"]

[SBATI (CSTR) :"17530064241597054718"] [SBAC (CSTR) :"s3tenant"] [S3BK (CSTR) : "buc
ketl"] [AVER (UI32) :10] [ATIM(UI64) :1565203410247711]

[ATYP (FC32) : SPUT] [ANID(UI32) :12454421] [AMID(FC32) : S3RQ] [ATID(UI64) : 7074142
1424726110857 ]

2019-08-07T18:43:30.783597

[AUDT: [RSLT (FC32) : SUCS] [CNID(UI64) :1565149504991696] [TIME (UI64) :120713] [SA
IP(IPAD) :"10.224.2.255"] [S3AI (CSTR) :"17530064241597054718"]

[SACC (CSTR) : "s3tenant"] [S3AK(CSTR) : "SGKH9100SCkKkNB8M3MTWNt —
PhoTDwB9JOk7PtyLkQmA=="1] [SUSR (CSTR) : "urn:sgws:identity::175300642415970547
18:root"]

[SBATI (CSTR) :"17530064241597054718"] [SBAC (CSTR) :"s3tenant"] [S3BK (CSTR) : "buc
ketl"] [S3KY (CSTR) :"fh-small-0"]

[CBID(UI64) :0x779557A069B2C037] [UUID(CSTR) :"94BA6949-38E1-4B0C-BC80-
EB44FBAFCCT7F"] [CSIZ(UI64) :1024] [AVER(UI32) :10]

[ATIM(UIG64) :1565203410783597] [ATYP (FC32) :SPUT] [ANID(UI32) :12454421] [AMID (F
C32) : S3RQ] [ATID(UIb4) :84396067221084560221]]

2019-08-07T18:43:30.784558

[AUDT: [RSLT (FC32) : SUCS] [CNID(UI64) :1565149504991693] [TIME (UI64) :121666] [SA
IP(IPAD) :"10.224.2.255"] [S3AI (CSTR) :"17530064241597054718"]

[SACC (CSTR) :"s3tenant"] [S3AK (CSTR) : "SGKH9100SCkNB8M3MTWNt -
PhoTDwB9JOk7PtyLkQmA=="] [SUSR (CSTR) :"urn:sgws:identity::175300642415970547
18:root"]

[SBAI (CSTR) :"17530064241597054718"] [SBAC (CSTR) :"s3tenant"] [S3BK(CSTR) : "buc
ket1"] [S3KY (CSTR) : "fh-small-2000"]

[CBID(UI64) :0x180CBD8E678EED17] [UUID(CSTR) :"19CE06D0-D2CF-4B03-9C38~-
E578D66F7ADD"] [CSIZ (UI64) :1024] [AVER(UI32) :10]

[ATIM(UIG64) :1565203410784558] [ATYP (FC32) : SPUT] [ANID(UI32) :12454421] [AMID (F
C32) : S3RQ] [ATID(UI64) :13489590586043706682]]

No formato padréo, as mensagens de auditoria nos arquivos de log de auditoria ndo séo faceis de ler ou
interpretar. Vocé pode usar o"ferramenta audit-explain” para obter resumos simplificados das mensagens de
auditoria no log de auditoria. Vocé pode usar o"ferramenta de soma de auditoria" para resumir quantas
operagdes de gravacao, leitura e exclusdo foram registradas e quanto tempo essas operagdes levaram.

Use a ferramenta audit-explain

Vocé pode usar 0 audit-explain ferramenta para traduzir as mensagens de auditoria


using-audit-explain-tool.html
using-audit-sum-tool.html

no log de auditoria para um formato facil de ler.

Antes de comecgar

* Vocé tem"permissbes de acesso especificas" .

* Vocé deve ter o Passwords. txt arquivo.

* Vocé deve saber o endereco IP do n6 de administragcdo primario.

Sobre esta tarefa

O audit-explain A ferramenta, disponivel no né de administracao principal, fornece resumos simplificados

das mensagens de auditoria em um log de auditoria.

®

O audit-explain A ferramenta destina-se principalmente ao uso pelo suporte técnico
durante operagdes de solugéo de problemas. Processamento audit-explain consultas
podem consumir uma grande quantidade de energia da CPU, o que pode afetar as operagoes
do StorageGRID .

Este exemplo mostra a saida tipica do audit-explain ferramenta. Esses quatro"CUSPIR" mensagens de

auditoria foram geradas quando o locatario do S3 com ID de conta 92484777680322627870 usou solicitagbes

S3 PUT para criar um bucket chamado "bucket1" e adicionar trés objetos a esse bucket.

SPUT
SPUT

cbid:

SPUT

cbid:

SPUT
cbid

S3 PUT bucket bucketl account:92484777680322627870 usec:124673
S3 PUT object bucketl/partl.txt tenant:92484777680322627870
9DCB157394F99FES usec:101485

S3 PUT object bucketl/part2.txt tenant:92484777680322627870
3CFBBO7AB3D32CAS usec:102804

S3 PUT object bucketl/part3.txt tenant:92484777680322627870

:5373D73831ECC743 usec:93874

O audit-explain ferramenta pode fazer o seguinte:

* Processe logs de auditoria simples ou compactados. Por exemplo:

audit-explain audit.log

audit-explain 2019-08-12.txt.gz

* Processe varios arquivos simultaneamente. Por exemplo:

audit-explain audit.log 2019-08-12.txt.gz 2019-08-13.txt.gz

audit-explain /var/local/log/*

* Aceitar entrada de um pipe, o que permite filtrar e pré-processar a entrada usando o grep comando ou
outros meios. Por exemplo:

grep SPUT audit.log | audit-explain

grep bucket-name audit.log | audit-explain


../admin/admin-group-permissions.html
sput-s3-put.html

Como os logs de auditoria podem ser muito grandes e lentos para analisar, vocé pode economizar tempo
filtrando as partes que deseja examinar e executando audit-explain nas partes, em vez do arquivo inteiro.

O audit-explain a ferramenta ndo aceita arquivos compactados como entrada canalizada.
Para processar arquivos compactados, fornega seus nomes de arquivo como argumentos de

@ linha de comando ou use o zcat ferramenta para descompactar os arquivos primeiro. Por
exemplo:
zcat audit.log.gz | audit-explain

Use o help (-h) opgdo para ver as opgdes disponiveis. Por exemplo:
$ audit-explain -h
Passos
1. Efetue login no n6 de administragao principal:
a. Digite o seguinte comando: ssh admin@primary Admin Node IP
b. Digite a senha listada no Passwords . txt arquivo.
C. Digite o seguinte comando para alternar para root: su -

d. Digite a senha listada no Passwords. txt arquivo.
Quando vocé esta logado como root, o prompt muda de $ para # .

2. Digite o seguinte comando, onde /var/local/log/audit.log representa o nome e o local do arquivo
ou arquivos que vocé deseja analisar:

$ audit-explain /var/local/log/audit.log

O audit-explain A ferramenta imprime interpretacdes legiveis por humanos de todas as mensagens
no arquivo ou arquivos especificados.

Para reduzir o comprimento das linhas e facilitar a leitura, os registros de data e hora ndo
@ sdo exibidos por padrédo. Se vocé quiser ver os carimbos de data/hora, use o carimbo de
data/hora(-t ) opgao.

Use a ferramenta audit-sum

Vocé pode usar o audit-sum ferramenta para contar as mensagens de auditoria de
gravacao, leitura, cabecalho e exclusao e para ver o tempo minimo, maximo e médio (ou
tamanho) para cada tipo de operacéo.

Antes de comegar
* Vocé tem"permissdes de acesso especificas" .

* Vocé deve ter o Passwords. txt arquivo.

* Vocé deve saber o endereco IP do né de administragcao primario.

Sobre esta tarefa


../admin/admin-group-permissions.html

O audit-sum A ferramenta, disponivel no n6é de administragao principal, resume quantas operagdes de
gravagao, leitura e exclusao foram registradas e quanto tempo essas operagdes levaram.

O audit-sumA ferramenta destina-se principalmente ao uso pelo suporte técnico durante
operagdes de solugao de problemas. Processamento audit-sum consultas podem consumir
uma grande quantidade de energia da CPU, o que pode afetar as operag¢des do StorageGRID .

Este exemplo mostra a saida tipica do audit-sum ferramenta. Este exemplo mostra quanto tempo
demoraram as operagdes do protocolo.

message group count min (sec) max (sec)

average (sec)

IDEL 274

SDEL 213371 0.004 20.934
0.352

SGET 201906 0.010 1740.290
1.132

SHEA 22716 0.005 2.349
0.272

SPUT 1771398 0.011 1770.563
0.487

O audit-sum A ferramenta fornece contagens e tempos para as seguintes mensagens de auditoria do S3,
Swift e ILM em um log de auditoria.

Os codigos de auditoria sao removidos do produto e da documentagéo, pois 0s recursos sao

@ descontinuados. Se vocé encontrar um codigo de auditoria que nao esteja listado aqui, verifique
as versodes anteriores deste topico para versdes mais antigas do SG. Por exemplo,
"Documentacéao da ferramenta de soma de auditoria do StorageGRID 11.8" .

Cddigo Descrigcao Consulte

IDEL Exclusao iniciada pelo ILM: registra quando o "IDEL: Exclusao iniciada pelo ILM"
ILM inicia o processo de exclusdo de um
objeto.

SDEL S3 DELETE: Registra uma transagéo bem- "SDEL: S3 EXCLUIR"
sucedida para excluir um objeto ou bucket.

SGET S3 GET: Registra uma transagéao bem- "SGET: S3 OBTER"

sucedida para recuperar um objeto ou listar os
objetos em um bucket.

KARITE S3 HEAD: Registra uma transagéo bem- "SHEA: CABECA S3"
sucedida para verificar a existéncia de um
objeto ou bucket.

CUSPIR S3 PUT: Registra uma transagao bem- "SPUT: S3 PUT"
sucedida para criar um novo objeto ou bucket.


https://docs.netapp.com/us-en/storagegrid-118/audit/using-audit-sum-tool.html
https://docs.netapp.com/pt-br/storagegrid-119/audit/idel-ilm-initiated-delete.html
https://docs.netapp.com/pt-br/storagegrid-119/audit/sdel-s3-delete.html
https://docs.netapp.com/pt-br/storagegrid-119/audit/sget-s3-get.html
https://docs.netapp.com/pt-br/storagegrid-119/audit/shea-s3-head.html
https://docs.netapp.com/pt-br/storagegrid-119/audit/sput-s3-put.html

Codigo Descrigcao Consulte

WDEL Swift DELETE: Registra uma transacéo bem- "WDEL: Swift EXCLUIR"
sucedida para excluir um objeto ou contéiner.
WGET Swift GET: Registra uma transagao bem- "WGET: GET rapido"

sucedida para recuperar um objeto ou listar os
objetos em um contéiner.

WHEA Swift HEAD: Registra uma transagao bem- "WHEA: CABECA Rapida"
sucedida para verificar a existéncia de um
objeto ou contéiner.

WPUT Swift PUT: Registra uma transagao bem- "WPUT: PUT rapido"
sucedida para criar um novo objeto ou
contéiner.

O audit-sum ferramenta pode fazer o seguinte:
* Processe logs de auditoria simples ou compactados. Por exemplo:
audit-sum audit.log
audit-sum 2019-08-12.txt.gz
* Processe varios arquivos simultaneamente. Por exemplo:
audit-sum audit.log 2019-08-12.txt.gz 2019-08-13.txt.gz
audit-sum /var/local/log/*

* Aceitar entrada de um pipe, o que permite filtrar e pré-processar a entrada usando o grep comando ou
outros meios. Por exemplo:

grep WGET audit.log | audit-sum
grep bucketl audit.log | audit-sum

grep SPUT audit.log | grep bucketl | audit-sum

Esta ferramenta ndo aceita arquivos compactados como entrada canalizada. Para processar
arquivos compactados, fornega seus nomes de arquivo como argumentos de linha de comando
ou use o zcat ferramenta para descompactar os arquivos primeiro. Por exemplo:

®

audit-sum audit.log.gz

zcat audit.log.gz | audit-sum

Vocé pode usar opgdes de linha de comando para resumir operagcdes em buckets separadamente de
operagdes em objetos ou para agrupar resumos de mensagens por nome de bucket, por periodo de tempo ou
por tipo de destino. Por padrao, os resumos mostram o tempo minimo, maximo e médio de operagéo, mas
vocé pode usar o size (-s) opgao para olhar o tamanho do objeto.


https://docs.netapp.com/pt-br/storagegrid-119/audit/wdel-swift-delete.html
https://docs.netapp.com/pt-br/storagegrid-119/audit/wget-swift-get.html
https://docs.netapp.com/pt-br/storagegrid-119/audit/whea-swift-head.html
https://docs.netapp.com/pt-br/storagegrid-119/audit/wput-swift-put.html

Use o help (-h) opcgao para ver as opgdes disponiveis. Por exemplo:
$ audit-sum -h
Passos
1. Efetue login no n6 de administragao principal:
a. Digite o seguinte comando: ssh admin@primary Admin Node IP
b. Digite a senha listada no Passwords . txt arquivo.
C. Digite o seguinte comando para alternar para root: su -

d. Digite a senha listada no Passwords. txt arquivo.
Quando vocé esta logado como root, o prompt muda de $ para # .

2. Se vocé quiser analisar todas as mensagens relacionadas as operagdes de gravacgao, leitura, cabecalho e
exclusédo, siga estas etapas:

a. Digite o seguinte comando, onde /var/local/log/audit.log representa o nome e o local do
arquivo ou arquivos que vocé deseja analisar:

$ audit-sum /var/local/log/audit.log

Este exemplo mostra a saida tipica do audit-sum ferramenta. Este exemplo mostra quanto tempo
demoraram as operagdes do protocolo.

message group count min (sec) max (sec)

average (sec)

IDEL 274

SDEL 213371 0.004 20.934
0.352

SGET 201906 0.010 1740.290
1.132

SHEA 22716 0.005 2.349
0.272

SPUT 1771398 0.011 1770.563
0.487

Neste exemplo, as operagbes SGET (S3 GET) sdo as mais lentas, em média, com 1,13 segundos,
mas as operagoes SGET e SPUT (S3 PUT) mostram tempos longos de pior caso, de cerca de 1.770
segundos.

b. Para mostrar as 10 operagdes de recuperagcdo mais lentas, use o comando grep para selecionar
apenas mensagens SGET e adicione a opgéo de saida longa(-1 ) para incluir caminhos de objetos:

grep SGET audit.log | audit-sum -1

Os resultados incluem o tipo (objeto ou bucket) e o caminho, o que permite que vocé pesquise no log



de auditoria outras mensagens relacionadas a esses objetos especificos.

Total: 201906 operations
Slowest: 1740.290 sec
Average: 1.132 sec
Fastest: 0.010 sec
Slowest operations:
time (usec) source ip type size (B) path
1740289662 10.96.101.125 object 5663711385
backup/r9010aQ8JB-1566861764-4519.1is0
1624414429 10.96.101.125 object 5375001556
backup/r9010aQ8JB-1566861764-6618.1is0o
1533143793 10.96.101.125 object 5183661466
backup/r9010aQ8JB-1566861764-4518.1is0
70839 10.96.101.125 object 28338
bucket3/dat.1566861764-6619
68487 10.96.101.125 object 27890
bucket3/dat.1566861764-6615
67798 10.96.101.125 object 27671
bucket5/dat.1566861764-6617
67027 10.96.101.125 object 27230
bucket5/dat.1566861764-4517
60922 10.96.101.125 object 26118
bucket3/dat.1566861764-4520
35588 10.96.101.125 object 11311
bucket3/dat.1566861764-6616
23897 10.96.101.125 object 10692

bucket3/dat.1566861764-4516

+ A partir deste exemplo de saida, vocé pode ver que as trés solicitacbes GET do S3 mais lentas foram
para objetos com cerca de 5 GB de tamanho, o que € muito maior do que os outros objetos. O tamanho
grande é responsavel pelos tempos de recuperagdo lentos no pior caso.

. Se vocé quiser determinar quais tamanhos de objetos estdo sendo ingeridos e recuperados de sua grade,
use a opgao de tamanho(-s ):

audit-sum -s audit.log



message group count min (MB) max (MB)
average (MB)

IDEL 274 0.004 5000.000
1654.502

SDEL 213371 0.000 10.504
1.695

SGET 201906 0.000 5000.000
14.920

SHEA 22716 0.001 10.504
2.967

SPUT 1771398 0.000 5000.000
2.495

Neste exemplo, o tamanho médio do objeto para SPUT & inferior a 2,5 MB, mas o tamanho médio para
SGET é muito maior. O niumero de mensagens SPUT é muito maior que o numero de mensagens SGET,
indicando que a maioria dos objetos nunca é recuperada.

4. Se vocé quiser determinar se as recuperagoes foram lentas ontem:

a. Emita o comando no log de auditoria apropriado e use a opgao group-by-time(-gt ), seguido pelo
periodo de tempo (por exemplo, 15M, 1H, 10S):

grep SGET audit.log | audit-sum -gt 1H



message group count min (sec) max (sec)

average (sec)

2019-09-05T00 7591 0.010 1481.867
1.254

2019-09-05T01 4173 0.011 1740.290
1.115

2019-09-05T02 20142 0.011 1274.961
1.562

2019-09-05T03 57591 0.010 1383.867
1.254

2019-09-05T04 124171 0.013 1740.290
1.405

2019-09-05T05 420182 0.021 1274.511
1.562

2019-09-05T06 1220371 0.015 6274.961
5.562

2019-09-05T07 527142 0.011 1974.228
2.002

2019-09-05T08 384173 0.012 1740.290
1.105

2019-09-05T09 27591 0.010 1481.867
1.354

Esses resultados mostram que o trafego S3 GET atingiu o pico entre 06:00 e 07:00. Os tempos
maximo e médio também sao consideravelmente maiores nesses momentos e ndo aumentam
gradualmente conforme a contagem aumenta. Isso sugere que a capacidade foi excedida em algum
lugar, talvez na rede ou na capacidade da grade de processar solicitagoes.

. Para determinar o tamanho dos objetos que foram recuperados a cada hora ontem, adicione a opgéo
de tamanho(-s ) ao comando:

grep SGET audit.log | audit-sum -gt 1H -s



message group count min (B) max (B)
average (B)

2019-09-05T00 7591 0.040 1481.867
1.976

2019-09-05T01 4173 0.043 1740.290
2.062

2019-09-05T02 20142 0.083 1274.961
2.303

2019-09-05T03 57591 0.912 1383.867
1.182

2019-09-05T04 124171 0.730 1740.290
1.528

2019-09-05T05 420182 0.875 4274.511
2.398

2019-09-05T06 1220371 0.691 5663711385.961
51.328

2019-09-05T07 527142 0.130 1974.228
2.147

2019-09-05T08 384173 0.625 1740.290
1.878

2019-09-05T09 27591 0.689 1481.867
1.354

Esses resultados indicam que algumas recuperagdes muito grandes ocorreram quando o trafego geral
de recuperacgdo estava no maximo.

c. Para ver mais detalhes, use o"ferramenta audit-explain" para revisar todas as opera¢des do SGET
durante aquela hora:

grep 2019-09-05T06 audit.log | grep SGET | audit-explain | less

Se a saida do comando grep for esperada em muitas linhas, adicione o 1ess comando para mostrar o
conteudo do arquivo de log de auditoria uma pagina (uma tela) por vez.

5. Se vocé quiser determinar se as operagdes SPUT em buckets sdo mais lentas do que as operagdées SPUT
para objetos:

a. Comece usando o —-go opgao, que agrupa mensagens para operagdes de objeto e bucket
separadamente:

grep SPUT sample.log | audit-sum -go

11
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message group count min (sec) max (sec)
average (sec)

SPUT.bucket 1 0.125 0.125
0.125

SPUT.object 12 0.025 1.019
0.236

Os resultados mostram que as operagdes SPUT para buckets tém caracteristicas de desempenho
diferentes das operagdes SPUT para objetos.

b. Para determinar quais buckets tém as operagdes SPUT mais lentas, use o -gb opgdo, que agrupa
mensagens por bucket:

grep SPUT audit.log | audit-sum -gb

message group count min (sec) max (sec)
average (sec)

SPUT.cho-non-versioning 71943 0.046 1770.563
1.571

SPUT.cho-versioning 54277 0.047 1736.633
1.415

SPUT.cho-west-region 80615 0.040 55.557
1.329

SPUT.1dt002 1564563 0.011 51.569
0.361

C. Para determinar quais buckets tém o maior tamanho de objeto SPUT, use ambos -gb e 0 -s opgoes:

grep SPUT audit.log | audit-sum -gb -s



message group
average (B)

SPUT.cho-non-versioning

SPUT.cho-versioning

SPUT.cho-west-region

SPUT.1dt002

count

80615

1564563

2.097

2.097

0.000

800.

999,

.000

000

972
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e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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