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ILM e ciclo de vida do objeto

Como o ILM opera ao longo da vida de um objeto

Entender como o StorageGRID usa o ILM para gerenciar objetos durante cada estagio
de sua vida util pode ajudar vocé a criar uma politica mais eficaz.

* Ingestao: A ingestao comega quando um aplicativo cliente S3 estabelece uma conexao para salvar um
objeto no sistema StorageGRID e é concluida quando o StorageGRID retorna uma mensagem de
"ingestdo bem-sucedida" ao cliente. Os dados do objeto s&o protegidos durante a ingestao, aplicando
instrucdes do ILM imediatamente (posicionamento sincrono) ou criando copias provisorias e aplicando o
ILM posteriormente (confirmagao dupla), dependendo de como os requisitos do ILM foram especificados.

* Gerenciamento de cépias: Depois de criar o nimero e o tipo de copias de objetos especificados nas
instrugdes de posicionamento do ILM, o StorageGRID gerencia os locais dos objetos e os protege contra
perdas.

o Varredura e avaliagao do ILM: O StorageGRID varre continuamente a lista de objetos armazenados
na grade e verifica se as copias atuais atendem aos requisitos do ILM. Quando diferentes tipos,
numeros ou locais de copias de objetos sdo necessarios, o StorageGRID cria, exclui ou move cépias
conforme necessario.

> Verificagao em segundo plano: O StorageGRID realiza continuamente a verificagdo em segundo
plano para verificar a integridade dos dados do objeto. Se um problema for encontrado, o
StorageGRID cria automaticamente uma nova coépia do objeto ou um fragmento de objeto codificado
para eliminagéo de substituicdo em um local que atenda aos requisitos atuais do ILM. Ver "Verificar
integridade do objeto" .

* Exclusao de objeto: O gerenciamento de um objeto termina quando todas as cépias sdo removidas do
sistema StorageGRID . Os objetos podem ser removidos como resultado de uma solicitagdo de exclusao
por um cliente, ou como resultado de uma exclusao por ILM ou exclusdo causada pela expiragao do ciclo
de vida de um bucket do S3.

Objetos em um bucket que tenha o S3 Object Lock ativado ndo podem ser excluidos se
estiverem sob retengéo legal ou se uma data de retengao tiver sido especificada, mas ainda
nao tiver sido atingida.

O diagrama resume como o ILM opera durante todo o ciclo de vida de um objeto.


https://docs.netapp.com/pt-br/storagegrid-119/troubleshoot/verifying-object-integrity.html
https://docs.netapp.com/pt-br/storagegrid-119/troubleshoot/verifying-object-integrity.html
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Como os objetos sao ingeridos

Opcoes de ingestao

Ao criar uma regra de ILM, vocé especifica uma das trés opg¢des para proteger objetos
na ingestado: Confirmagao dupla, Estrita ou Balanceada.



Dependendo da sua escolha, o StorageGRID faz copias provisorias e enfileira os objetos para avaliagao
posterior do ILM, ou usa posicionamento sincrono e faz cépias imediatamente para atender aos requisitos do

ILM.
Fluxograma de op¢oes de ingestao

O fluxograma mostra o que acontece quando os objetos sao correspondidos por uma regra ILM que usa cada
uma das trés opg¢des de ingestéo.
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Comprometimento duplo

Quando vocé seleciona a opgao Dual commit, o StorageGRID imediatamente faz cépias provisérias do objeto
em dois nés de armazenamento diferentes e retorna uma mensagem de "ingestdo bem-sucedida" ao cliente.
O objeto ¢é enfileirado para avaliagdo do ILM, e cépias que atendem as instrugdes de posicionamento da regra
sao feitas posteriormente. Se a politica ILM ndo puder ser processada imediatamente apos a confirmagéao
dupla, a protegao contra perda de site podera levar algum tempo para ser alcangada.



Use a opgao Dual commit em qualquer um destes casos:

* Vocé esta usando regras de ILM multisite e a laténcia de ingestao do cliente € sua principal consideragéao.
Ao usar o Dual Commit, vocé deve garantir que sua grade possa executar o trabalho adicional de criar e
remover copias de dual-commit se elas nao satisfizerem o ILM. Especificamente:

o A carga na rede deve ser baixa o suficiente para evitar um acumulo de ILM.

o A grade deve ter recursos de hardware excedentes (IOPS, CPU, memoria, largura de banda de rede e
assim por diante).

* Vocé esta usando regras ILM multisite e a conexdo WAN entre os sites geralmente tem alta laténcia ou
largura de banda limitada. Nesse cenario, usar a opgao Dual commit pode ajudar a evitar tempos limite do
cliente. Antes de escolher a op¢cédo Dual commit, vocé deve testar o aplicativo cliente com cargas de
trabalho realistas.

Equilibrado (padrao)

Quando vocé seleciona a opgéo Balanceado, o StorageGRID também usa o posicionamento sincrono na
ingestao e faz imediatamente todas as copias especificadas nas instrugdes de posicionamento da regra. Em
contraste com a opgéo Strict, se o StorageGRID nao puder fazer todas as copias imediatamente, ele usara o
Dual commit. Se a politica de ILM usar posicionamentos em varios sites e a protecédo imediata contra perda de
site ndo puder ser alcangada, o alerta posicionamento de ILM inalcangavel sera acionado.

Use a opgao Balanceado para obter a melhor combinagao de protecéo de dados, desempenho da grade e
sucesso de ingestdo. Balanceado € a opg¢éao padrao no assistente Criar regra ILM.

Estrito

Quando vocé seleciona a opgao Estrito, o StorageGRID usa o posicionamento sincrono na ingestao e faz
imediatamente todas as cépias de objetos especificadas nas instru¢gdes de posicionamento da regra. A
ingestao falha se o StorageGRID nao puder criar todas as copias, por exemplo, porque um local de
armazenamento necessario esta temporariamente indisponivel. O cliente deve tentar a operagdo novamente.

Use a opgao Estrito se vocé tiver um requisito operacional ou regulatério para armazenar objetos
imediatamente apenas nos locais descritos na regra ILM. Por exemplo, para atender a um requisito
regulatorio, talvez seja necessario usar a opgao Estrita e um filtro avangado Restrigdo de Localizagéo para
garantir que objetos nunca sejam armazenados em determinados data centers.

Ver "Exemplo 5: regras e politica do ILM para comportamento de ingest&o estrita" .

Vantagens, desvantagens e limitagoes das op¢oes de ingestao

Entender as vantagens e desvantagens de cada uma das trés opg¢des para proteger
dados na ingestao (balanceado, estrito ou confirmagao dupla) pode ajudar vocé a decidir
qual selecionar para uma regra de ILM.

Para uma visao geral das opgdes de ingestéo, consulte"Opcoes de ingestao” .

Vantagens das opc¢des Balanceada e Estrita

Quando comparado ao Dual commit, que cria copias provisorias durante a ingestéo, as duas opgdes de
posicionamento sincrono podem fornecer as seguintes vantagens:

* Melhor seguranca de dados: os dados do objeto sdo imediatamente protegidos, conforme especificado
nas instrugdes de posicionamento da regra ILM, que podem ser configuradas para proteger contra uma


https://docs.netapp.com/pt-br/storagegrid-119/ilm/example-5-ilm-rules-and-policy-for-strict-ingest-behavior.html
data-protection-options-for-ingest.html

ampla variedade de condig¢des de falha, incluindo a falha de mais de um local de armazenamento. O
commit duplo s6 pode proteger contra a perda de uma unica copia local.

* Operacao de grade mais eficiente: Cada objeto é processado apenas uma vez, a medida que ¢é ingerido.
Como o sistema StorageGRID nao precisa rastrear ou excluir copias provisorias, ha menos carga de
processamento e menos espago no banco de dados é consumido.

+ (Balanceado) Recomendado: A opgdo Balanceada fornece eficiéncia ideal de ILM. E recomendavel usar
a opgao Balanceado, a menos que o comportamento de ingestao Estrito seja necessario ou a grade
atenda a todos os critérios para usar o Dual commit.

+ (Estrita) Certeza sobre localizag6es de objetos: A opcao Estrita garante que os objetos sejam
armazenados imediatamente de acordo com as instrugdes de posicionamento na regra ILM.

Desvantagens das op¢oes Balanceada e Estrita

Quando comparado ao Dual commit, as opgdes Balanced e Strict tém algumas desvantagens:

* Ingestoes de clientes mais longas: As laténcias de ingestao de clientes podem ser maiores. Quando
vocé usa as opgdes Balanceado ou Estrito, uma mensagem de "ingestdo bem-sucedida" n&o é retornada
ao cliente até que todos os fragmentos codificados para eliminagdo ou copias replicadas sejam criados e
armazenados. No entanto, os dados do objeto provavelmente chegarédo ao seu posicionamento final muito
mais rapido.

» (Rigoroso) Taxas mais altas de falha de ingestdao: Com a opgéo Rigoroso, a ingestao falha sempre que
o StorageGRID nao consegue fazer imediatamente todas as copias especificadas na regra ILM. Vocé
podera observar altas taxas de falha de ingestdo se um local de armazenamento necessario estiver
temporariamente offline ou se problemas de rede causarem atrasos na cépia de objetos entre sites.

* (Rigoroso) Os posicionamentos de upload multipartes do S3 podem nao ser como esperado em
algumas circunstancias: Com o Rigoroso, vocé espera que os objetos sejam posicionados conforme
descrito pela regra do ILM ou que a ingestao falhe. No entanto, com um upload multiparte do S3, o ILM é
avaliado para cada parte do objeto a medida que ele € ingerido e para o objeto como um todo quando o
upload multiparte € concluido. Nas seguintes circunstancias, isso pode resultar em posicionamentos
diferentes do esperado:

> Se o ILM for alterado enquanto um upload multiparte do S3 estiver em andamento: como cada
parte é colocada de acordo com a regra que esta ativa quando a parte é ingerida, algumas partes do
objeto podem nao atender aos requisitos atuais do ILM quando o upload multiparte for concluido.
Nesses casos, a ingestao do objeto ndo falha. Em vez disso, qualquer pega que nao seja colocada
corretamente é colocada na fila para reavaliacdo do ILM e movida para o local correto posteriormente.

> Quando as regras do ILM filtram por tamanho: Ao avaliar o ILM para uma peca, o StorageGRID
filtra pelo tamanho da peca, ndo pelo tamanho do objeto. Isso significa que partes de um objeto podem
ser armazenadas em locais que n&o atendem aos requisitos do ILM para o objeto como um todo. Por
exemplo, se uma regra especificar que todos os objetos de 10 GB ou maiores sejam armazenados no
DC1, enquanto todos os objetos menores sejam armazenados no DC2, na ingestéo, cada parte de 1
GB de um upload multiparte de 10 partes sera armazenada no DC2. Quando o ILM é avaliado para o
objeto, todas as partes do objeto sdo movidas para DC1.

(Rigoroso) A ingestao nao falha quando tags de objeto ou metadados sao atualizados e novos
posicionamentos obrigatérios nao podem ser feitos: Com o Rigoroso, vocé espera que os objetos
sejam posicionados conforme descrito pela regra ILM ou que a ingestéo falhe. No entanto, quando vocé
atualiza metadados ou tags para um objeto que ja esta armazenado na grade, o objeto n&o é reingerido.
Isso significa que quaisquer alteragdes no posicionamento do objeto acionadas pela atualizacdo nao sao
feitas imediatamente. Alteragdes de posicionamento sao feitas quando o ILM é reavaliado pelos processos
normais de ILM em segundo plano. Se as alteragdes de posicionamento necessarias néo puderem ser
feitas (por exemplo, porque um novo local necessario ndo esta disponivel), o objeto atualizado mantém
seu posicionamento atual até que as alteragdes de posicionamento sejam possiveis.



Limitagdes no posicionamento de objetos com as opgdes Balanceado e Estrito

As opc¢des Balanceado ou Estrito ndo podem ser usadas para regras ILM que tenham qualquer uma destas
instrugbes de posicionamento:

» Colocacdo em um pool de armazenamento em nuvem no dia 0.
* Posicionamentos em um pool de armazenamento em nuvem quando a regra tem um horario de criagéo

definido pelo usuario como seu horario de referéncia.

Essas restricoes existem porque o StorageGRID nao pode fazer cépias sincronizadas para um pool de
armazenamento em nuvem, e um horario de criagao definido pelo usuario pode ser resolvido para o presente.

Como as regras e a consisténcia do ILM interagem para afetar a protegao de dados

Tanto sua regra ILM quanto sua escolha de consisténcia afetam como os objetos s&o protegidos. Essas
configuragbes podem interagir.

Por exemplo, o comportamento de ingestéo selecionado para uma regra ILM afeta o posicionamento inicial de
copias de objetos, enquanto a consisténcia usada quando um objeto € armazenado afeta o posicionamento
inicial de metadados de objetos. Como o StorageGRID requer acesso aos dados e metadados de um objeto
para atender as solicitacdes do cliente, selecionar niveis correspondentes de protecéo para consisténcia e
comportamento de ingestao pode fornecer melhor protecéo inicial de dados e respostas mais previsiveis do
sistema.

Aqui esta um breve resumo dos valores de consisténcia disponiveis no StorageGRID:

* Todos: Todos 0s nés recebem metadados do objeto imediatamente ou a solicitagéo falhara.

» Strong-global: Os metadados do objeto sdo imediatamente distribuidos a todos os sites. Garante
consisténcia de leitura apds gravacgao para todas as solicitacdes de clientes em todos os sites.

» Strong-site: Os metadados do objeto sdo imediatamente distribuidos para outros nés no site. Garante
consisténcia de leitura apos gravagao para todas as solicitagdes de clientes em um site.

 Leitura ap6s nova gravagao: fornece consisténcia de leitura apds gravagao para novos objetos e
consisténcia eventual para atualizagdes de objetos. Oferece alta disponibilidade e garantias de protegéo
de dados. Recomendado para a maioria dos casos.

» Disponivel: Fornece consisténcia eventual para novos objetos e atualizagdes de objetos. Para buckets
S3, use somente quando necessario (por exemplo, para um bucket que contém valores de log que
raramente sao lidos ou para opera¢gdes HEAD ou GET em chaves que nao existem). Nao suportado para
buckets do S3 FabricPool .

@ Antes de selecionar um valor de consisténcia,"leia a descricdo completa de consisténcia" . Vocé
deve entender os beneficios e limitagdes antes de alterar o valor padrao.
Exemplo de como a consisténcia e as regras do ILM podem interagir

Suponha que vocé tenha uma grade de dois sites com a seguinte regra ILM e a seguinte consisténcia:

* Regra do ILM: Crie duas cépias de objetos, uma no site local e outra em um site remoto. Use o
comportamento de ingestao estrito.
» consisténcia: Forte-global (os metadados do objeto sdo imediatamente distribuidos para todos os sites).

Quando um cliente armazena um objeto na grade, o StorageGRID faz copias do objeto e distribui metadados
para ambos os sites antes de retornar o sucesso ao cliente.


../s3/consistency-controls.html

O objeto é totalmente protegido contra perda no momento da ingestao bem-sucedida da mensagem. Por
exemplo, se o site local for perdido logo apds a ingestéo, copias dos dados do objeto e dos metadados do
objeto ainda existirdo no site remoto. O objeto é totalmente recuperavel.

Se, em vez disso, vocé usasse a mesma regra de ILM e a consisténcia de site forte, o cliente poderia receber
uma mensagem de sucesso depois que os dados do objeto fossem replicados para o site remoto, mas antes
que os metadados do objeto fossem distribuidos la. Nesse caso, o nivel de protegdo dos metadados do objeto
nao corresponde ao nivel de protecdo dos dados do objeto. Se o site local for perdido logo apds a ingestéo, os
metadados do objeto serdo perdidos. O objeto ndo pode ser recuperado.

Ainter-relagéo entre consisténcia e regras de ILM pode ser complexa. Entre em contato com a NetApp se
precisar de assisténcia.

Informacgdes relacionadas
"Exemplo 5: regras e politica do ILM para comportamento de ingestéo estrita"

Como os objetos sao armazenados (replicacao ou
codificacao de eliminagao)

O que é replicagao?

A replicacao é um dos dois métodos usados pelo StorageGRID para armazenar dados
de objetos (a codificacdo de eliminagao € o outro método). Quando os objetos
correspondem a uma regra do ILM que usa replicagao, o sistema cria copias exatas dos
dados do objeto e armazena as copias nos nés de armazenamento.

Ao configurar uma regra do ILM para criar copias replicadas, vocé especifica quantas copias devem ser
criadas, onde elas devem ser colocadas e por quanto tempo elas devem ser armazenadas em cada local.

No exemplo a seguir, a regra ILM especifica que duas copias replicadas de cada objeto sejam colocadas em
um pool de armazenamento que contém trés noés de armazenamento.


https://docs.netapp.com/pt-br/storagegrid-119/ilm/example-5-ilm-rules-and-policy-for-strict-ingest-behavior.html

- Make 2 Copies

Storage Pool

Quando o StorageGRID corresponde objetos a essa regra, ele cria duas copias do objeto, colocando cada
copia em um n6 de armazenamento diferente no pool de armazenamento. As duas copias podem ser
colocadas em quaisquer dois dos trés nds de armazenamento disponiveis. Neste caso, a regra colocou copias
de objetos nos N6s de Armazenamento 2 e 3. Como ha duas cépias, o objeto pode ser recuperado se algum
dos nés no pool de armazenamento falhar.

O StorageGRID pode armazenar apenas uma copia replicada de um objeto em qualquer no6 de
armazenamento. Se sua grade incluir trés nés de armazenamento e vocé criar uma regra ILM

@ de 4 coépias, apenas trés copias serao feitas — uma copia para cada né de armazenamento. O
alerta ILM placement unachievable é acionado para indicar que a regra ILM nao pdde ser
aplicada completamente.

Informacgdes relacionadas
* "O que é codificagdo de apagamento”
* "O que é um pool de armazenamento"

+ "Habilitar protegéo contra perda de site usando replicagao e codificagdo de eliminagao”

Por que vocé nao deve usar replicagao de copia Unica

Ao criar uma regra de ILM para criar cépias replicadas, vocé deve sempre especificar
pelo menos duas copias para qualquer periodo de tempo nas instrucdes de
posicionamento.

Nao use uma regra de ILM que crie apenas uma copia replicada para qualquer periodo de

@ tempo. Se existir apenas uma coépia replicada de um objeto, esse objeto sera perdido se um noé
de armazenamento falhar ou tiver um erro significativo. Vocé também perde temporariamente o
acesso ao objeto durante procedimentos de manutengéo, como atualizagdes.


https://docs.netapp.com/pt-br/storagegrid-119/ilm/what-storage-pool-is.html
https://docs.netapp.com/pt-br/storagegrid-119/ilm/using-multiple-storage-pools-for-cross-site-replication.html

No exemplo a seguir, a regra Make 1 Copy ILM especifica que uma cépia replicada de um objeto seja
colocada em um pool de armazenamento que contém trés nés de armazenamento. Quando um objeto que
corresponde a essa regra é ingerido, o StorageGRID coloca uma uUnica cépia em apenas um no de
armazenamento.

— Make 1 Copy

Storage Pool

Quando uma regra de ILM cria apenas uma cépia replicada de um objeto, o objeto se torna inacessivel
quando o N6 de Armazenamento nao esta disponivel. Neste exemplo, vocé perdera temporariamente o
acesso ao objeto AAA sempre que o N6 de Armazenamento 2 estiver offline, como durante uma atualizagao
ou outro procedimento de manutengéo. Vocé perdera o objeto AAA completamente se o N6 de
Armazenamento 2 falhar.



— Make 1 Copy

Storage Pool

Para evitar a perda de dados do objeto, vocé deve sempre fazer pelo menos duas copias de todos os objetos
que deseja proteger com replicagéo. Se houver duas ou mais cépias, vocé ainda podera acessar o objeto se
um noé de armazenamento falhar ou ficar offline.
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- Make 2 Copies

Storage Pool

O que é codificagao de eliminagao?

A codificagao de eliminagao é um dos dois métodos que o StorageGRID usa para
armazenar dados de objetos (a replicagédo é o outro método). Quando objetos
correspondem a uma regra ILM que usa codificacéo de eliminagao, esses objetos sdo
divididos em fragmentos de dados, fragmentos de paridade adicionais sdo computados e
cada fragmento é armazenado em um no6 de armazenamento diferente.

Quando um objeto é acessado, ele € remontado usando os fragmentos armazenados. Se um dado ou um
fragmento de paridade for corrompido ou perdido, o algoritmo de codificagdo de eliminagéo pode recriar esse
fragmento usando um subconjunto dos dados e fragmentos de paridade restantes.

A medida que vocé cria regras de ILM, o StorageGRID cria perfis de codificagdo de eliminagéo que dao
suporte a essas regras. Vocé pode visualizar uma lista de perfis de codificagdo de eliminagao,"renomear um
perfil de codificagédo de eliminagao” , ou"desativar um perfil de codificagdo de eliminagao se ele nao estiver
sendo usado atualmente em nenhuma regra do ILM" .

O exemplo a seguir ilustra o uso de um algoritmo de codificagao de eliminagdo nos dados de um objeto. Neste
exemplo, a regra ILM usa um esquema de codificagao de eliminagdo 4+2. Cada objeto é dividido em quatro
fragmentos de dados iguais, e dois fragmentos de paridade sdo computados a partir dos dados do objeto.
Cada um dos seis fragmentos é armazenado em um né diferente em trés locais do data center para fornecer
protegéo de dados em caso de falhas de n6 ou perda de local.

11
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O esquema de codificagdo de apagamento 4+2 pode ser configurado de varias maneiras. Por exemplo, vocé
pode configurar um pool de armazenamento de site Unico que contenha seis nés de armazenamento.
Para"protecao contra perda de site" , vocé pode usar um pool de armazenamento contendo trés sites com trés
nos de armazenamento em cada site. Um objeto pode ser recuperado desde que quatro dos seis fragmentos
(dados ou paridade) permanegam disponiveis. Até dois fragmentos podem ser perdidos sem perda dos dados
do objeto. Se um local inteiro for perdido, o objeto ainda podera ser recuperado ou reparado, desde que todos
0s outros fragmentos permanegam acessiveis.

Parity |8 F’at'it\;.r

12


using-multiple-storage-pools-for-cross-site-replication.html

Se mais de dois nés de armazenamento forem perdidos, o objeto ndo podera ser recuperado.

Informagdes relacionadas

* "O que é replicagao”

* "O que é um pool de armazenamento"

* "O que sao esquemas de codificacdo de apagamento”
* "Renomear um perfil de codificacdo de eliminacao"

* "Desativar um perfil de codificacdo de eliminacao"

O que sao esquemas de codificagao de apagamento?

Os esquemas de codificagao de eliminagao controlam quantos fragmentos de dados e
quantos fragmentos de paridade sao criados para cada objeto.

Ao criar ou editar uma regra ILM, vocé seleciona um esquema de codificagdo de eliminagéo disponivel. O

StorageGRID cria automaticamente esquemas de codificagao de eliminagdo com base em quantos nos de
armazenamento e sites compdem o pool de armazenamento que vocé planeja usar.

Protecao de dados

O sistema StorageGRID usa o algoritmo de codificagao de eliminagdo Reed-Solomon. O algoritmo divide um
objeto em k fragmentos de dados e calculos m fragmentos de paridade.

O x + m = n fragmentos estado espalhados por n Nés de armazenamento para fornecer protegao de dados
da seguinte forma:

* Para recuperar ou reparar um objeto, k fragmentos sdo necessarios.

* Um objeto pode sustentar até m fragmentos perdidos ou corrompidos. Quanto maior o valor de m , maior

13


https://docs.netapp.com/pt-br/storagegrid-119/ilm/what-storage-pool-is.html
https://docs.netapp.com/pt-br/storagegrid-119/ilm/manage-erasure-coding-profiles.html#rename-an-erasure-coding-profile
https://docs.netapp.com/pt-br/storagegrid-119/ilm/manage-erasure-coding-profiles.html#deactivate-an-erasure-coding-profile

sera a tolerancia a falhas.

A melhor protecédo de dados é fornecida pelo esquema de codificagcao de eliminacdo com a maior tolerancia a
falhas de n6 ou volume dentro de um pool de armazenamento.

Despesas gerais de armazenamento

A sobrecarga de armazenamento de um esquema de codificagdo de eliminagéo € calculada dividindo o
numero de fragmentos de paridade(m ) pelo numero de fragmentos de dados(k ). Vocé pode usar a
sobrecarga de armazenamento para calcular quanto espago em disco cada objeto codificado por eliminagéo
requer:

disk space = object size + (object size * storage overhead)

Por exemplo, se vocé armazenar um objeto de 10 MB usando o esquema 4+2 (que tem 50% de sobrecarga
de armazenamento), o objeto consumira 15 MB de armazenamento em grade. Se vocé armazenar 0 mesmo
objeto de 10 MB usando o esquema 6+2 (que tem 33% de sobrecarga de armazenamento), o objeto
consumira aproximadamente 13,3 MB.

Selecione o esquema de codificagdo de apagamento com o menor valor total de k+m que atenda as suas
necessidades. Esquemas de codificagdo de apagamento com um numero menor de fragmentos sdo mais
eficientes computacionalmente porque:

* Menos fragmentos séo criados e distribuidos (ou recuperados) por objeto

* Eles apresentam melhor desempenho porque o tamanho do fragmento é maior

 Eles podem exigir que menos nds sejam adicionados em um"expansao quando mais armazenamento €
necessario"

Diretrizes para pools de armazenamento

Ao selecionar o pool de armazenamento a ser usado para uma regra que criara uma coépia codificada para
eliminacao, use as seguintes diretrizes para pools de armazenamento:

* O pool de armazenamento deve incluir trés ou mais sites, ou exatamente um site.

@ N&o é possivel usar a codificagdo de eliminagdo se o pool de armazenamento incluir dois
sites.

o Esquemas de codificagdo de apagamento para pools de armazenamento contendo trés ou mais sites
o Esquemas de codificacdo de eliminagao para pools de armazenamento de um site
* Nao use um pool de armazenamento que inclua o site Todos os Sites.

* O pool de armazenamento deve incluir pelo menos k+m +1 N&és de armazenamento que podem
armazenar dados de objetos.

Os nos de armazenamento podem ser configurados durante a instalagdo para conter
apenas metadados de objetos e ndo dados de objetos. Para obter mais informagoes,
consulte "Tipos de nés de armazenamento” .

O numero minimo de nds de armazenamento necessarios € k+m . No entanto, ter pelo menos um né de
armazenamento adicional pode ajudar a evitar falhas de ingestao ou pendéncias de ILM se um né de
armazenamento necessario estiver temporariamente indisponivel.
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Esquemas de codificagcdao de apagamento para pools de armazenamento contendo trés ou mais sites

A tabela a seguir descreve os esquemas de codificagao de eliminagao atualmente suportados pelo
StorageGRID para pools de armazenamento que incluem trés ou mais sites. Todos esses esquemas oferecem
protegéo contra perda de local. Um site pode ser perdido, e o objeto ainda estara acessivel.

Para esquemas de codificacdo de eliminagao que fornecem protecao contra perda de site, o niumero
recomendado de nds de armazenamento no pool de armazenamento excede k+m +1 porque cada site requer
um minimo de trés nés de armazenamento.

Esquema de NUmero minimo Numero Numero total Protecao contra Despesas
codificagdao de de sites recomendado recomendado perda de site? gerais de
apagamento implantados de noés de de noés de armazenamento
(k+m) armazenamento armazenamento
em cada site
4+2 3 3 9 Sim 50%
6+2 4 3 12 Sim 33%
8+2 5 3 15 Sim 25%
6+3 3 4 12 Sim 50%
9+3 4 4 16 Sim 33%
2+1 3 3 9 Sim 50%
4+1 5 3 15 Sim 25%
6+1 7 3 21 Sim 17%
7+5 3 5 15 Sim 71%

O StorageGRID requer no minimo trés nés de armazenamento por site. Para usar o esquema
7+5, cada site requer um minimo de quatro n6s de armazenamento. E recomendavel usar cinco
noés de armazenamento por site.

Ao selecionar um esquema de codificagao de eliminacado que forneca protegao ao site, equilibre a importancia
relativa dos seguintes fatores:

* Numero de fragmentos: O desempenho e a flexibilidade de expansao geralmente sao melhores quando
o numero total de fragmentos € menor.

» Tolerancia a falhas: A tolerancia a falhas € aumentada ao ter mais segmentos de paridade (ou seja,
quando m tem um valor mais alto.)

» Trafego de rede: Ao se recuperar de falhas, usar um esquema com mais fragmentos (ou seja, um total
maior para k+m ) cria mais trafego de rede.

» Sobrecarga de armazenamento: Esquemas com sobrecarga maior exigem mais espaco de
armazenamento por objeto.
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Por exemplo, ao decidir entre um esquema 4+2 e um esquema 6+3 (ambos com 50% de sobrecarga de
armazenamento), selecione o esquema 6+3 se for necessaria tolerancia a falhas adicional. Selecione o
esquema 4+2 se os recursos de rede forem limitados. Se todos os outros fatores forem iguais, selecione 4+2
porque ele tem um numero total de fragmentos menor.

@ Se néo tiver certeza de qual esquema usar, selecione 4+2 ou 6+3 ou entre em contato com o
suporte técnico.

Esquemas de codificagao de eliminagao para pools de armazenamento de um site

Um pool de armazenamento de um site suporta todos os esquemas de codificacdo de eliminagao definidos
para trés ou mais sites, desde que o site tenha ndés de armazenamento suficientes.

O numero minimo de nés de armazenamento necessarios € k+m , mas um pool de armazenamento com k+m
+1 Noés de armazenamento sdo recomendados. Por exemplo, o esquema de codificagdo de eliminagéo 2+1
requer um pool de armazenamento com no minimo trés noés de armazenamento, mas quatro nés de
armazenamento sdo recomendados.

Esquema de codificagdo Numero minimo de nés Numero recomendado Despesas gerais de

de apagamento (k+m) de armazenamento de noés de armazenamento
armazenamento
4+2 6 7 50%
6+2 8 9 33%
8+2 10 1" 25%
6+3 9 10 50%
9+3 12 13 33%
2+1 3 4 50%
4+1 5 6 25%
6+1 7 8 17%
7+5 12 13 71%

Vantagens, desvantagens e requisitos para codificagcao de apagamento

Antes de decidir se deve usar replicagédo ou codificagdo de eliminagao para proteger
dados de objetos contra perda, vocé deve entender as vantagens, desvantagens e os
requisitos da codificagao de eliminagao.
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Vantagens da codificacdao de apagamento

Quando comparado a replicagéo, a codificagao de eliminagao oferece maior confiabilidade, disponibilidade e
eficiéncia de armazenamento.

Confiabilidade: A confiabilidade € medida em termos de tolerancia a falhas, ou seja, o numero de falhas
simultaneas que podem ser sustentadas sem perda de dados. Com a replicacao, varias copias idénticas
séo armazenadas em diferentes nos e entre sites. Com a codificagéo de eliminagao, um objeto é
codificado em dados e fragmentos de paridade e distribuido entre muitos nés e sites. Essa dispersao
fornece protegéo contra falhas no local e no né. Quando comparado a replicagéo, a codificagéo de
eliminacao proporciona maior confiabilidade com custos de armazenamento comparaveis.

Disponibilidade: Disponibilidade pode ser definida como a capacidade de recuperar objetos se os Nés de
Armazenamento falharem ou se tornarem inacessiveis. Quando comparado a replicagéo, a codificagao de
eliminac&o proporciona maior disponibilidade a custos de armazenamento comparaveis.

Eficiéncia de armazenamento: Para niveis semelhantes de disponibilidade e confiabilidade, objetos
protegidos por codificagao de eliminagdo consomem menos espago em disco do que os mesmos objetos
se protegidos por replicagao. Por exemplo, um objeto de 10 MB replicado em dois sites consome 20 MB
de espaco em disco (duas copias), enquanto um objeto codificado por eliminagdo em trés sites com um
esquema de codificagdo por eliminagéo 6+3 consome apenas 15 MB de espaco em disco.

O espaco em disco para objetos codificados para eliminagao é calculado como o tamanho

@ do objeto mais a sobrecarga de armazenamento. A porcentagem de sobrecarga de
armazenamento é o numero de fragmentos de paridade dividido pelo nimero de
fragmentos de dados.

Desvantagens da codificacdo de apagamento

Quando comparado a replicagéo, a codificagao de eliminagcao tem as seguintes desvantagens:

Recomenda-se um numero maior de nds de armazenamento e sites, dependendo do esquema de
codificagao de eliminagao. Por outro lado, se vocé replicar dados de objeto, precisara apenas de um no de
armazenamento para cada cépia. Ver'Esquemas de codificagao de apagamento para pools de
armazenamento contendo trés ou mais sites" e"Esquemas de codificacdo de eliminagdo para pools de
armazenamento de um site" .

Aumento de custo e complexidade das expansdes de armazenamento. Para expandir uma implantagéo
que usa replicagao, adicione capacidade de armazenamento em cada local onde as cdpias de objetos séo
feitas. Para expandir uma implantacao que usa codificagao de eliminacao, vocé deve considerar o
esquema de codificagdo de eliminagdo em uso e o quao cheios os nés de armazenamento existentes
estdo. Por exemplo, se vocé esperar até que os noés existentes estejam 100% cheios, vocé deve adicionar
pelo menos k+m NOs de armazenamento, mas se vocé expandir quando os nos existentes estiverem 70%
cheios, vocé pode adicionar dois nos por site e ainda maximizar a capacidade de armazenamento
utilizavel. Para obter mais informacgdes, consulte "Adicionar capacidade de armazenamento para objetos
codificados por eliminagéo” .

Ha laténcias de recuperacdo maiores quando vocé usa codificagdo de eliminagéo em sites distribuidos
geograficamente. Os fragmentos de objeto de um objeto codificado por eliminagao e distribuido em sites
remotos demoram mais para serem recuperados por meio de conexdes WAN do que um objeto replicado
e disponivel localmente (0 mesmo site ao qual o cliente se conecta).

Ao usar codificagao de eliminagao em sites distribuidos geograficamente, ha maior uso de trafego de rede
WAN para recuperagoes e reparos, especialmente para objetos recuperados com frequéncia ou para
reparos de objetos em conexdes de rede WAN.

Quando vocé usa codificagdo de eliminagdo em varios sites, a taxa de transferéncia maxima de objetos
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diminui drasticamente a medida que a laténcia da rede entre os sites aumenta. Essa diminuigdo se deve a
diminuicéo correspondente na taxa de transferéncia da rede TCP, que afeta a rapidez com que o sistema
StorageGRID pode armazenar e recuperar fragmentos de objetos.

* Maior uso de recursos de computagao.

Quando usar codificagao de apagamento

A codificagdo de apagamento € mais adequada para os seguintes requisitos:

* Objetos com tamanho maior que 1 MB.

A codificagéo de eliminagdo é mais adequada para objetos maiores que 1 MB. Nao use
codificagao de eliminagao para objetos menores que 200 KB para evitar a sobrecarga de
gerenciamento de fragmentos muito pequenos codificados por eliminagao.

* Armazenamento a longo prazo ou a frio para conteudo recuperado com pouca frequéncia.
« Alta disponibilidade e confiabilidade de dados.

* Protecéo contra falhas completas de sites e nds.

« Eficiéncia de armazenamento.

* Implantagdes de site Unico que exigem protecédo de dados eficiente com apenas uma Unica copia
codificada para eliminagéo, em vez de varias copias replicadas.

* Implantagdes em varios sites onde a laténcia entre sites € inferior a 100 ms.

Como a retencao de objetos é determinada

O StorageGRID fornece opgbes para administradores de grade e usuarios individuais de
locatarios para especificar por quanto tempo os objetos serdo armazenados. Em geral,
quaisquer instrucdes de retencao fornecidas por um usuario locatario tém precedéncia
sobre as instrugdes de retencao fornecidas pelo administrador da grade.

Como os usuarios locatarios controlam a retengao de objetos

Os usuarios locatarios podem usar estes métodos para controlar por quanto tempo seus objetos sdo
armazenados no StorageGRID:

» Se a configuragao global do Bloqueio de Objeto S3 estiver habilitada para a grade, os usuarios do
locatario S3 poderao criar buckets com o Bloqueio de Objeto S3 habilitado e, em seguida, selecionar um
Periodo de retengao padrao para cada bucket.

» Se a configuracgao global de Bloqueio de Objeto do S3 estiver habilitada para a grade, os usuarios do
locatario do S3 poderéao criar buckets com o Bloqueio de Objeto do S3 habilitado e, em seguida, usar a
API REST do S3 para especificar as configuracdes de retencao até a data e retencao legal para cada
versao de objeto adicionada a esse bucket.

o Uma verséao de objeto que esta sob retencéo legal ndo pode ser excluida por nenhum método.

> Antes que a data de retencédo de uma versao do objeto seja atingida, essa versao nao pode ser
excluida por nenhum método.

> Objetos em buckets com o S3 Object Lock habilitado sao retidos pelo ILM "para sempre". No entanto,
apos atingir a data de retengao, uma versao do objeto pode ser excluida por uma solicitagéo do cliente
ou pela expiragao do ciclo de vida do bucket. Ver "Gerenciar objetos com o S3 Object Lock" .
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* Os usuarios do locatario do S3 podem adicionar uma configuragéo de ciclo de vida aos seus buckets que
especifica uma agao de expiragao. Se houver um ciclo de vida de bucket, o StorageGRID armazenara um
objeto até que a data ou o numero de dias especificado na agao Expiragdo sejam atingidos, a menos que
o cliente exclua o objeto primeiro. Ver "Criar configuracao do ciclo de vida do S3" .

* Um cliente S3 pode emitir uma solicitagao de exclusao de objeto. O StorageGRID sempre prioriza as
solicitacdes de exclusao do cliente em relacao ao ciclo de vida do bucket S3 ou ILM ao determinar se um
objeto deve ser excluido ou mantido.

Como os administradores de grade controlam a retengao de objetos
Os administradores de grade podem usar estes métodos para controlar a retengao de objetos:

* Defina um periodo maximo de retengado do bloqueio de objeto S3 para cada locatario. Em seguida, os
usuarios locatarios podem definir um periodo de retencao padréo para cada um de seus buckets. O
periodo maximo de retencédo também é aplicado a quaisquer objetos recém-ingeridos para esse bucket
(data de retengéo do objeto).

* Crie instrugdes de posicionamento do ILM para controlar por quanto tempo os objetos sdo armazenados.
Quando objetos s&o correspondidos por uma regra ILM, o StorageGRID armazena esses objetos até que
o ultimo periodo de tempo na regra ILM tenha decorrido. Os objetos sao retidos indefinidamente se "para
sempre" for especificado nas instru¢des de posicionamento.

 Independentemente de quem controla por quanto tempo os objetos séo retidos, as configuragdes do ILM
controlam quais tipos de copias de objetos (replicadas ou codificadas para eliminagao) sdo armazenadas
e onde as copias estao localizadas (n6s de armazenamento ou pools de armazenamento em nuvem).

Como o ciclo de vida do bucket S3 e o ILM interagem

Quando um ciclo de vida de bucket do S3 & configurado, as agdes de expiragéo do ciclo de vida substituem a
politica do ILM para objetos que correspondem ao filtro do ciclo de vida. Como resultado, um objeto pode ser
retido na grade mesmo depois que quaisquer instru¢cdes do ILM para posiciona-lo tenham expirado.

Exemplos de retengao de objetos

Para entender melhor as interagdes entre o bloqueio de objeto do S3, as configuragdes do ciclo de vida do
bucket, as solicitagdes de excluséo do cliente e o ILM, considere os exemplos a seguir.

Exemplo 1: o ciclo de vida do bucket S3 mantém os objetos por mais tempo que o ILM

ILM
Armazene duas copias por 1 ano (365 dias)

Ciclo de vida do bucket
Expira objetos em 2 anos (730 dias)

Resultado

O StorageGRID armazena o objeto por 730 dias. O StorageGRID usa as configuragdes do ciclo de vida do
bucket para determinar se um objeto deve ser excluido ou mantido.
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Se o ciclo de vida do bucket especificar que os objetos devem ser mantidos por mais tempo do
que o especificado pelo ILM, o StorageGRID continuara a usar as instrugoes de

@ posicionamento do ILM ao determinar o niumero e o tipo de cépias a serem armazenadas.
Neste exemplo, duas cépias do objeto continuardo armazenadas no StorageGRID dos dias 366
a 730.

Exemplo 2: o ciclo de vida do bucket S3 expira objetos antes do ILM

ILM
Armazene duas copias por 2 anos (730 dias)

Ciclo de vida do bucket
Expirar objetos em 1 ano (365 dias)

Resultado
O StorageGRID exclui ambas as copias do objeto apds o dia 365.
Exemplo 3: A exclusdo do cliente substitui o ciclo de vida do bucket e o ILM

ILM
Armazene duas copias nos nés de armazenamento "para sempre"

Ciclo de vida do bucket
Expira objetos em 2 anos (730 dias)

Solicitagao de exclusao de cliente
Emitido no dia 400

Resultado

O StorageGRID exclui ambas as copias do objeto no dia 400 em resposta a solicitagao de exclusao do
cliente.

Exemplo 4: O bloqueio de objeto S3 substitui a solicitagdao de exclusao do cliente

Bloqueio de Objeto S3
A data de retencdo para uma versao de objeto é 31/03/2026. Uma retengdo legal ndo esta em vigor.

Regra ILM compativel
Armazene duas copias nos nés de armazenamento "para sempre"

Solicitagcao de exclusao de cliente
Emitido em 31/03/2024

Resultado

O StorageGRID néo excluira a versao do objeto porque a data de retengdo ainda esta a 2 anos de
distancia.

Como os objetos sao excluidos

O StorageGRID pode excluir objetos em resposta direta a uma solicitacdo do cliente ou
automaticamente como resultado da expiracéo do ciclo de vida de um bucket do S3 ou

20



dos requisitos da politica do ILM. Entender as diferentes maneiras pelas quais objetos
podem ser excluidos e como o StorageGRID lida com solicitacbes de exclusao pode
ajudar vocé a gerenciar objetos de forma mais eficaz.

O StorageGRID pode usar um dos dois métodos para excluir objetos:

* Excluséo sincrona: quando o StorageGRID recebe uma solicitagdo de exclusdo do cliente, todas as copias
do objeto sdo removidas imediatamente. O cliente é informado de que a exclusao foi bem-sucedida apds
as copias serem removidas.

* Os objetos sao enfileirados para exclusdo: quando o StorageGRID recebe uma solicitagao de exclusao, o
objeto é enfileirado para exclusdo e o cliente € informado imediatamente que a exclusao foi bem-sucedida.
Copias de objetos sao removidas posteriormente pelo processamento ILM em segundo plano.

Ao excluir objetos, o StorageGRID usa o método que otimiza o desempenho da exclusdo, minimiza possiveis
atrasos de excluséao e libera espago mais rapidamente.

A tabela resume quando o StorageGRID usa cada método.

Método de execugdao da Quando usado
exclusdo

Os objetos séo colocados Quando qualquer das seguintes condigbdes for verdadeira:
na fila para exclusao
» A exclusdo automatica de objetos foi acionada por um dos seguintes eventos:

o A data de expiragdo ou o numero de dias na configuragao do ciclo de
vida de um bucket do S3 foi atingido.

> O ultimo periodo de tempo especificado em uma regra ILM expirou.

Observacgao: Objetos em um bucket que tenha o Bloqueio de Objeto S3
habilitado ndo podem ser excluidos se estiverem sob retencgao legal ou se
uma data de retencéo tiver sido especificada, mas ainda nao tiver sido
atingida.

* Um cliente S3 solicita exclusdo e uma ou mais destas condi¢des séo
verdadeiras:

> As copias ndo podem ser excluidas em 30 segundos porque, por
exemplo, a localizagdo de um objeto esta temporariamente indisponivel.

> As filas de exclusdo em segundo plano estdo ociosas.

Os objetos séo removidos Quando um cliente S3 faz uma solicitagéo de exclusao e todas as seguintes
imediatamente (exclusdo condigcbes sao atendidas:
sincrona)

» Todas as copias podem ser removidas em 30 segundos.

* As filas de exclusdo em segundo plano contém objetos a serem processados.

Quando clientes S3 fazem solicitagdes de exclusao, o StorageGRID comeca adicionando objetos a fila de
exclusdo. Em seguida, ele alterna para executar a exclusédo sincrona. Garantir que a fila de exclusdo em
segundo plano tenha objetos para processar permite que o StorageGRID processe exclusdes de forma mais
eficiente, especialmente para clientes de baixa simultaneidade, ao mesmo tempo que ajuda a evitar atrasos
na exclusao de clientes.
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Tempo necessario para excluir objetos

A maneira como o StorageGRID exclui objetos pode afetar o desempenho do sistema:

* Quando o StorageGRID executa uma excluséo sincrona, pode levar até 30 segundos para o StorageGRID
retornar um resultado ao cliente. Isso significa que a exclusdo pode parecer estar acontecendo mais
lentamente, mesmo que as copias estejam sendo removidas mais rapidamente do que quando o
StorageGRID enfileira objetos para excluséo.

» Se vocé estiver monitorando de perto o desempenho da exclusao durante uma exclusdo em massa,
podera notar que a taxa de exclusdo parece ficar lenta depois que um certo nimero de objetos & excluido.
Essa alteragdo ocorre quando o StorageGRID muda de enfileiramento de objetos para exclusao para
execugao de exclusao sincrona. A aparente redugao na taxa de exclusao nao significa que as copias de
objetos estao sendo removidas mais lentamente. Pelo contrario, indica que, em média, o espaco esta
sendo liberado mais rapidamente.

Se vocé estiver excluindo um grande nimero de objetos e sua prioridade for liberar espago rapidamente,
considere usar uma solicitacao do cliente para excluir objetos em vez de exclui-los usando ILM ou outros
meétodos. Em geral, o espaco é liberado mais rapidamente quando a excluséo é realizada pelos clientes
porque o StorageGRID pode usar a exclus&o sincrona.

O tempo necessario para liberar espago apds a exclusao de um objeto depende de varios fatores:

» Se as copias de objetos sao removidas de forma sincrona ou enfileiradas para remogéao posterior (para
solicitagbes de exclusdo do cliente).

» Outros fatores, como o numero de objetos na grade ou a disponibilidade de recursos da grade quando
copias de objetos sao enfileiradas para remogéao (para exclusdes de clientes e outros métodos).

Como objetos versionados do S3 sao excluidos

Quando o controle de versao esta habilitado para um bucket do S3, o StorageGRID segue o comportamento
do Amazon S3 ao responder a solicitagdes de exclusio, independentemente de essas solicitagdes virem de
um cliente S3, da expiragao do ciclo de vida de um bucket do S3 ou dos requisitos da politica do ILM.

Quando os objetos s&o versionados, as solicitagdes de exclusdo de objetos ndo excluem a verséo atual do
objeto e nao liberam espago. Em vez disso, uma solicitagéo de exclusdo de objeto cria um marcador de
excluséo de zero byte como a versdo atual do objeto, o que torna a versao anterior do objeto "ndo atual". Um
marcador de exclusédo de objeto se torna um marcador de exclusdo de objeto expirado quando é a verséo
atual e n&o ha versdes nao atuais.

Mesmo que o objeto ndo tenha sido removido, o StorageGRID se comporta como se a versao atual do objeto
nao estivesse mais disponivel. Solicitagdes para esse objeto retornam 404 NotFound. Entretanto, como os
dados do objeto ndo atual ndo foram removidos, as solicitagcbes que especificam uma versao nao atual do
objeto podem ser bem-sucedidas.

Para liberar espacgo ao excluir objetos versionados ou para remover marcadores de exclusdo, use um dos
seguintes:

» Solicitagao do cliente S3: especifique o ID da versao do objeto na solicitagdo DELETE Object do
S3(DELETE /object?versionId=ID ). Tenha em mente que esta solicitagdo remove apenas cépias de
objetos para a versao especificada (as outras versdes ainda estédo ocupando espaco).

* Ciclo de vida do bucket: Use 0 NoncurrentVersionExpiration agao na configuragao do ciclo de
vida do bucket. Quando o numero de NoncurrentDays especificado é atingido, o StorageGRID remove
permanentemente todas as cépias de versdes de objetos ndo atuais. Essas versdes de objetos ndo
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podem ser recuperadas.

O NewerNoncurrentVersions agado na configuragido do ciclo de vida do bucket especifica o nimero de
versdes nao atuais retidas em um bucket S3 versionado. Se houver mais versbées nao atuais do que
NewerNoncurrentVersions especifica que o StorageGRID remove as versdes mais antigas quando o
valor NoncurrentDays tiver decorrido. O NewerNoncurrentVersions O limite substitui as regras do
ciclo de vida fornecidas pelo ILM, o que significa que um objeto n&o atual com uma versao dentro do
NewerNoncurrentVersions 0 limite € mantido se o ILM solicitar sua exclusao.

Para remover marcadores de exclusdo de objetos expirados, use 0 Expiration agdo com uma das
seguintes tags: ExpiredObjectDeleteMarker , Days, OU Date.

* ILM:"Clonar uma politica ativa" e adicionar duas regras ILM a nova politica:

> Primeira regra: use "Horario ndo atual" como o horario de referéncia para corresponder as versoes
nao atuais do objeto. Em"Etapa 1 (Inserir detalhes) do assistente Criar uma regra ILM" , selecione Sim
para a pergunta "Aplicar esta regra somente a versdes mais antigas de objetos (em buckets do S3
com controle de versao habilitado)?"

o Segunda regra: use Tempo de ingestao para corresponder a versao atual. A regra "Tempo nao atual”
deve aparecer na politica acima da regra Tempo de ingestao.

Para remover marcadores de exclusdo de objetos expirados, use uma regra de Tempo de ingestao
para corresponder aos marcadores de exclusdo atuais. Os marcadores de exclusdo sdo removidos
somente quando um periodo de tempo de dias tiver passado e o criador de exclusao atual tiver
expirado (ndo ha versdes nao atuais).

» Excluir objetos no bucket: Use o gerenciador de inquilinos para“excluir todas as versdes do objeto",
incluindo marcadores de exclusdo, de um bucket.

Quando um objeto versionado é excluido, o StorageGRID cria um marcador de exclusao de zero byte como a
versao atual do objeto. Todos os objetos e marcadores de exclusdo devem ser removidos antes que um
bucket versionado possa ser excluido.

* Os marcadores de exclusao criados no StorageGRID 11.7 ou anterior s6 podem ser removidos por meio
de solicitagbes do cliente S3; eles ndo sao removidos pelo ILM, pelas regras do ciclo de vida do bucket ou
por objetos de exclusdo em operagdes de bucket.

» Os marcadores de exclusdo de um bucket criado no StorageGRID 11.8 ou posterior podem ser removidos
por ILM, regras de ciclo de vida do bucket, objetos de exclusdo em operacdes de bucket ou uma exclusao
explicita do cliente S3.

Informacgdes relacionadas
* "Usar API REST do S3"

» "Exemplo 4: regras e politicas do ILM para objetos versionados do S3"
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creating-ilm-policy.html
create-ilm-rule-enter-details.html
../tenant/deleting-s3-bucket-objects.html
https://docs.netapp.com/pt-br/storagegrid-119/s3/index.html
https://docs.netapp.com/pt-br/storagegrid-119/ilm/example-4-ilm-rules-and-policy-for-s3-versioned-objects.html
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