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Instalar o StorageGRID no Ubuntu ou Debian

Inicio rapido para instalar o StorageGRID no Ubuntu ou
Debian

Siga estas etapas de alto nivel para instalar um n6 StorageGRID do Ubuntu ou Debian.

o Preparagao

+ Aprenda sobre"Arquitetura e topologia de rede do StorageGRID" .
* Aprenda sobre as especificidades de"Rede StorageGRID" .

* Reuna e prepare o"Informacoes e materiais necessarios" .

* Prepare o necessario"CPU e RAM" .

* Prover para"requisitos de armazenamento e desempenho” .

* "Preparar os servidores Linux"que hospedara seus nos StorageGRID .

e Implantagao

Implantar nds de grade. Quando vocé implanta nos de grade, eles sao criados como parte do sistema
StorageGRID e conectados a uma ou mais redes.

» Para implantar nés de grade baseados em software nos hosts que vocé preparou na etapa 1, use a linha
de comando do Linux e"arquivos de configuracao do no" .

» Para implantar nés do dispositivo StorageGRID , siga as instru¢des "Inicio rapido para instalagao de
hardware" .

e Configuragao

Quando todos os noés tiverem sido implantados, use o Grid Manager para“configurar a grade e concluir a
instalacao" .

Automatize a instalacao

Para economizar tempo e fornecer consisténcia, vocé pode automatizar a instalagéo do servico de host
StorageGRID e a configuragao dos nds de grade.

» Use uma estrutura de orquestragao padrao, como Ansible, Puppet ou Chef para automatizar:

o Instalacdo do Ubuntu ou Debian

o Configuragao de rede e armazenamento

o Instalagdo do mecanismo de contéiner e do servigo de host StorageGRID
° Implantacao de nés de grade virtual

Ver "Automatize a instalagao e a configuragao do servigo de host StorageGRID" .

* Depois de implantar os nds da grade,"automatizar a configuragéao do sistema StorageGRID" usando o
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script de configuragao Python fornecido no arquivo de instalagéo.
+ "Automatize a instalagao e a configuragéo de nos de grade de dispositivos"

« Se vocé for um desenvolvedor avancado de implantagdes do StorageGRID , automatize a instalagéo de
nos de grade usando o"instalacao REST API" .

Planeje e prepare a instalagcao no Ubuntu ou Debian

Informagodes e materiais necessarios

Antes de instalar o StorageGRID, reuna e prepare as informagdes e os materiais
necessarios.

Informagoes necessarias

Plano de rede

Quais redes vocé pretende anexar a cada n6é do StorageGRID . O StorageGRID oferece suporte a varias
redes para separagao de trafego, seguranga e conveniéncia administrativa.

Veja o StorageGRID"Diretrizes de rede" .

Informacgoes de rede
Enderecos IP a serem atribuidos a cada né da grade e os enderegos IP dos servidores DNS e NTP.

Servidores para nos de grade

Identifique um conjunto de servidores (fisicos, virtuais ou ambos) que, em conjunto, fornegam recursos
suficientes para dar suporte ao niumero e ao tipo de nés StorageGRID que vocé planeja implantar.

Se a instalagdo do StorageGRID n&o usar nds de armazenamento do dispositivo
StorageGRID (hardware), vocé devera usar armazenamento RAID de hardware com cache

@ de gravagao alimentado por bateria (BBWC). O StorageGRID n&o oferece suporte ao uso de
redes de area de armazenamento virtual (vSANs), RAID de software ou nenhuma protecéo
RAID.

Migragao de noés (se necessario)
Entenda o"requisitos para migragao de nos" , se vocé quiser executar manutengéo programada em hosts
fisicos sem nenhuma interrupcao de servico.

Informacgoes relacionadas
"Ferramenta de Matriz de Interoperabilidade da NetApp"
Materiais necessarios

Licenga NetApp StorageGRID
Vocé deve ter uma licenca NetApp valida e assinada digitalmente.

@ Uma licenga de nao produgao, que pode ser usada para testes e prova de conceito de grades,
esta incluida no arquivo de instalagdo do StorageGRID .
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Arquivo de instalagdo do StorageGRID
"Baixe o arquivo de instalagdo do StorageGRID e extraia os arquivos" .

Laptop de servigo
O sistema StorageGRID ¢ instalado por meio de um laptop de servigo.

O laptop de servico deve ter:

» Porta de rede
* Cliente SSH (por exemplo, PuTTY)

* "Navegador da Web compativel"

Documentacgao do StorageGRID
* "Notas de langamento"

* "Instrugbes para administrar o StorageGRID"

Baixe e extraia os arquivos de instalagdao do StorageGRID

Vocé deve baixar o arquivo de instalagado do StorageGRID e extrair os arquivos
necessarios. Opcionalmente, vocé pode verificar manualmente os arquivos no pacote de
instalacao.

Passos
1. V& para o "Pagina de downloads da NetApp para StorageGRID" .

2. Selecione o botado para baixar a versao mais recente ou selecione outra versao no menu suspenso e
selecione Ir.

w

. Sign in com o nome de usuario e a senha da sua conta NetApp .

N

. Se uma declaragao de Cuidado/Leitura Obrigatoria aparecer, leia-a e marque a caixa de selegao.

Vocé deve aplicar todos os hotfixes necessarios ap6s instalar a versdo do StorageGRID .
Para mais informacgdes, consulte o"procedimento de hotfix nas instrucdes de recuperacao e
manutencgao”

)]

. Leia o Contrato de Licenga do Usuario Final, marque a caixa de selecao e selecione Aceitar e Continuar.

6. Na coluna Instalar StorageGRID, selecione o arquivo de instalagado .tgz ou .zip para Ubuntu ou Debian.

@ Selecione o . zip arquivo se vocé estiver executando o Windows no laptop de servico.
7. Salve o arquivo de instalacao.
8. Se vocé precisar verificar o arquivo de instalagéo:

a. Baixe o pacote de verificagdo de assinatura de codigo do StorageGRID . O nome do arquivo para este
pacote usa o formato StorageGRID <version-
number> Code Signature Verification Package.tar.gz, onde <version-number> ¢ a
versao do software StorageGRID .

b. Siga os passos para"verificar manualmente os arquivos de instalagao" .

9. Extraia os arquivos do arquivo de instalagao.
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10. Escolha os arquivos que vocé precisa.

Os arquivos necessarios dependem da topologia de grade planejada e de como vocé implantara seu
sistema StorageGRID .

@ Os caminhos listados na tabela sao relativos ao diretério de nivel superior instalado pelo
arquivo de instalacéo extraido.

Caminho e nome do arquivo Descrigao

Um arquivo de texto que descreve todos os arquivos
contidos no arquivo de download do StorageGRID .

Um arquivo de licenga NetApp n&o produtivo que
vocé pode usar para testes e implantagdes de prova
de conceito.

Pacote DEB para instalar as imagens do né
StorageGRID em hosts Ubuntu ou Debian.

Soma de verificagdo MD5 para o arquivo
/debs/storagegrid-webscale-images-
version-SHA.deb .

Pacote DEB para instalar o servico de host
StorageGRID em hosts Ubuntu ou Debian.

Ferramenta de script de implantacéo Descricéo

Um script Python usado para automatizar a
configuragdo de um sistema StorageGRID .

Um script Python usado para automatizar a
configuragdo de dispositivos StorageGRID .

Um exemplo de script Python que vocé pode usar
para fazer login na API de gerenciamento de grade
quando o logon unico estiver ativado. Vocé também
pode usar este script para integragao do Ping
Federate.

Um exemplo de arquivo de configuragéo para uso
com o configure-storagegrid.py roteiro.

Um arquivo de configuragdo em branco para uso com
0 configure-storagegrid.py roteiro.



Caminho e nome do arquivo

Descrigdo

Exemplo de fungdo e manual do Ansible para
configurar hosts Ubuntu ou Debian para implantagao
de contéiner StorageGRID . Vocé pode personalizar a
funcdo ou o manual conforme necessario.

Um exemplo de script Python que vocé pode usar
para fazer login na APl de gerenciamento de grade
quando o logon unico (SSO) estiver habilitado usando
o Active Directory ou o Ping Federate.

Um script auxiliar chamado pelo companheiro
storagegrid-ssoauth-azure.py Script Python
para executar interagbes SSO com o Azure.

Esquemas de API para StorageGRID.

Observacao: antes de executar uma atualizagao,
vocé pode usar esses esquemas para confirmar se
qualquer codigo que vocé escreveu para usar as
APIs de gerenciamento do StorageGRID sera
compativel com a nova versao do StorageGRID ,
caso vocé nao tenha um ambiente StorageGRID nao
produtivo para testes de compatibilidade de
atualizacéao.

Verificar manualmente os arquivos de instalagao (opcional)

Se necessario, vocé pode verificar manualmente os arquivos no arquivo de instalacdo do

StorageGRID .

Antes de comecgar

Vocé tem"baixou o pacote de verificagdo" do "Pagina de downloads da NetApp para StorageGRID" .

Passos

1. Extraia os artefatos do pacote de verificacao:

tar -xf StorageGRID 11.9.0 Code Signature Verification Package.tar.gz

2. Certifique-se de que esses artefatos foram extraidos:

° Certificado de folha: Leaf-Cert.pem

° Cadeia de certificados: CA-Int-Cert.pem

° Cadeia de resposta de registro de data e hora: TS-Cert.pem

° Arquivo de soma de verificagdo: sha256sum

° Assinatura de soma de verificagdo: sha256sum.sig

° Arquivo de resposta de registro de data e hora: sha256sum.sig.tsr


../ubuntu/downloading-and-extracting-storagegrid-installation-files.html#ubuntu-download-verification-package
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3. Use a cadeia para verificar se o certificado em folha é valido.
Exemplo: openssl verify -CAfile CA-Int-Cert.pem Leaf-Cert.pem
Saida esperada: Leaf-Cert.pem: OK
4. Se a etapa 2 falhou devido a um certificado folha expirado, use o tsr arquivo para verificar.

Exemplo: openssl ts -CAfile CA-Int-Cert.pem -untrusted TS-Cert.pem -verify -data
sha256sum.sig -in sha256sum.sig.tsr

A producgao esperada inclui: Vverification: OK

5. Crie um arquivo de chave publica a partir do certificado folha.
Exemplo: openssl x509 -pubkey -noout -in Leaf-Cert.pem > Leaf-Cert.pub
Saida esperada: nenhuma

6. Use a chave publica para verificar a sha256sum arquivo contra sha256sum.sig .

Exemplo: openssl dgst -sha256 -verify Leaf-Cert.pub -signature sha256sum.sig
shaz256sum

Saida esperada: verified OK
7. Verifique 0 sha256sum contetido do arquivo em relagdo as somas de verificagdo recém-criadas.
Exemplo: sha256sum -c¢ sha256sum

Saida esperada: <filename>: OK
<filename>¢€é 0 nome do arquivo compactado que vocé baixou.

8. "Conclua as etapas restantes"para extrair e escolher os arquivos de instalagao apropriados.

Requisitos de software para Ubuntu e Debian

Vocé pode usar uma maquina virtual para hospedar qualquer tipo de né StorageGRID .
Vocé precisa de uma maquina virtual para cada n6 da grade.

Para instalar o StorageGRID no Ubuntu ou Debian, vocé precisa instalar alguns pacotes de software de
terceiros. Algumas distribuigdes Linux suportadas ndo contém esses pacotes por padrédo. As versdes dos
pacotes de software nas quais as instalagées do StorageGRID sao testadas incluem aquelas listadas nesta
pagina.

Se vocé selecionar uma distribuigdo Linux e uma opgao de instalagao de tempo de execucgao de contéiner que
exija qualquer um desses pacotes, e eles ndo forem instalados automaticamente pela distribuigéo Linux,
instale uma das versdes listadas aqui, se disponivel no seu provedor ou no fornecedor de suporte para sua
distribuicdo Linux. Caso contrario, use as versoes de pacote padrao disponiveis do seu fornecedor.

Todas as opgdes de instalacao exigem Podman ou Docker. Nao instale os dois pacotes. Instale somente o
pacote necessario para sua opg¢ao de instalagao.



O suporte ao Docker como mecanismo de contéiner para implantagées somente de software
@ esta obsoleto. O Docker sera substituido por outro mecanismo de contéiner em uma versao
futura.

Versoes do Python testadas

» 3.5.2-2
» 3.6.8-2
» 3.6.8-38
* 3.6.9-1
* 3.7.3-1
3.8.10-0
» 3.9.2-1
3.9.10-2
3.9.16-1
3.10.6-1
3.11.2-6

Versoes do Podman testadas

* 3.2.3-0

* 3.4.4+ds1

e 41.1-7

* 4.2.0-11

* 4.3.1+ds1-8+b1
*441-8

* 44112

Versoes do Docker testadas

@ O suporte ao Docker esta obsoleto e sera removido em uma versao futura.

* Docker-CE 20.10.7

» Docker-CE 20.10.20-3
» Docker-CE 23.0.6-1

* Docker-CE 24.0.2-1

* Docker-CE 24.0.4-1

* Docker-CE 24.0.5-1

» Docker-CE 24.0.7-1
*1,5-2



Requisitos de CPU e RAM

Antes de instalar o software StorageGRID , verifique e configure o hardware para que ele
esteja pronto para suportar o sistema StorageGRID .

Cada no6 StorageGRID requer os seguintes recursos minimos:

* Ndcleos de CPU: 8 por n6

* RAM: Depende da RAM total disponivel e da quantidade de software ndo StorageGRID em execugao no
sistema

o Geralmente, pelo menos 24 GB por n6 e 2 a 16 GB a menos que a RAM total do sistema

o Um minimo de 64 GB para cada locatario que tera aproximadamente 5.000 buckets

Os recursos de nés somente de metadados baseados em software devem corresponder aos recursos de nés
de armazenamento existentes. Por exemplo:

» Se o site StorageGRID existente estiver usando dispositivos SG6000 ou SG6100, os nds somente de
metadados baseados em software deverao atender aos seguintes requisitos minimos:

> 128 GB de RAM
> CPU de 8 nucleos
> 8 TB SSD ou armazenamento equivalente para o banco de dados Cassandra (rangedb/0)

» Se o site StorageGRID existente estiver usando nés de armazenamento virtuais com 24 GB de RAM, CPU
de 8 nucleos e 3 TB ou 4 TB de armazenamento de metadados, os nés somente de metadados baseados
em software deverao usar recursos semelhantes (24 GB de RAM, CPU de 8 nucleos e 4 TB de
armazenamento de metadados (rangedb/0).

Ao adicionar um novo site StorageGRID , a capacidade total de metadados do novo site deve, no minimo,
corresponder aos sites StorageGRID existentes e os novos recursos do site devem corresponder aos nés de
armazenamento nos sites StorageGRID existentes.

Certifigue-se de que o numero de nés StorageGRID que vocé planeja executar em cada host fisico ou virtual
nao exceda o numero de nucleos de CPU ou a RAM fisica disponivel. Se os hosts ndo forem dedicados a
execugao do StorageGRID (ndo recomendado), considere os requisitos de recursos dos outros aplicativos.

Monitore o uso da CPU e da memoria regularmente para garantir que esses recursos
continuem acomodando sua carga de trabalho. Por exemplo, dobrar a alocagdo de RAM e CPU
para nos de armazenamento virtuais forneceria recursos semelhantes aos fornecidos para nos

@ de dispositivos StorageGRID . Além disso, se a quantidade de metadados por né exceder 500
GB, considere aumentar a RAM por no para 48 GB ou mais. Para obter informagdes sobre
como gerenciar o armazenamento de metadados de objetos, aumentar a configuragao do
Espaco Reservado de Metadados e monitorar o uso da CPU e da memdria, consulte as
instrugdes para"administrando" ,"monitoramento” , e"atualizando" StorageGRID.

Se o hyperthreading estiver habilitado nos hosts fisicos subjacentes, vocé podera fornecer 8 nucleos virtuais
(4 nucleos fisicos) por né. Se o hyperthreading nao estiver habilitado nos hosts fisicos subjacentes, vocé
devera fornecer 8 nucleos fisicos por no.

Se vocé estiver usando maquinas virtuais como hosts e tiver controle sobre o tamanho e o nimero de VMs,
use uma unica VM para cada n6 do StorageGRID e dimensione a VM adequadamente.

Para implantagdes de produgao, vocé nao deve executar varios nés de armazenamento no mesmo hardware


../admin/index.html
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de armazenamento fisico ou host virtual. Cada né de armazenamento em uma Unica implantagao do
StorageGRID deve estar em seu proprio dominio de falha isolado. Vocé pode maximizar a durabilidade e a
disponibilidade dos dados do objeto se garantir que uma unica falha de hardware possa afetar apenas um
unico n6 de armazenamento.

Veja também "Requisitos de armazenamento e desempenho” .

Requisitos de armazenamento e desempenho

Vocé deve entender os requisitos de armazenamento para os nés do StorageGRID para
poder fornecer espaco suficiente para dar suporte a configuragéo inicial e a futura
expansao do armazenamento.

Os nos do StorageGRID exigem trés categorias ldgicas de armazenamento:

* Pool de contéineres — Armazenamento de nivel de desempenho (SAS ou SSD de 10K) para os
contéineres de nds, que serdo atribuidos ao driver de armazenamento do Docker quando vocé instalar e
configurar o Docker nos hosts que dardo suporte aos seus nos do StorageGRID .

* Dados do sistema — Armazenamento em nivel de desempenho (SAS ou SSD de 10K) para
armazenamento persistente por né de dados do sistema e logs de transagdes, que os servigcos do host
StorageGRID consumirdo e mapearao em nés individuais.

» Dados de objeto — Armazenamento em nivel de desempenho (10K SAS ou SSD) e armazenamento em
massa em nivel de capacidade (NL-SAS/SATA) para armazenamento persistente de dados de objeto e
metadados de objeto.

Vocé deve usar dispositivos de bloco com suporte RAID para todas as categorias de armazenamento. Discos
nao redundantes, SSDs ou JBODs nao séo suportados. Vocé pode usar armazenamento RAID compartilhado
ou local para qualquer uma das categorias de armazenamento; no entanto, se quiser usar o recurso de
migracao de nés no StorageGRID, vocé deve armazenar dados do sistema e dados de objeto no
armazenamento compartilhado. Para obter mais informagdes, consulte "Requisitos de migragao do contéiner
de no" .

Requisitos de desempenho

O desempenho dos volumes usados para o pool de contéineres, dados do sistema e metadados de objetos
impacta significativamente o desempenho geral do sistema. Vocé deve usar armazenamento de nivel de
desempenho (SAS ou SSD de 10K) para esses volumes para garantir desempenho de disco adequado em
termos de laténcia, operagdes de entrada/saida por segundo (IOPS) e taxa de transferéncia. Vocé pode usar
armazenamento em camadas de capacidade (NL-SAS/SATA) para armazenamento persistente de dados de
objetos.

Os volumes usados para o pool de contéineres, dados do sistema e dados do objeto devem ter o cache de
write-back habilitado. O cache deve estar em uma midia protegida ou persistente.

Requisitos para hosts que usam armazenamento NetApp ONTAP

Se o0 n6 StorageGRID usar armazenamento atribuido de um sistema NetApp ONTAP , confirme se o volume
nao tem uma politica de camadas FabricPool habilitada. Desabilitar a hierarquizagéo do FabricPool para
volumes usados com nos StorageGRID simplifica a solugéo de problemas e as operagdes de
armazenamento.



Nunca use o FabricPool para hierarquizar quaisquer dados relacionados ao StorageGRID de
@ volta ao préprio StorageGRID . A hierarquizagéo dos dados do StorageGRID de volta ao
StorageGRID aumenta a complexidade operacional e de solugao de problemas.

Numero de hosts necessarios

Cada site StorageGRID requer no minimo trés nés de armazenamento.

Em uma implantac&o de producao, ndo execute mais de um né de armazenamento em um
@ unico host fisico ou virtual. Usar um host dedicado para cada n6 de armazenamento fornece um
dominio de falha isolado.

Outros tipos de nés, como nés de administragéo ou nés de gateway, podem ser implantados nos mesmos
hosts ou em seus proéprios hosts dedicados, conforme necessario.

Numero de volumes de armazenamento para cada host

A tabela a seguir mostra o numero de volumes de armazenamento (LUNSs) necessarios para cada host e o
tamanho minimo necessario para cada LUN, com base em quais nds serao implantados naquele host.

O tamanho maximo do LUN testado é 39 TB.

@ Esses numeros sao para cada host, ndo para toda a grade.
Finalidade do  Categoria de Numero de LUNs Tamanho minimo/LUN
LUN armazenamento
Piscina de Piscina de 1 Numero total de nos x 100 GB

armazenamento contéineres
de motores de
contéineres

“/var/local’volum Dados do 1 para cada né neste host 90 GB
e sistema
No de Dados do objeto 3 para cada n6 de armazenamento 12 TB (4 TB/LUN) VejaRequisitos
armazenamento neste host de armazenamento para nés de
armazenamento para mais
Observagao: Um no6 de informacdes.

armazenamento baseado em
software pode ter de 1 a 48
volumes de armazenamento; pelo
menos 3 volumes de
armazenamento sdo
recomendados.
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Finalidade do  Categoria de
LUN armazenamento
N6 de Metadados do
armazenamento objeto
(somente

metadados)

Logs de Dados do
auditoriadoné  sistema

de

administracéo

Tabelas do n6 Dados do

de sistema

administracao

Numero de LUNs

1

1 para cada né de administracéo
neste host

1 para cada n6 de administragéao
neste host

Tamanho minimo/LUN

4 TB VejaRequisitos de
armazenamento para nds de
armazenamento para mais
informacdes.

Observagao: somente um rangedb
€ necessario para nos de

armazenamento somente de
metadados.

200 GB

200 GB

Dependendo do nivel de auditoria configurado, do tamanho das entradas do usuario, como o
nome da chave do objeto S3, e da quantidade de dados de log de auditoria que vocé precisa

®

preservar, pode ser necessario aumentar o tamanho do LUN do log de auditoria em cada no de
administragdo. Geralmente, uma grade gera aproximadamente 1 KB de dados de auditoria por

operagao S3, o que significa que um LUN de 200 GB suportaria 70 milhdes de operagdes por
dia ou 800 operacgdes por segundo durante dois a trés dias.

Espago minimo de armazenamento para um host

A tabela a seguir mostra o espago minimo de armazenamento necessario para cada tipo de né. Vocé pode
usar esta tabela para determinar a quantidade minima de armazenamento que deve fornecer ao host em cada
categoria de armazenamento, com base em quais nos serdo implantados naquele host.

®

Tipo de né

N6 de armazenamento 100 GB
N6 de administracao 100 GB
N6 de gateway 100 GB

Exemplo: Calculando os requisitos de armazenamento para um host

Piscina de contéineres

90 GB

490 GB (3 LUNSs)

90 GB

Dados do sistema

Snapshots de disco ndo podem ser usados para restaurar nés de grade. Em vez disso, consulte
o"recuperacao de nos de grade" procedimentos para cada tipo de no.

Dados do objeto

4.000 GB

néo aplicavel

néo aplicavel

Suponha que vocé planeja implantar trés nés no mesmo host: um né de armazenamento, um no de
administragdo e um né de gateway. Vocé deve fornecer no minimo nove volumes de armazenamento ao host.
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Vocé precisara de no minimo 300 GB de armazenamento de nivel de desempenho para os contéineres de
nos, 670 GB de armazenamento de nivel de desempenho para dados do sistema e logs de transagdes e 12

TB de armazenamento de nivel de capacidade para dados de objetos.

Tipo de né

N6 de armazenamento

N6 de armazenamento

N6 de armazenamento

N6 de administracao

N6 de administracao

N6 de administracao

N6 de gateway

Total

Requisitos de armazenamento para nés de armazenamento

Finalidade do LUN

Pool de armazenamento
do Docker

*/var/local volume

Dados do objeto

*/var/local volume

Logs de auditoria do n6
de administragéo

Tabelas do no6 de
administracao

*/var/local volume

Numero de LUNs

Tamanho da LUN
300 GB (100 GB/no)

90 GB

12 TB (4 TB/LUN)

90 GB

200 GB

200 GB

90 GB

Pool de contéineres:
300 GB

Dados do sistema: 670
GB

Dados do objeto: 12.000
GB

Um né de armazenamento baseado em software pode ter de 1 a 48 volumes de armazenamento; 3 ou mais
volumes de armazenamento sdo recomendados. Cada volume de armazenamento deve ter 4 TB ou mais.

@ Um n6 de armazenamento de dispositivo também pode ter até 48 volumes de armazenamento.

Conforme mostrado na figura, o StorageGRID reserva espago para metadados de objetos no volume de
armazenamento 0 de cada né de armazenamento. Qualquer espacgo restante no volume de armazenamento 0
e quaisquer outros volumes de armazenamento no N6 de Armazenamento sdo usados exclusivamente para

dados de objeto.
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Storage Node

Volume 0  Volume 1 Volume 2 Volume n

Object
space
Object Object
Sitmote space space
metadata

Para fornecer redundancia e proteger os metadados do objeto contra perdas, o StorageGRID armazena trés
copias dos metadados para todos os objetos no sistema em cada site. As trés copias dos metadados do
objeto sao distribuidas uniformemente entre todos os nés de armazenamento em cada site.

Ao instalar uma grade com nos de armazenamento somente de metadados, a grade também deve conter um

numero minimo de nds para armazenamento de objetos. Ver'Tipos de nos de armazenamento" para obter

mais informacdes sobre nds de armazenamento somente de metadados.

« Para uma grade de site unico, pelo menos dois nés de armazenamento s&o configurados para objetos e

metadados.

» Para uma grade de varios sites, pelo menos um n6 de armazenamento por site &€ configurado para objetos

e metadados.

Ao atribuir espago ao volume 0 de um novo N6 de Armazenamento, vocé deve garantir que haja espago

adequado para a parte desse no de todos os metadados do objeto.

* No minimo, vocé deve atribuir pelo menos 4 TB ao volume 0.

Se vocé usar apenas um volume de armazenamento para um N6 de Armazenamento e
@ atribuir 4 TB ou menos ao volume, o N6 de Armazenamento podera entrar no estado
somente leitura de armazenamento na inicializacéo e armazenar apenas metadados de

objetos.

@ Se vocé atribuir menos de 500 GB ao volume 0 (somente para uso ndo produtivo), 10% da
capacidade do volume de armazenamento sera reservada para metadados.

» Os recursos de nds somente de metadados baseados em software devem corresponder aos recursos de

nos de armazenamento existentes. Por exemplo:

> Se o site StorageGRID existente estiver usando dispositivos SG6000 ou SG6100, os nds somente de

metadados baseados em software deveréo atender aos seguintes requisitos minimos:

= 128 GB de RAM
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= CPU de 8 nucleos
= 8 TB SSD ou armazenamento equivalente para o banco de dados Cassandra (rangedb/0)

> Se o site StorageGRID existente estiver usando nés de armazenamento virtuais com 24 GB de RAM,
CPU de 8 nucleos e 3 TB ou 4 TB de armazenamento de metadados, os nés somente de metadados
baseados em software deveréo usar recursos semelhantes (24 GB de RAM, CPU de 8 nucleos e 4 TB
de armazenamento de metadados (rangedb/0).

Ao adicionar um novo site StorageGRID , a capacidade total de metadados do novo site deve, no
minimo, corresponder aos sites StorageGRID existentes e os novos recursos do site devem
corresponder aos nés de armazenamento nos sites StorageGRID existentes.

» Se vocé estiver instalando um novo sistema (StorageGRID 11.6 ou superior) e cada né de
armazenamento tiver 128 GB ou mais de RAM, atribua 8 TB ou mais ao volume 0. Usar um valor maior
para o volume 0 pode aumentar o espaco permitido para metadados em cada né de armazenamento.

* Ao configurar diferentes nés de armazenamento para um site, use a mesma configuragao para o volume
0, se possivel. Se um site contiver nés de armazenamento de tamanhos diferentes, o n6 de
armazenamento com o menor volume 0 determinara a capacidade de metadados desse site.

Para mais detalhes, acesse"Gerenciar armazenamento de metadados de objetos" .

Requisitos de migragao do contéiner de n6

O recurso de migragao de nds permite que vocé mova manualmente um n6 de um host
para outro. Normalmente, ambos os hosts estdo no mesmo data center fisico.

A migracéo de nos permite que vocé execute a manutengao do host fisico sem interromper as operagdes da
rede. Vocé move todos os nés do StorageGRID , um de cada vez, para outro host antes de colocar o host
fisico offline. A migragdo de nés requer apenas um curto periodo de inatividade para cada né e néo deve
afetar a operagao ou a disponibilidade dos servigos de rede.

Se vocé quiser usar o recurso de migragao de nds do StorageGRID , sua implantagédo devera atender a
requisitos adicionais:

* Nomes de interface de rede consistentes em hosts em um Unico data center fisico

* Armazenamento compartilhado para metadados do StorageGRID e volumes de repositério de objetos que
podem ser acessados por todos os hosts em um Unico data center fisico. Por exemplo, vocé pode usar
matrizes de armazenamento NetApp E-Series.

Se vocé estiver usando hosts virtuais e a camada do hipervisor subjacente oferecer suporte a migragao de
VM, talvez seja interessante usar esse recurso em vez do recurso de migragéo de nés no StorageGRID.
Nesse caso, vocé pode ignorar esses requisitos adicionais.

Antes de executar a migragdo ou a manutengao do hipervisor, desligue os nés corretamente. Veja as
instrugbes para"desligando um no de grade" .

VMware Live Migration nao suportado

Ao executar a instalagdo bare-metal em VMs VMware, o OpenStack Live Migration e o VMware live vMotion
fazem com que o tempo do relégio da maquina virtual salte e ndo sdo suportados para nos de grade de
nenhum tipo. Embora raros, horarios incorretos podem resultar em perda de dados ou atualizagdes de
configuragéao.
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A migracéo fria € suportada. Na migragao a frio, vocé desliga os nds do StorageGRID antes de migra-los entre
hosts. Veja as instrugdes para“desligando um no de grade" .

Nomes de interface de rede consistentes

Para mover um n6 de um host para outro, o servigo de host StorageGRID precisa ter alguma confianga de que
a conectividade de rede externa que o n6 tem em seu local atual pode ser duplicada no novo local. Ele obtém
essa confianca por meio do uso de nomes de interface de rede consistentes nos hosts.

Suponha, por exemplo, que o StorageGRID NodeA em execugado no Host1 tenha sido configurado com os
seguintes mapeamentos de interface:

eth0 —# bond0.1001

ethl — bond0.1002

eth2 — bond0.1003

O lado esquerdo das setas corresponde as interfaces tradicionais visualizadas de dentro de um contéiner
StorageGRID (ou seja, as interfaces Grid, Admin e Client Network, respectivamente). O lado direito das setas
corresponde as interfaces de host reais que fornecem essas redes, que sao trés interfaces VLAN
subordinadas ao mesmo vinculo de interface fisica.

Agora, suponha que vocé queira migrar o NodeA para o Host2. Se o Host2 também tiver interfaces
denominadas bond0.1001, bond0.1002 e bond0.1003, o sistema permitira a movimentac¢do, supondo que as
interfaces com nomes semelhantes fornecerdo a mesma conectividade no Host2 que no Host1. Se o Host2
nao tiver interfaces com os mesmos nomes, a movimentagao nao sera permitida.

Existem muitas maneiras de obter uma nomenclatura de interface de rede consistente em varios hosts;
consulte"Configurar a rede do host" para alguns exemplos.

Armazenamento compartilhado

Para obter migra¢des de nos rapidas e com baixa sobrecarga, o recurso de migragéo de nos do StorageGRID
nao move fisicamente os dados dos nés. Em vez disso, a migragdo de nds é realizada como um par de
operacgoes de exportacéo e importagdo, da seguinte maneira:

Passos

1. Durante a operagéao de "exportagdo de nd", uma pequena quantidade de dados de estado persistentes é
extraida do contéiner de n6 em execucao no HostA e armazenada em cache no volume de dados do
sistema desse né. Em seguida, o contéiner do n6 no HostA é desinstanciado.

2. Durante a operacéo "importagao de n¢", o contéiner de né no HostB que usa a mesma interface de rede e
mapeamentos de armazenamento em bloco que estavam em vigor no HostA ¢ instanciado. Em seguida,
os dados de estado persistentes armazenados em cache sao inseridos na nova instancia.

Dado esse modo de operagéo, todos os dados do sistema e volumes de armazenamento de objetos do no
devem ser acessiveis tanto do HostA quanto do HostB para que a migragao seja permitida e funcione. Além
disso, eles devem ter sido mapeados no né usando nomes que certamente fazem referéncia aos mesmos
LUNSs no HostA e no HostB.

O exemplo a seguir mostra uma solugéo para mapeamento de dispositivo de bloco para um n6 de
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armazenamento StorageGRID , onde o multipathing DM esta em uso nos hosts e o campo alias foi usado em
/etc/multipath.conf para fornecer nomes de dispositivos de bloco consistentes e amigaveis disponiveis
em todos os hosts.

/var/local ——» /dev/mapper/sgws-snl-var-local
rangedb0 = /dev/mapper/sgws-snl-rangedb0
rangedbl —® /dev/mapper/sgws-snl-rangedbl
rangedb2 — /dev/mapper/sgws-snl-rangedb?2

rangedb3 —® /dev/mapper/sgws-snl-rangedb3

Preparar os hosts (Ubuntu ou Debian)
Como as configuragoes de todo o host mudam durante a instalagao

Em sistemas bare metal, o StorageGRID faz algumas alteragdes em todo o host sysctl
configuragdes.

As seguintes alteragdes sao feitas:

# Recommended Cassandra setting: CASSANDRA-3563, CASSANDRA-13008, DataStax
documentation

vm.max _map count = 1048575

# core file customization

# Note: for cores generated by binaries running inside containers, this
# path is interpreted relative to the container filesystem namespace.

# External cores will go nowhere, unless /var/local/core also exists on
# the host.

kernel.core pattern = /var/local/core/%e.core.%p

# Set the kernel minimum free memory to the greater of the current value
or

# 512MiB if the host has 48GiB or less of RAM or 1.83GiB if the host has
more than 48GiB of RTAM

vm.min free kbytes = 524288

# Enforce current default swappiness value to ensure the VM system has
some

# flexibility to garbage collect behind anonymous mappings. Bump
watermark scale factor
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# to help avoid OOM conditions in the kernel during memory allocation
bursts. Bump

# dirty ratio to 90 because we explicitly fsync data that needs to be
persistent, and

# so do not require the dirty ratio safety net. A low dirty ratio combined
with a large

# working set (nr active pages) can cause us to enter synchronous I/O mode
unnecessarily,

# with deleterious effects on performance.

vm.swappiness = 60

vm.watermark scale factor = 200

vm.dirty ratio = 90

# Turn off slow start after idle

net.ipvé4.tcp slow start after idle = 0

# Tune TCP window settings to improve throughput
net.core.rmem max = 8388608

net.core.wmem max = 8388608

net.ipvé4.tcp rmem = 4096 524288 8388608
net.ipvé.tcp wmem = 4096 262144 8388608
net.core.netdev max backlog = 2500

# Turn on MTU probing
net.ipvé4.tcp mtu probing = 1

# Be more liberal with firewall connection tracking

net.ipvé4.netfilter.ip conntrack tcp be liberal =1

# Reduce TCP keepalive time to reasonable levels to terminate dead
connections

net.ipvé4.tcp keepalive time = 270

net.ipvé4.tcp keepalive probes = 3

net.ipvé4.tcp keepalive intvl = 30

# Increase the ARP cache size to tolerate being in a /16 subnet
net.ipvé4.neigh.default.gc threshl 8192
net.ipvé4.neigh.default.gc thresh2 = 32768
net.ipvé4.neigh.default.gc thresh3 = 65536
net.ipv6.neigh.default.gc threshl = 8192
net.ipvé6.neigh.default.gc thresh2 = 32768
net.ipvé6.neigh.default.gc thresh3 = 65536

# Disable IP forwarding, we are not a router

net.ipv4.ip forward = 0
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# Follow security best practices for ignoring broadcast ping requests
net.ipv4.icmp echo ignore broadcasts =1

# Increase the pending connection and accept backlog to handle larger
connection bursts.
net.core.somaxconn=4096

net.ipv4.tcp max syn backlog=4096

Instalar Linux

Vocé deve instalar o StorageGRID em todos os hosts de grade Ubuntu ou Debian. Para
obter uma lista de versdes suportadas, use a NetApp Interoperability Matrix Tool.

Antes de comecgar

Certifiqgue-se de que seu sistema operacional atenda aos requisitos minimos de versao do kernel do
StorageGRID, conforme listado abaixo. Use o comando uname -r para obter a versdo do kernel do seu
sistema operacional ou consulte o fornecedor do seu sistema operacional.

Observacao: O suporte para as versdes 18.04 e 20.04 do Ubuntu foi descontinuado e sera removido em uma
versao futura.

Versao do Versao minima do kernel Nome do pacote do kernel

Ubuntu

18.04.6 5.4.0-150-genérico linux-image-5.4.0-150-generic/bionic-updates,bionic-
(obsoleto) security,agora 5.4.0-150.167~18.04.1

20.04.5 5.4.0-131-genérico linux-image-5.4.0-131-generic/focal-updates, agora
(obsoleto) 5.4.0-131.147

22.04 1 5.15.0-47-genérico linux-image-5.15.0-47-generic/jammy-updates,jammy-

security,agora 5.15.0-47.51

24,04 6.8.0-31-genérico linux-image-6.8.0-31-generic/noble, agora 6.8.0-31.31

Observacgao: O suporte para o Debian verséo 11 foi descontinuado e sera removido em uma versao futura.

Versao Debian Versao minima do kernel Nome do pacote do kernel

11 (obsoleto) 5.10.0-18-amd64 linux-image-5.10.0-18-amd64/stable,
agora 5.10.150-1

12 6.1.0-9-amd64 linux-image-6.1.0-9-amd64/stable, agora
6.1.27-1

Passos

1. Instale o Linux em todos os hosts de grade fisicos ou virtuais de acordo com as instrugées do distribuidor
ou seu procedimento padréao.
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Nao instale nenhum ambiente de area de trabalho grafico. Ao instalar o Ubuntu, vocé deve

@ selecionar utilitarios padrao do sistema. E recomendavel selecionar Servidor OpenSSH
para habilitar o acesso SSH aos seus hosts Ubuntu. Todas as outras opgdes podem
permanecer desmarcadas.

2. Certifique-se de que todos os hosts tenham acesso aos repositérios de pacotes do Ubuntu ou Debian.

3. Se a troca estiver habilitada:
a. Execute o seguinte comando: $ sudo swapoff --all

b. Remova todas as entradas de swap de /etc/fstab para persistir as configuragoes.

@ N&o desabilitar completamente a troca pode reduzir severamente o desempenho.

Entenda a instalagao do perfil do AppArmor

Se vocé estiver operando em um ambiente Ubuntu autoimplantado e usando o sistema
de controle de acesso obrigatério AppArmor, os perfis do AppArmor associados aos
pacotes que vocé instala no sistema base podem ser bloqueados pelos pacotes
correspondentes instalados com StorageGRID.

Por padrao, os perfis do AppArmor sao instalados para pacotes que vocé instala no sistema operacional base.
Quando vocé executa esses pacotes do contéiner do sistema StorageGRID , os perfis do AppArmor sdo
bloqueados. Os pacotes base DHCP, MySQL, NTP e tcdump entram em conflito com o AppArmor, e outros
pacotes base também podem entrar em conflito.
Vocé tem duas opcdes para lidar com perfis do AppArmor:
» Desabilite perfis individuais para os pacotes instalados no sistema base que se sobrepdem aos pacotes
no contéiner do sistema StorageGRID . Quando vocé desabilita perfis individuais, uma entrada aparece
nos arquivos de log do StorageGRID indicando que o AppArmor esta habilitado.

Use os seguintes comandos:

sudo 1n -s /etc/apparmor.d/<profile.name> /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/<profile.name>

Exemplo:

sudo ln -s /etc/apparmor.d/bin.ping /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/bin.ping

+ Desabilite o AppArmor completamente. Para o Ubuntu 9.10 ou posterior, siga as instrugdes na
comunidade online do Ubuntu: "Desativar AppArmor" . Desabilitar completamente o AppArmor pode nao
ser possivel em versdes mais recentes do Ubuntu.

Depois de desabilitar o AppArmor, nenhuma entrada indicando que o AppArmor esta habilitado aparecera
nos arquivos de log do StorageGRID .
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Configurar a rede host (Ubuntu ou Debian)

Apos concluir a instalagdo do Linux em seus hosts, talvez seja necessario executar
alguma configuragao adicional para preparar um conjunto de interfaces de rede em cada
host que sejam adequadas para mapeamento nos nds do StorageGRID que vocé
implantara posteriormente.

Antes de comecar
* Vocé revisou o"Diretrizes de rede StorageGRID" .

» Vocé revisou as informagdes sobre"requisitos de migragao do contéiner de nd" .

» Se vocé estiver usando hosts virtuais, vocé leu oconsideracoes e recomendacoes para clonagem de
enderecos MAC antes de configurar a rede host.

Se estiver usando VMs como hosts, vocé deve selecionar VMXNET 3 como o adaptador de
rede virtual. O adaptador de rede VMware E1000 causou problemas de conectividade com
contéineres StorageGRID implantados em determinadas distribuigbes do Linux.

Sobre esta tarefa

Os nos da grade devem ser capazes de acessar a Rede da Grade e, opcionalmente, as Redes de
Administragéo e Cliente. Vocé fornece esse acesso criando mapeamentos que associam a interface fisica do
host as interfaces virtuais de cada n6 da grade. Ao criar interfaces de host, use nomes amigaveis para facilitar
a implantacado em todos os hosts e permitir a migracgéo.

A mesma interface pode ser compartilhada entre o host e um ou mais nés. Por exemplo, vocé pode usar a
mesma interface para acesso ao host e acesso a rede de administracdo do no, para facilitar a manutencao do
host e do n6. Embora a mesma interface possa ser compartilhada entre o host e nés individuais, todos devem
ter enderecos IP diferentes. Enderecos IP nao podem ser compartilhados entre nds ou entre o host e qualquer
no.

Vocé pode usar a mesma interface de rede do host para fornecer a interface Grid Network para todos os nés
StorageGRID no host; vocé pode usar uma interface de rede do host diferente para cada no; ou pode fazer
algo intermediario. No entanto, normalmente vocé néo forneceria a mesma interface de rede de host que as
interfaces de rede de grade e de administragdo para um Unico no, ou como a interface de rede de grade para
um no e a interface de rede de cliente para outro.

Vocé pode concluir esta tarefa de muitas maneiras. Por exemplo, se seus hosts forem maquinas virtuais e
vocé estiver implantando um ou dois nés StorageGRID para cada host, podera criar o nimero correto de
interfaces de rede no hipervisor e usar um mapeamento 1 para 1. Se vocé estiver implantando varios nés em
hosts bare metal para uso em produgao, podera aproveitar o suporte da pilha de rede Linux para VLAN e
LACP para tolerancia a falhas e compartilhamento de largura de banda. As sec¢bes a seguir fornecem
abordagens detalhadas para ambos os exemplos. Vocé néo precisa usar nenhum desses exemplos; vocé
pode usar qualquer abordagem que atenda as suas necessidades.

N&ao use dispositivos de ligagdo ou ponte diretamente como interface de rede do contéiner. Isso
pode impedir a inicializacdo do né causada por um problema de kernel com o uso de

@ MACVLAN com dispositivos de ligagédo e ponte no namespace do contéiner. Em vez disso, use
um dispositivo sem vinculo, como um par VLAN ou Ethernet virtual (veth). Especifique este
dispositivo como a interface de rede no arquivo de configuragdo do né.
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Consideragoes e recomendagdes para clonagem de enderegcos MAC

A clonagem de enderego MAC faz com que o contéiner use o enderego MAC do host, e o0 host use o enderego
MAC de um enderecgo especificado por vocé ou de um gerado aleatoriamente. Vocé deve usar a clonagem de
endereco MAC para evitar o uso de configuragées de rede em modo promiscuo.

Habilitando a clonagem de MAC

Em certos ambientes, a seguranca pode ser aprimorada por meio da clonagem de enderegos MAC, pois ela
permite que vocé use uma NIC virtual dedicada para a rede de administragéo, a rede de grade e a rede de
cliente. Fazer com que o contéiner use o endereco MAC da NIC dedicada no host permite que vocé evite o
uso de configuracdes de rede em modo promiscuo.

@ A clonagem de enderego MAC deve ser usada com instalagbes de servidores virtuais e pode
nao funcionar corretamente com todas as configura¢des de dispositivos fisicos.

Se um no nao iniciar devido a uma interface de destino de clonagem de MAC estar ocupada,
talvez seja necessario definir o link como "inativo" antes de iniciar o né. Além disso, € possivel
@ que o ambiente virtual impeca a clonagem de MAC em uma interface de rede enquanto o link
estiver ativo. Se um n6 ndo conseguir definir o enderegco MAC e iniciar devido a uma interface
estar ocupada, definir o link como "inativo" antes de iniciar o né pode resolver o problema.

A clonagem de enderegco MAC ¢é desabilitada por padrao e deve ser definida pelas chaves de configuragao do
né. Vocé deve habilita-lo ao instalar o StorageGRID.

Existe uma chave para cada rede:

* ADMIN NETWORK TARGET TYPE INTERFACE CLONE MAC
* GRID_NETWORK TARGET TYPE INTERFACE CLONE MAC

®* CLIENT NETWORK TARGET TYPE INTERFACE CLONE MAC

Definir a chave como "true" faz com que o contéiner use o enderegco MAC da NIC do host. Além disso, o host
usara o endereco MAC da rede de contéineres especificada. Por padrao, o endereco do contéiner € um
endereco gerado aleatoriamente, mas se vocé tiver definido um usando o  NETWORK MAC chave de
configuragéo do no, esse endereco é usado em seu lugar. O host e o contéiner sempre terdo enderegos MAC
diferentes.

Habilitar a clonagem de MAC em um host virtual sem também habilitar o modo promiscuo no
hipervisor pode fazer com que a rede do host Linux que usa a interface do host pare de
funcionar.

Casos de uso de clonagem de MAC

Ha dois casos de uso a serem considerados com a clonagem de MAC:

* Clonagem de MAC n&o habilitada: Quando o CLONE MAC a chave no arquivo de configuragéo do né n&o
estiver definida ou definida como "false", o host usara o MAC da NIC do host e o contéiner tera um MAC
gerado StorageGRID, a menos que um MAC seja especificado no NETWORK_ MAC chave. Se um
endereco for definido no NETWORK_MAC chave, o contéiner tera o endereco especificado na
_NETWORK_MAC chave. Esta configuragdo de chaves requer o uso do modo promiscuo.
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* Clonagem de MAC habilitada: Quando o CLONE MAC a chave no arquivo de configura¢do do né for
definida como "true", o contéiner usa o MAC da NIC do host e o host usa um MAC gerado StorageGRID, a
menos que um MAC seja especificado no NETWORK_ MAC chave. Se um endereco for definido no
_NETWORK_MAC chave, o host usa o endereco especificado em vez de um gerado. Nesta configuragdo de
chaves, vocé nao deve usar o modo promiscuo.

Se vocé nao quiser usar a clonagem de enderego MAC e preferir permitir que todas as
interfaces recebam e transmitam dados para enderecos MAC diferentes daqueles atribuidos
pelo hipervisor, certifique-se de que as propriedades de seguranga nos niveis de switch virtual e

@ grupo de portas estejam definidas como Aceitar para Modo Promiscuo, Alteragdes de
Enderego MAC e Transmissoes Falsificadas. Os valores definidos no switch virtual podem ser
substituidos pelos valores no nivel do grupo de portas, portanto, certifique-se de que as
configuragdes sejam as mesmas em ambos os locais.

Para habilitar a clonagem de MAC, consulte o"instru¢des para criar arquivos de configuracao de no" .

Exemplo de clonagem de MAC

Exemplo de clonagem de MAC habilitada com um host com endere¢co MAC de 11:22:33:44:55:66 para a
interface ens256 e as seguintes chaves no arquivo de configuragao do no:

* ADMIN NETWORK TARGET = ens256
* ADMIN NETWORK MAC = b2:9c:02:¢c2:27:10

* ADMIN NETWORK TARGET TYPE INTERFACE CLONE_MAC = true

Resultado: o MAC do host para ens256 & b2:9¢:02:¢2:27:10 e o MAC da rede de administragado é
11:22:33:44:55:66

Exemplo 1: mapeamento 1 para 1 para NICs fisicas ou virtuais

O Exemplo 1 descreve um mapeamento de interface fisica simples que requer pouca ou nenhuma
configuragéo do lado do host.
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You Configure

O sistema operacional Linux cria as interfaces ensXYZ automaticamente durante a instalagdo ou inicializagéo,
ou quando as interfaces sao adicionadas a quente. Nenhuma configuragéo € necessaria além de garantir que
as interfaces estejam definidas para serem ativadas automaticamente apds a inicializagéo. Vocé precisa
determinar qual ensXYZ corresponde a qual rede StorageGRID (Grid, Admin ou Cliente) para poder fornecer
0s mapeamentos corretos posteriormente no processo de configuragao.

Observe que a figura mostra varios nés StorageGRID ; no entanto, vocé normalmente usaria essa
configuragéo para VMs de no unico.

Se o Switch 1 for um switch fisico, vocé devera configurar as portas conectadas as interfaces 10G; a 10G;
para o modo de acesso e coloca-las nas VLANs apropriadas.

Exemplo 2: VLANs transportando vinculo LACP

O Exemplo 2 pressupde que vocé esteja familiarizado com a vinculagéo de interfaces de rede e com a criagéo
de interfaces VLAN na distribuigdo Linux que esta usando.

Sobre esta tarefa

O Exemplo 2 descreve um esquema genérico e flexivel baseado em VLAN que facilita o compartilhamento de
toda a largura de banda de rede disponivel entre todos os ndés em um unico host. Este exemplo &
particularmente aplicavel a hosts bare metal.

Para entender este exemplo, suponha que vocé tenha trés sub-redes separadas para as redes Grid, Admin e
Client em cada data center. As sub-redes estdo em VLANs separadas (1001, 1002 e 1003) e sao
apresentadas ao host em uma porta de tronco vinculada ao LACP (bond0). Vocé configuraria trés interfaces
VLAN no bond: bond0.1001, bond0.1002 e bond0.1003.

Se vocé precisar de VLANSs e sub-redes separadas para redes de ndés no mesmo host, podera adicionar
interfaces de VLAN no vinculo e mapea-las no host (mostrado como bond0.1004 na ilustragéo).
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Passos

1. Agregue todas as interfaces de rede fisica que serao usadas para conectividade de rede StorageGRID em
um unico vinculo LACP.

Use 0 mesmo nome para o vinculo em todos os hosts, por exemplo, bondO.

2. Crie interfaces VLAN que usem esse vinculo como seu "dispositivo fisico" associado, usando a convengao
de nomenclatura de interface VLAN padréo physdev-name.VLAN ID.

Observe que as etapas 1 e 2 exigem configuragdo apropriada nos switches de borda que terminam as
outras extremidades dos links de rede. As portas do switch de borda também devem ser agregadas em
um canal de porta LACP, configuradas como um tronco e autorizadas a passar todas as VLANs
necessarias.

Sao fornecidos arquivos de configuragédo de interface de exemplo para este esquema de configuracdo de
rede por host.

Informacgdes relacionadas

"Exemplo /etc/network/interfaces"

Configurar armazenamento do host

Vocé deve alocar volumes de armazenamento em bloco para cada host.
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Antes de comecgar
Vocé revisou os seguintes topicos, que fornecem as informagdes necessarias para realizar esta tarefa:

* "Requisitos de armazenamento e desempenho”

* "Requisitos de migragéo do contéiner de no"

Sobre esta tarefa

Ao alocar volumes de armazenamento em bloco (LUNs) para hosts, use as tabelas em "Requisitos de
armazenamento” para determinar o seguinte:

* Numero de volumes necessarios para cada host (com base no nimero e nos tipos de nds que serao
implantados naquele host)

« Categoria de armazenamento para cada volume (ou seja, Dados do Sistema ou Dados do Objeto)

« Tamanho de cada volume

Vocé usara essas informagoes, bem como o nome persistente atribuido pelo Linux a cada volume fisico ao
implantar nés StorageGRID no host.

@ Vocé nao precisa particionar, formatar ou montar nenhum desses volumes; vocé so precisa
garantir que eles estejam visiveis para os hosts.

@ Somente um LUN de dados de objeto é necessario para nés de armazenamento somente de
metadados.

Evite usar arquivos de dispositivos especiais "brutos"(/dev/sdb , por exemplo) ao compor sua lista de nomes
de volumes. Esses arquivos podem mudar durante as reinicializagdes do host, o que afetara a operagao
correta do sistema. Se vocé estiver usando iISCSI LUNs e Device Mapper Multipathing, considere usar aliases
multipath no /dev/mapper diretdrio, especialmente se sua topologia SAN incluir caminhos de rede
redundantes para o armazenamento compartilhado. Alternativamente, vocé pode usar os softlinks criados pelo
sistema em /dev/disk/by-path/ para seus nomes de dispositivos persistentes.

Por exemplo:
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1ls -1

$ 1s -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:00:07.1-ata-2 -> ../../sr0
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal
lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-part?2

-> ../../sda2
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:1:0 ->

../../sdb
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd

Os resultados serao diferentes para cada instalagao.

Atribua nomes amigaveis a cada um desses volumes de armazenamento em bloco para simplificar a
instalacao inicial do StorageGRID e os procedimentos futuros de manutengado. Se vocé estiver usando o driver
multipath do mapeador de dispositivos para acesso redundante a volumes de armazenamento compartilhado,
podera usar o alias campo em seu /etc/multipath.conf arquivo.

Por exemplo:
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multipaths {

multipath {
wwid 3600a09800059d6df00005df2573¢c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005d£f4573c2c30
alias sgws—adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005d£5573c2c30
alias sgws—-adml-tables

}

multipath {
wwid 3600a09800059d6df00005d£6573c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

Usar o campo de alias dessa forma faz com que os aliases aparegam como dispositivos de bloco no
/dev/mapper diretdrio no host, permitindo que vocé especifique um nome amigavel e facilmente validado
sempre que uma operacao de configuragdo ou manutengao exigir a especificagdo de um volume de
armazenamento em bloco.

Se vocé estiver configurando o armazenamento compartilhado para oferecer suporte a migragao de nos do
StorageGRID e usar o Device Mapper Multipathing, vocé pode criar e instalar um /etc/multipath.conf
em todos os hosts co-localizados. Apenas certifique-se de usar um volume de armazenamento do Docker
diferente em cada host. Usar aliases e incluir o nome do host de destino no alias para cada LUN de volume de
armazenamento do Docker tornara isso facil de lembrar e € recomendado.

O suporte ao Docker como mecanismo de contéiner para implantagdes somente de software
(D esta obsoleto. O Docker sera substituido por outro mecanismo de contéiner em uma versao
futura.

Informacgdes relacionadas
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* "Requisitos de armazenamento e desempenho”

» "Requisitos de migracao do contéiner de nd"

Configurar o volume de armazenamento do mecanismo de contéiner

Antes de instalar o mecanismo de contéiner (Docker ou Podman), talvez seja necessario
formatar o volume de armazenamento e monta-lo.

O suporte ao Docker como mecanismo de contéiner para implantagdes somente de software
@ esta obsoleto. O Docker sera substituido por outro mecanismo de contéiner em uma versao
futura.

Sobre esta tarefa

Vocé pode pular essas etapas se planeja usar armazenamento local para o volume de armazenamento do
Docker e tiver espaco suficiente disponivel na particdo do host que contém /var/1ib .

Passos

1. Crie um sistema de arquivos no volume de armazenamento do Docker:
sudo mkfs.ext4 docker-storage-volume-device
2. Monte o volume de armazenamento do Docker:

sudo mkdir -p /var/lib/docker
sudo mount docker-storage-volume-device /var/lib/docker

3. Adicione uma entrada para docker-storage-volume-device em /etc/fstab.

Esta etapa garante que o volume de armazenamento sera remontado automaticamente apos a
reinicializacéo do host.

Instalar o Docker

O sistema StorageGRID é executado no Linux como uma colegéo de contéineres
Docker. Antes de instalar o StorageGRID, vocé deve instalar o Docker.

O suporte ao Docker como mecanismo de contéiner para implantagdes somente de software
@ esta obsoleto. O Docker sera substituido por outro mecanismo de contéiner em uma versao
futura.

Passos

1. Instale o Docker seguindo as instrugdes para sua distribuigdo Linux.

@ Se o Docker nao estiver incluido na sua distribuigdo Linux, vocé podera baixa-lo do site do
Docker.
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2. Certifique-se de que o Docker foi habilitado e iniciado executando os dois comandos a seguir:

sudo systemctl enable docker

sudo systemctl start docker

3. Confirme se vocé instalou a versao esperada do Docker digitando o seguinte:

sudo docker version

As versdes do cliente e do servidor devem ser 1.11.0 ou posterior.

Informacgodes relacionadas

"Configurar armazenamento do host"

Instalar servigos de host do StorageGRID
Use o pacote StorageGRID DEB para instalar os servigos do host StorageGRID .

Sobre esta tarefa

Estas instrucbes descrevem como instalar os servigos de host dos pacotes DEB. Como alternativa, vocé pode
usar os metadados do repositério APT incluidos no arquivo de instalagdo para instalar os pacotes DEB
remotamente. Consulte as instrugdes do repositério APT para seu sistema operacional Linux.

Passos

1. Copie os pacotes DEB do StorageGRID para cada um dos seus hosts ou disponibilize-os no
armazenamento compartilhado.

Por exemplo, coloque-os no /tmp diretorio, para que vocé possa usar o comando de exemplo na proxima
etapa.

2. Efetue login em cada host como root ou usando uma conta com permisséo sudo e execute os seguintes
comandos.

Vocé deve instalar o images pacote primeiro, € 0 service pacote segundo. Se vocé colocou os pacotes
em um diretdrio diferente de /tmp , modifique o comando para refletir o caminho que vocé usou.

sudo dpkg --install /tmp/storagegrid-webscale-images-version-SHA.deb

sudo dpkg --install /tmp/storagegrid-webscale-service-version-SHA.deb
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O Python 2,7 ja deve estar instalado antes que os pacotes StorageGRID possam ser
instalados. O sudo dpkg --install /tmp/storagegrid-webscale-images-
version-SHA.deb o comando falhara até que vocé o faca.

Automatize a instalacao (Ubuntu ou Debian)

Vocé pode automatizar a instalagdo do servigo de host StorageGRID e a configuragao
dos nos da grade.

Sobre esta tarefa

Automatizar a implantagéo pode ser util em qualquer um dos seguintes casos:

* Vocé ja usa uma estrutura de orquestragédo padrao, como Ansible, Puppet ou Chef, para implantar e
configurar hosts fisicos ou virtuais.

* Vocé pretende implantar varias instancias do StorageGRID .

* Vocé esta implantando uma instancia StorageGRID grande e complexa.

O servigo de host StorageGRID ¢ instalado por um pacote e controlado por arquivos de configuragao que
podem ser criados interativamente durante uma instalagdo manual ou preparados com antecedéncia (ou
programaticamente) para permitir a instalagdo automatizada usando estruturas de orquestragéo padrao. O
StorageGRID fornece scripts Python opcionais para automatizar a configuragao de dispositivos StorageGRID
e de todo o sistema StorageGRID (a "grade"). Vocé pode usar esses scripts diretamente ou inspeciona-los
para aprender como usar a APl REST de instalagéo do StorageGRID em ferramentas de implantagao e
configuragédo de grade que vocé mesmo desenvolve.

Automatize a instalagao e a configuragao do servigo de host StorageGRID

Vocé pode automatizar a instalacdo do servigo de host StorageGRID usando estruturas de orquestragcéo
padréao, como Ansible, Puppet, Chef, Fabric ou SaltStack.

O servigo de host StorageGRID é empacotado em um DEB e é controlado por arquivos de configuragao que
podem ser preparados com antecedéncia (ou programaticamente) para permitir a instalagao automatizada. Se
vocé ja usa uma estrutura de orquestragao padrao para instalar e configurar o Ubuntu ou Debian, adicionar o
StorageGRID aos seus playbooks ou receitas deve ser simples.

Vocé pode automatizar estas tarefas:

—_

. Instalando Linux

Configurando o Linux

Configurando interfaces de rede do host para atender aos requisitos do StorageGRID
Configurando o armazenamento do host para atender aos requisitos do StorageGRID
Instalando o Docker

Instalando o servigo de host StorageGRID

Criando arquivos de configuracao de n6 StorageGRID em /etc/storagegrid/nodes

Validando arquivos de configuragéo do n6 StorageGRID

© ® N o g &> w N

Iniciando o servigo do host StorageGRID
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Exemplo de fun¢ado e manual do Ansible

Exemplo de funcdo e manual do Ansible sédo fornecidos com o arquivo de instalacdo no /extras pasta. O
manual do Ansible mostra como o storagegrid A fungéo prepara os hosts e instala o StorageGRID nos
servidores de destino. Vocé pode personalizar a fungao ou o manual conforme necessario.

Automatize a configuragao do StorageGRID

Apos implantar os nés da grade, vocé pode automatizar a configuragéo do sistema StorageGRID .

Antes de comecgar
* Vocé sabe a localizagdo dos seguintes arquivos do arquivo de instalagéo.

Nome do arquivo Descrigao

configurar-storagegrid.py Script Python usado para automatizar a
configuragao

configurar-storagegrid.sample.json Arquivo de configuragdo de exemplo para uso com
o script

configurar-storagegrid.blank.json Arquivo de configuragdo em branco para uso com o
script

* Vocé criou um configure-storagegrid. json arquivo de configuragao. Para criar este arquivo, vocé
pode modificar o arquivo de configuragdo de exemplo(configure-storagegrid.sample.json )OUO
arquivo de configuragdo em branco(configure-storagegrid.blank.json ).

Sobre esta tarefa

Vocé pode usar o configure-storagegrid.py Script Python e 0 configure-storagegrid. json
arquivo de configuragdo para automatizar a configuragao do seu sistema StorageGRID .

@ Vocé também pode configurar o sistema usando o Grid Manager ou a API de instalagao.

Passos
1. Faca login na maquina Linux que vocé esta usando para executar o script Python.

2. Mude para o diretério onde vocé extraiu o arquivo de instalagao.

Por exemplo:

cd StorageGRID-Webscale-version/platform

onde platform é debs , rpms , OU vsphere .
3. Execute o script Python e use o arquivo de configuragdo que vocé criou.

Por exemplo:
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./configure-storagegrid.py ./configure-storagegrid.json --start-install

Resultado

Um pacote de recuperacao . zip O arquivo é gerado durante o processo de configuragao e é baixado para o
diretdrio onde vocé esta executando o processo de instalagéo e configuragdo. Vocé deve fazer backup do
arquivo do pacote de recuperagao para poder recuperar o sistema StorageGRID se um ou mais nés da grade
falharem. Por exemplo, copie-o para um local de rede seguro e com backup e para um local de
armazenamento em nuvem seguro.

(D O arquivo do pacote de recuperagao deve ser protegido porque contém chaves de criptografia e
senhas que podem ser usadas para obter dados do sistema StorageGRID .

Se vocé especificou que senhas aleatérias devem ser geradas, abra 0 Passwords. txt arquivo e procure as
senhas necessarias para acessar seu sistema StorageGRID .

FHHH A AR AR A R R R
##### The StorageGRID "Recovery Package" has been downloaded as: #####

#HHH4 ./sgws-recovery-package-994078-revl.zip FHH4H#
#H4#4 Safeguard this file as it will be needed in case of a FHH4##
#HHH4 StorageGRID node recovery. #HHHH#

FHAFH A H AR H AR A A A
Seu sistema StorageGRID estara instalado e configurado quando uma mensagem de confirmacgéo for exibida.
StorageGRID has been configured and installed.

Informacgdes relacionadas
"Instalacdo REST API"

Implantar nés de grade virtual (Ubuntu ou Debian)

Crie arquivos de configuragao de né para implantagées do Ubuntu ou Debian

Os arquivos de configuragao de né séo pequenos arquivos de texto que fornecem as
informagdes que o servigo de host StorageGRID precisa para iniciar um né e conecta-lo
a rede apropriada e aos recursos de armazenamento em bloco. Os arquivos de
configuragao de nds sao usados para nos virtuais e ndo para nos de dispositivos.

Localizagao dos arquivos de configuragao do né

Coloque o arquivo de configuragao para cada né StorageGRID no /etc/storagegrid/nodes diretério no
host onde o n6 sera executado. Por exemplo, se vocé planeja executar um né de administragdo, um né de
gateway e um no6 de armazenamento no HostA, vocé deve colocar trés arquivos de configuragdo de né em
/etc/storagegrid/nodes no HostA.
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Vocé pode criar os arquivos de configuragao diretamente em cada host usando um editor de texto, como vim
ou nano, ou pode cria-los em outro lugar e mové-los para cada host.

Nomenclatura de arquivos de configuragdo de né

Os nomes dos arquivos de configuragdo sao significativos. O formato € node-name.conf , onde node-name
€ um nome que vocé atribui ao né. Este nome aparece no instalador do StorageGRID e € usado para
operagoes de manutengao de nds, como migragéo de nos.

Os nomes dos nds devem seguir estas regras:

* Deve ser unico

* Deve comegar com uma letra

* Pode conter os caracteresdeAaZedeaaz

* Pode conter os numeros de 0 a 9

* Pode conter um ou mais hifens (-)

* Nao deve ter mais de 32 caracteres, sem incluir o . conf extenséo

Quaisquer arquivos em /etc/storagegrid/nodes que ndo seguem essas convengdes de nomenclatura
nao serdo analisados pelo servigo host.

Se vocé tiver uma topologia multisite planejada para sua grade, um esquema tipico de nomenclatura de nos
pode ser:

site-nodetype-nodenumber.conf

Por exemplo, vocé pode usar dcl-adml.conf para o primeiro né de administracdo no Data Center 1 e dc2-
sn3.conf para o terceiro n6 de armazenamento no Data Center 2. No entanto, vocé pode usar qualquer
esquema que desejar, desde que todos os nomes de nds sigam as regras de nomenclatura.

Conteudo de um arquivo de configuragao de né

Um arquivo de configuragao contém pares chave/valor, com uma chave e um valor por linha. Para cada par
chavel/valor, siga estas regras:

* A chave e o valor devem ser separados por um sinal de igual(= ) e espagco em branco opcional.

* As chaves ndo podem conter espacos.

* Os valores podem conter espagos incorporados.

* Qualquer espago em branco a esquerda ou a direita sera ignorado.
A tabela a seguir define os valores para todas as chaves suportadas. Cada tecla tem uma das seguintes
designacoes:

» Obrigatério: Obrigatorio para cada né ou para os tipos de né especificados

* Melhor pratica: Opcional, embora recomendado

* Opcional: Opcional para todos os nés
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Chaves de rede de administragao
IP_ADMIN

Valor

Enderego IPv4 da rede de grade do né administrativo primario da grade
a qual esse no pertence. Use o0 mesmo valor especificado para
GRID_NETWORK_IP para o né de grade com NODE_TYPE =
VM_Admin_Node e ADMIN_ROLE = Primary. Se vocé omitir esse
parametro, o no tentara descobrir um n6 de administragédo primario
usando mDNS.

"Como os nés da grade descobrem o n6é administrativo principal”

Observacao: Este valor é ignorado e pode ser proibido no né de
administragao primario.

CONFIGURAGAO_DE_ADMINISTRAGAO

Valor

DHCP, ESTATICO ou DESATIVADO

ADMIN_REDE_ESL

Valor

Lista separada por virgulas de sub-redes em notacéo CIDR com as
quais este n6 deve se comunicar usando o gateway da rede de
administracao.

Exemplo: 172.16.0.0/21,172.17.0.0/21

GATEWAY_DE_REDE_ADMINISTRATIVA

Valor

Endereco IPv4 do gateway da rede de administragédo local para este no.
Deve estar na sub-rede definida por ADMIN_NETWORK _IP e
ADMIN_NETWORK_MASK. Este valor & ignorado para redes
configuradas por DHCP.

Exemplos:
1.1.1.1

10.224.4.81
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Melhores praticas

Designagao

Opcional

Designagéo

Opcional

Designagao

Obrigatorio se

ADMIN NETWORK ESL &
especificado. Caso contrario, é
opcional.



IP_DE_REDE_ADMINISTRATIVA

Valor Designagéo

Enderecgo IPv4 deste n6 na rede de administragdo. Esta chave s6 é Obrigatorio quando

necessaria quando ADMIN_NETWORK_CONFIG = STATIC; ndo a ADMIN_NETWORK_CONFIG =
especifique para outros valores. STATIC.

Exemplos: Caso contrario, & opcional.
1.1.1.1

10.224.4.81

ADMIN_REDE_MAC

Valor Designagédo

O endereco MAC da interface de rede de administragao no contéiner. Opcional

Este campo é opcional. Se omitido, um enderego MAC sera gerado
automaticamente.

Deve ter 6 pares de digitos hexadecimais separados por dois pontos.

Exemplo: b2:9¢:02:¢2:27:10

MASCARA_DE_REDE_ADMINISTRATIVA

Valor Designagao

Mascara de rede IPv4 para este no, na rede de administragao. Obrigatorio se

Especifique esta chave quando ADMIN_NETWORK_CONFIG = ADMIN_NETWORK_IP for

STATIC; nao a especifique para outros valores. especificado e
ADMIN_NETWORK_CONFIG =

Exemplos: STATIC.

255.255.255.0 Caso contrario, é opcional.

255.255.248.0

MTU_DE_REDE_ADMINISTRATIVA
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Valor Designagédo

A unidade maxima de transmissao (MTU) para este n6 na rede de Opcional
administracdo. Nao especifique se ADMIN_NETWORK_CONFIG =

DHCP. Se especificado, o valor deve estar entre 1280 e 9216. Se

omitido, 1500 sera usado.

Se vocé quiser usar quadros jumbo, defina a MTU para um valor
adequado para quadros jumbo, como 9000. Caso contrario, mantenha o
valor padrao.

IMPORTANTE: O valor da MTU da rede deve corresponder ao valor
configurado na porta do switch a qual o n6 esta conectado. Caso
contrario, podem ocorrer problemas de desempenho da rede ou perda
de pacotes.

Exemplos:

1500

8192

ADMIN_REDE_ALVO

Valor Designagédo

Nome do dispositivo host que vocé usara para acesso a rede de Melhores praticas
administracédo pelo n6 StorageGRID . Somente nomes de interface de

rede sdo suportados. Normalmente, vocé usa um nome de interface

diferente do que foi especificado para GRID_NETWORK_TARGET ou
CLIENT_NETWORK_TARGET.

Observacgao: Nao use dispositivos de ligagdo ou ponte como alvo de
rede. Configure uma VLAN (ou outra interface virtual) sobre o
dispositivo de ligagao ou use um par de ponte e Ethernet virtual (veth).
Melhor pratica: especifique um valor mesmo que este n6 nao tenha
inicialmente um endereco IP de rede de administracao. Depois, vocé
pode adicionar um endereco IP de rede de administracao, sem precisar
reconfigurar o né no host.

Exemplos:

bond0.1002

ens256

TIPO_DE_ALVO_DE_REDE_ADMINISTRATIVA
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Valor Designagédo

Interface (Este é o Unico valor suportado.) Opcional

TIPO_DE_ALVO_DE_REDE_ADMINISTRAGAO INTERFACE_CLONE_MAC

Valor Designagao

Verdadeiro ou falso Melhores praticas

Defina a chave como "true" para fazer com que o contéiner
StorageGRID use o enderegco MAC da interface de destino do host na
rede de administracao.

Melhores praticas: Em redes onde o modo promiscuo seria
necessario, use a chave
ADMIN_NETWORK_TARGET_TYPE_INTERFACE_CLONE_MAC.

Para mais detalhes sobre clonagem de MAC:

» "Consideracdes e recomendacdes para clonagem de enderecos
MAC (Red Hat Enterprise Linux)"

» "Consideragbes e recomendagdes para clonagem de enderegos
MAC (Ubuntu ou Debian)"

FUNGAO_ADMINISTRATIVA

Valor Designagédo
Primario ou nao primario Obrigatoério quando NODE_TYPE =

VM_Admin_Node
Esta chave so6 é necessaria quando NODE_TYPE = VM_Admin_Node;

nao a especifique para outros tipos de no. Caso contrario, é opcional.

Bloquear chaves do dispositivo

LOGS_DE_AUDITORIA_DE_DISPOSITIVO_DE_BLOCO
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Valor

Caminho e nome do arquivo especial do dispositivo de bloco que este
noé usara para armazenamento persistente de logs de auditoria.

Exemplos:

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:0:0

/dev/disk/by-id/wwn-

0x600a09800059d6d£000060d757b475£fd

/dev/mapper/sgws—adml-audit-logs

BLOCK_DEVICE_RANGEDB_nnn

Valor

Caminho e nome do arquivo especial do dispositivo de bloco que este
noé usara para armazenamento de objetos persistentes. Esta chave sé é
necessaria para nos com NODE_TYPE = VM_Storage Node; ndo a
especifique para outros tipos de nés.

Somente BLOCK_DEVICE_RANGEDB_000 é necessario; o restante é
opcional. O dispositivo de bloco especificado para
BLOCK_DEVICE_RANGEDB_000 deve ter pelo menos 4 TB; os outros

podem Ser menores.

Nao deixe lacunas. Se vocé especificar
BLOCK_DEVICE_RANGEDB_ 005, também devera especificar

BLOCK_DEVICE_RANGEDB_004.

Observacao: para compatibilidade com implantacdes existentes,
chaves de dois digitos sao suportadas para nés atualizados.

Exemplos:

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:0:0

/dev/disk/by-id/wwn-

0x600a09800059d6df000060d757b475£fd

/dev/mapper/sgws-snl-rangedb-000
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Designacgéo

Obrigatério para nés com
NODE_TYPE = VM_Admin_Node.
Nao especifique isso para outros
tipos de nos.

Designagéo

Obrigatério:
BLOCK_DEVICE_RANGEDB_000
Opcional:
BLOCK_DEVICE_RANGEDB_001
BLOCK_DEVICE_RANGEDB_002
BLOCK_DEVICE_RANGEDB_003
BLOCK_DEVICE_RANGEDB_004
BLOCK_DEVICE_RANGEDB_005
BLOCK_DEVICE_RANGEDB_006
BLOCK_DEVICE_RANGEDB_007
BLOCK_DEVICE_RANGEDB_008
BLOCK_DEVICE_RANGEDB_009
BLOCK_DEVICE_RANGEDB_010
BLOCK_DEVICE_RANGEDB_011
BLOCK_DEVICE_RANGEDB_012
BLOCK_DEVICE_RANGEDB_013
BLOCK_DEVICE_RANGEDB_014

BLOCK_DEVICE_RANGEDB_015



TABELAS_DE_DISPOSITIVOS_DE_BLOCO

Valor

Caminho e nome do arquivo especial do dispositivo de bloco que este
noé usara para armazenamento persistente de tabelas de banco de
dados. Esta chave s0 é necessaria para nos com NODE_TYPE =
VM_Admin_Node; ndo a especifique para outros tipos de nos.

Exemplos:
/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:0:0

/dev/disk/by-id/wwn-
0x600a09800059d6df000060d757b475fd

/dev/mapper/sgws—-adml-tables

BLOCO_DISPOSITIVO_VAR_LOCAL

Valor

Caminho e nome do arquivo especial do dispositivo de bloco que este
no usara para seu /var/local armazenamento persistente.

Exemplos:
/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:0:0

/dev/disk/by-id/wwn-
0x600a09800059d6df000060d757b475fd

/dev/mapper/sgws-snl-var-local

Chaves de rede do cliente

CONFIGURAGAO_DE_REDE_DO_CLIENTE

Valor

DHCP, ESTATICO ou DESATIVADO

GATEWAY_DE_REDE_DO_CLIENTE

Valor

Designagéo

Obrigatorio

Designagéo

Obrigatorio

Designagao

Opcional

Designacéo
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Enderecgo IPv4 do gateway da rede do cliente local para este né, que
deve estar na sub-rede definida por CLIENT_NETWORK_IP e
CLIENT_NETWORK_MASK. Este valor é ignorado para redes
configuradas por DHCP.

Exemplos:

1.1.1.1

10.224.4.81

IP_DE_REDE_DO_CLIENTE

Valor

Endereco IPv4 deste né na rede do cliente.

Esta chave s6 é necessaria quando CLIENT_NETWORK_CONFIG =
STATIC; nado a especifique para outros valores.

Exemplos:

1.1.1.1

10.224.4.81

CLIENTE_REDE_MAC

Valor

O enderegco MAC da interface de rede do cliente no contéiner.

Este campo é opcional. Se omitido, um enderegco MAC sera gerado
automaticamente.

Deve ter 6 pares de digitos hexadecimais separados por dois pontos.

Exemplo: b2:9¢:02:¢2:27:20

MASCARA_DE_REDE_DO_CLIENTE
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Opcional

Designagéo

Obrigatdrio quando
CLIENT_NETWORK_CONFIG =
STATIC

Caso contrario, € opcional.

Designagao

Opcional



Valor Designagédo

Mascara de rede IPv4 para este n6 na rede do cliente. Obrigatério se
CLIENT_NETWORK_IP for

Especifique esta chave quando CLIENT_NETWORK_CONFIG = especificado e

STATIC; néo a especifique para outros valores. CLIENT_NETWORK_CONFIG =
STATIC

Exemplos:

Caso contrario, é opcional.
255.255.255.0

255.255.248.0

MTU_DE_REDE_DO_CLIENTE

Valor Designagao

A unidade maxima de transmissado (MTU) para este n6 na rede do Opcional
cliente. Nao especifique se CLIENT_NETWORK_CONFIG = DHCP. Se
especificado, o valor deve estar entre 1280 e 9216. Se omitido, 1500

sera usado.

Se vocé quiser usar quadros jumbo, defina a MTU para um valor
adequado para quadros jumbo, como 9000. Caso contrario, mantenha o
valor padrao.

IMPORTANTE: O valor da MTU da rede deve corresponder ao valor
configurado na porta do switch a qual o n6 esta conectado. Caso
contrario, podem ocorrer problemas de desempenho da rede ou perda
de pacotes.

Exemplos:

1500

8192

CLIENTE_REDE_ALVO
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Valor Designagédo

Nome do dispositivo host que vocé usara para acesso a rede do cliente  Melhores praticas
pelo né StorageGRID . Somente nomes de interface de rede séao

suportados. Normalmente, vocé usa um nome de interface diferente do

que foi especificado para GRID NETWORK_ TARGET ou

ADMIN_NETWORK_TARGET.

Observacgao: Nao use dispositivos de ligagdo ou ponte como alvo de
rede. Configure uma VLAN (ou outra interface virtual) sobre o
dispositivo de ligagao ou use um par de ponte e Ethernet virtual (veth).
Melhor pratica: especifique um valor mesmo que este n6 ndo tenha
inicialmente um endereco IP de rede do cliente. Depois, vocé pode
adicionar um endereco IP de rede do cliente, sem precisar reconfigurar
0 Nno no host.

Exemplos:

bond0.1003

ens423

TIPO_DE_ALVO_DE_REDE_DO_CLIENTE

Valor Designagédo

Interface (Este é o Unico valor suportado.) Opcional

CLIENTE_REDE_TIPO_DE_ALVO_INTERFACE_CLONE_MAC

Valor Designagao

Verdadeiro ou falso Melhores praticas

Defina a chave como "true" para fazer com que o contéiner
StorageGRID use o enderego MAC da interface de destino do host na
rede do cliente.

Melhores praticas: Em redes onde o modo promiscuo seria
necessario, use a chave
CLIENT_NETWORK_TARGET_TYPE_INTERFACE_CLONE_MAC.

Para mais detalhes sobre clonagem de MAC:

* "Consideracdes e recomendacdes para clonagem de enderecos
MAC (Red Hat Enterprise Linux)"

» "Consideragbes e recomendagbes para clonagem de enderegos
MAC (Ubuntu ou Debian)"

42


https://docs.netapp.com/pt-br/storagegrid-119/rhel/configuring-host-network.html#considerations-and-recommendations-for-mac-address-cloning
https://docs.netapp.com/pt-br/storagegrid-119/rhel/configuring-host-network.html#considerations-and-recommendations-for-mac-address-cloning

Chaves de rede de grade
CONFIGURAGAO_DE_REDE_DE_GRADE

Valor

ESTATICO ou DHCP

O padrao é STATIC se nao for especificado.

GATEWAY_DE_REDE_DE_GRADE

Valor

Enderecgo IPv4 do gateway da Grid Network local para este no, que
deve estar na sub-rede definida por GRID_NETWORK_IP e
GRID_NETWORK_MASK. Este valor € ignorado para redes
configuradas por DHCP.

Se a Grid Network for uma Unica sub-rede sem gateway, use o
endereco de gateway padrao para a sub-rede (XYZ1) ou o valor

GRID_NETWORK_IP deste n6; qualquer valor simplificara possiveis
expansodes futuras da Grid Network.

IP_DE_REDE_DE_GRID

Valor

Endereco IPv4 deste né na Rede Grid. Esta chave s6 € necessaria
quando GRID_NETWORK_CONFIG = STATIC; nao a especifique para
outros valores.

Exemplos:

1.1.1.1

10.224.4.81

GRID_REDE_MAC

Valor

O enderego MAC da interface da Grid Network no contéiner.
Deve ter 6 pares de digitos hexadecimais separados por dois pontos.

Exemplo: b2:9¢:02:¢2:27:30

Designacéo

Melhores praticas

Designagao

Obrigatorio

Designagéo

Obrigatdrio quando
GRID_NETWORK_CONFIG =
STATIC

Caso contrario, € opcional.

Designagéo

Opcional

Se omitido, um endereco MAC
sera gerado automaticamente.
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MASCARA_DE_REDE_DE_GRADE

Valor Designagéo

Mascara de rede IPv4 para este no na rede Grid. Especifique esta Obrigatorio quando

chave quando GRID NETWORK_ CONFIG = STATIC; ndo a especifique GRID_NETWORK IP é

para outros valores. especificado e
GRID_NETWORK_CONFIG =

Exemplos: STATIC.

255.255.255.0 Caso contrario, & opcional.

255.255.248.0

MTU_DE_REDE_DE_GRADE

Valor Designagédo

A unidade maxima de transmisséo (MTU) para este n6 na rede de Opcional
grade. Nao especifique se GRID_NETWORK_CONFIG = DHCP. Se

especificado, o valor deve estar entre 1280 e 9216. Se omitido, 1500

sera usado.

Se vocé quiser usar quadros jumbo, defina a MTU para um valor
adequado para quadros jumbo, como 9000. Caso contrario, mantenha o
valor padrao.

IMPORTANTE: O valor da MTU da rede deve corresponder ao valor
configurado na porta do switch a qual o n6 esta conectado. Caso
contrario, podem ocorrer problemas de desempenho da rede ou perda
de pacotes.

IMPORTANTE: Para o melhor desempenho da rede, todos os nos
devem ser configurados com valores de MTU semelhantes em suas
interfaces de rede de grade. O alerta Incompatibilidade de MTU da
rede de grade ¢é acionado se houver uma diferenca significativa nas
configuragdes de MTU da rede de grade em nés individuais. Os valores
de MTU n&o precisam ser os mesmos para todos os tipos de rede.
Exemplos:

1500

8192

ALVO_DA_REDE_DE_GRID
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Valor Designagédo

Nome do dispositivo host que vocé usara para acesso a Grid Network Obrigatério
pelo né StorageGRID . Somente nomes de interface de rede séao

suportados. Normalmente, vocé usa um nome de interface diferente do

que foi especificado para ADMIN_NETWORK_TARGET ou
CLIENT_NETWORK_TARGET.

Observacgao: Nao use dispositivos de ligagdo ou ponte como alvo de

rede. Configure uma VLAN (ou outra interface virtual) sobre o

dispositivo de ligagao ou use um par de ponte e Ethernet virtual (veth).

Exemplos:
bond0.1001

ensl192

TIPO_DE_ALVO_DE_REDE_DE_GRID

Valor Designagao

Interface (Este € o Unico valor suportado.) Opcional

TIPO_DE_ALVO_DE_REDE_DE_GRID_INTERFACE_CLONE_MAC

Valor Designagao

Verdadeiro ou falso Melhores praticas

Defina o valor da chave como "true" para fazer com que o contéiner
StorageGRID use o enderego MAC da interface de destino do host na
Grid Network.

Melhores praticas: Em redes onde o modo promiscuo seria
necessario, use a chave
GRID_NETWORK_TARGET_TYPE_INTERFACE_CLONE_MAC.

Para mais detalhes sobre clonagem de MAC:

» "Consideracgdes e recomendagdes para clonagem de enderecos
MAC (Red Hat Enterprise Linux)"

» "Consideragbes e recomendagdes para clonagem de enderegos
MAC (Ubuntu ou Debian)"

Chave de senha de instalagao (temporaria)

HASH_DE_SENHA_TEMPORARIA_PERSONALIZADA
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Valor Designagédo

Para o n6 de administragao principal, defina uma senha temporaria Melhores praticas
padrao para a API de instalagdo do StorageGRID durante a instalagao.

Observacgao: Defina uma senha de instalagdo somente no n6 de
administracao principal. Se vocé tentar definir uma senha em outro tipo
de no, a validagao do arquivo de configuragdo do no falhara.

Definir esse valor nao tera efeito quando a instalagéo estiver concluida.

Se esta chave for omitida, por padrdo nenhuma senha temporaria sera
definida. Como alternativa, vocé pode definir uma senha temporaria
usando a API de instalagdo do StorageGRID .

Deve ser um crypt () Hash de senha SHA-512 com formato
$6S<salt>$S<password hash> para uma senha de pelo menos 8 e
nao mais que 32 caracteres.

Este hash pode ser gerado usando ferramentas CLI, como 0 openssl1
passwd comando no modo SHA-512.

Chave de interfaces

INTERFACE_ALVO_nnnn

Valor Designagédo

Nome e descricao opcional para uma interface extra que vocé deseja Opcional
adicionar a este no. Vocé pode adicionar varias interfaces extras a cada
no.

Para nnnn, especifique um numero exclusivo para cada entrada
INTERFACE_TARGET que vocé esta adicionando.

Para o valor, especifique o nome da interface fisica no host bare-metal.
Em seguida, opcionalmente, adicione uma virgula e fornega uma
descrigcao da interface, que é exibida na pagina de interfaces de VLAN e
na pagina de grupos de HA.

Exemplo: INTERFACE TARGET 000l=ens256, Trunk

Se vocé adicionar uma interface de tronco, devera configurar uma
interface VLAN no StorageGRID. Se vocé adicionar uma interface de
acesso, podera adiciona-la diretamente a um grupo HA; ndo precisara
configurar uma interface VLAN.

Chave de RAM maxima

MAXIMA_RAM
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Valor Designagédo

A quantidade maxima de RAM que este n6 pode consumir. Se esta Opcional
chave for omitida, o né nao tera restricdes de memoria. Ao definir este

campo para um no de nivel de produgéao, especifique um valor que seja

pelo menos 24 GB e 16 a 32 GB menor que a RAM total do sistema.

Observacgao: O valor de RAM afeta o espaco real reservado de

metadados de um né. Veja o"descricao do que € Espaco Reservado de
Metadados" .

O formato para este campo é numberunit ,onde unit pode serb, k,
m,oug.

Exemplos:
24g
38654705664b

Observacgao: Se vocé quiser usar esta opgao, devera habilitar o suporte
do kernel para cgroups de memodria.

Chaves de tipo de no6

TIPO_NO
Valor Designagéo
Tipo de no: Obrigatorio

* N6_Administrador VM

* N6_de_armazenamento VM
* N6_de_arquivo_VM
Gateway de APl da VM

TIPO_DE_ARMAZENAMENTO
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Valor

Define o tipo de objetos que um né de armazenamento contém. Para
obter mais informagdes, consulte "Tipos de nés de armazenamento” .
Esta chave so é necessaria para nos com NODE_TYPE =
VM_Storage_Node; ndo a especifique para outros tipos de nds. Tipos
de armazenamento:

» combinado
» dados
* metadados
Observacao: se o STORAGE_TYPE néo for especificado, o tipo de n6

de armazenamento sera definido como combinado (dados e
metadados) por padréo.

Chaves de remapeamento de portas
PORTA_REMAPARAR

Valor

Remapeia qualquer porta usada por um no para comunicagdes internas
do no da grade ou comunicagdes externas. O remapeamento de portas
€ necessario se as politicas de rede corporativa restringirem uma ou
mais portas usadas pelo StorageGRID, conforme descrito
em"Comunicagobes internas do n6 da rede" ou"Comunicagoes externas"

IMPORTANTE: Nao remapeie as portas que vocé planeja usar para
configurar os pontos de extremidade do balanceador de carga.

Observacao: se somente PORT_REMAP estiver definido, o
mapeamento especificado sera usado para comunicagdes de entrada e
saida. Se PORT_REMAP_INBOUND também for especificado,
PORT_REMAP se aplicara somente as comunicacées de saida.

O formato utilizado é: network type/protocol/default port
used by grid node/new port,onde network type € grade,
administrador ou cliente e protocol é tcp ou udp.

Exemplo: PORT REMAP = client/tcp/18082/443

Vocé também pode remapear varias portas usando uma lista separada
por virgulas.

Exemplo: PORT REMAP = client/tcp/18082/443,
client/tcp/18083/80
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PORTA_REMAPAR_ENTRADA

Valor Designagéo

Remapeia as comunicagdes de entrada para a porta especificada. Se Opcional
vocé especificar PORT_REMAP_INBOUND, mas nao especificar um

valor para PORT_REMAP, as comunicagdes de saida para a porta

permanecerao inalteradas.

IMPORTANTE: Nao remapeie as portas que vocé planeja usar para
configurar os pontos de extremidade do balanceador de carga.

O formato utilizado é: network type/protocol/remapped port
/default port used by grid node,onde network type €
grade, administrador ou cliente e protocol é tcp ou udp.

Exemplo: PORT REMAP INBOUND = grid/tcp/3022/22

Vocé também pode remapear varias portas de entrada usando uma lista
separada por virgulas.

Exemplo: PORT REMAP INBOUND = grid/tcp/3022/22,
admin/tcp/3022/22

Como os noés da grade descobrem o né administrativo principal

Os nds de grade se comunicam com o né de administracao principal para configuracéo e
gerenciamento. Cada né da grade deve saber o endereco IP do né administrativo
primario na rede da grade.

Para garantir que um né de grade possa acessar o né de administragao principal, vocé pode fazer o seguinte
ao implantar o né:

* Vocé pode usar o parametro ADMIN_IP para inserir manualmente o endereco IP do n6 de administracao
principal.

* Vocé pode omitir o parametro ADMIN_IP para que o n6 da grade descubra o valor automaticamente. A
descoberta automatica € especialmente util quando a Grid Network usa DHCP para atribuir o enderego IP
ao n6 administrativo primario.

A descoberta automatica do né de administracéo primario € realizada usando um sistema de nomes de
dominio multicast (MDNS). Quando o né de administragédo primario € iniciado pela primeira vez, ele publica
seu enderecgo IP usando mDNS. Outros nés na mesma sub-rede podem entédo consultar o endereco IP e
adquiri-lo automaticamente. Entretanto, como o trafego IP multicast normalmente néo é roteavel entre sub-
redes, 0os nds em outras sub-redes nao podem adquirir o endereco IP do né administrativo principal
diretamente.
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Se vocé usar a descoberta automatica:

 Vocé deve incluir a configuragdo ADMIN_IP para pelo menos um no6 de grade em qualquer
sub-rede a qual o né de administragao primario ndo esteja diretamente conectado. Este no
@ de grade publicara entdo o endereco IP do n6 de administragéo principal para que outros
noés na sub-rede o descubram com o mDNS.

» Certifique-se de que sua infraestrutura de rede suporte a passagem de trafego IP multicast
dentro de uma sub-rede.

Arquivos de configuragao de n6é de exemplo

Vocé pode usar os arquivos de configuracdo de n6 de exemplo para ajudar a configurar
os arquivos de configuracado de né para seu sistema StorageGRID . Os exemplos
mostram arquivos de configuracédo de nds para todos os tipos de nés de grade.

Para a maioria dos noés, vocé pode adicionar informagdes de enderegamento de rede de administrador e
cliente (IP, mascara, gateway e assim por diante) ao configurar a grade usando o Grid Manager ou a APl de
instalagcao. A excegao € o n6 de administragao principal. Se vocé quiser navegar até o IP da rede de
administragao do né de administragao primario para concluir a configuragéo da grade (porque a rede de grade
nao é roteada, por exemplo), vocé deve configurar a conexao da rede de administragao para o no de
administragdo primario no arquivo de configuragédo do né. Isso &€ mostrado no exemplo.

@ Nos exemplos, o destino Rede do Cliente foi configurado como uma pratica recomendada,
embora a Rede do Cliente esteja desabilitada por padrao.

Exemplo para n6 de administragao primario
Exemplo de nome de arquivo: /etc/storagegrid/nodes/dcl-adml.conf

Exemplo de conteudo do arquivo:
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NODE_TYPE = VM Admin Node

ADMIN ROLE = Primary

TEMPORARY PASSWORD TYPE = Use custom password

CUSTOM TEMPORARY PASSWORD = PasswOrd

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-adml-var-local
BLOCK DEVICE AUDIT LOGS = /dev/mapper/dcl-adml-audit-logs
BLOCK DEVICE TABLES = /dev/mapper/dcl-adml-tables

GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.2
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK IP = 192.168.100.2

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK GATEWAY = 192.168.100.1

ADMIN NETWORK ESL = 192.168.100.0/21,172.16.0.0/21,172.17.0.0/21

Exemplo para né de armazenamento
Exemplo de nome de arquivo: /etc/storagegrid/nodes/dcl-snl.conf

Exemplo de contetido do arquivo:

NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-snl-var-local
BLOCK_DEVICE_RANGEDB_ 00
BLOCK DEVICE RANGEDB 01
BLOCK DEVICE RANGEDB 02
BLOCK DEVICE RANGEDB 03 /dev/mapper/dcl-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

/dev/mapper/dcl-snl-rangedb-0

/dev/mapper/dcl-snl-rangedb-1

/dev/mapper/dcl-snl-rangedb-2

GRID NETWORK IP = 10.1.0.3
GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1
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Exemplo para n6 de gateway
Exemplo de nome de arquivo: /etc/storagegrid/nodes/dcl-gwl.conf

Exemplo de conteudo do arquivo:

NODE TYPE = VM API Gateway

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-gwl-var-local
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.5

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

Exemplo para um n6 de administragdao nao primario
Exemplo de nome de arquivo: /etc/storagegrid/nodes/dcl-adm2.conf

Exemplo de contetudo do arquivo:

NODE _TYPE = VM Admin Node

ADMIN ROLE = Non-Primary

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/dcl-adm2-var-local
BLOCK DEVICE AUDIT LOGS = /dev/mapper/dcl-adm2-audit-logs
BLOCK DEVICE TABLES = /dev/mapper/dcl-adm2-tables

GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.6

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

Validar a configuragdo do StorageGRID

Ap0s criar os arquivos de configuragdo em /etc/storagegrid/nodes para cada um

dos seus nos StorageGRID , vocé deve validar o conteudo desses arquivos.

Para validar o conteldo dos arquivos de configuragdo, execute o seguinte comando em cada host:

sudo storagegrid node validate all
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Se os arquivos estiverem corretos, a saida mostrara PASSED para cada arquivo de configuragéo, conforme
mostrado no exemplo.

@ Ao usar apenas um LUN em nds somente de metadados, vocé podera receber uma mensagem
de aviso que pode ser ignorada.

Checking for misnamed node configuration files.. PASSED
Checking configuration file for node dcl-adml.. PL!
Checking configuration file for node dcl-gwl.. PR
Checking configuration file for node dcl-snl..
Checking configuration file for node dcl-sn2..

Checking configuration file for node dcl-sn3.
Checking for duplication of unigue wvalues betwesen nodes.. PASSED

Para uma instalagdo automatizada, vocé pode suprimir esta saida usando o0 -q ou --quiet

opcgdes no storagegrid comando (por exemplo, storagegrid --quiet..). Se vocé
suprimir a saida, o comando tera um valor de saida diferente de zero se algum aviso ou erro de
configuragao for detectado.

Se os arquivos de configuracao estiverem incorretos, os problemas serdo mostrados como AVISO e ERRO,
conforme mostrado no exemplo. Se algum erro de configuragao for encontrado, vocé devera corrigi-lo antes
de continuar com a instalagéo.

53



Checking for misnamed node configuration files..
ignoring /etc/storagegrid/nodes/dcl-adml
ignoring /etc/storagegrid/nodes/dcl-sn2.conf.keep
ignoring /etc/storagegrid/nodes/my-file.txt
Checking configuration file for node dcl-adml..
ERROR: NODE TYPE = VM Foo Node
VM Foo Node 1s not a valid node type. See *.conf.sample
ERROE.: ADMIN ROLE = Foo
Foo is not a valid admin role. See *.conf.sample
ERROR: BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-gwl-var-local
/dev/mapper/sgws—gwl-var-local is not a wvalid block device
Checking configuration file for node dcl-gwl..
ERRCR: GRID NETWORK TARGET = bond0.1001
bond0.1001 is not a wvalid interface. See “ip link show®
GRID NETWORK IP = 10.1.3
10.1.2 is not a valid IPv4 address
ERRCE: GRID NETWORK MASK = a5 . Feg. 2550
255.248.255.0 is not a walid IPv4 subnet mask
Checking configuration file for node dcl-snl..
ERROR: GRID NETWORK GATEWAY = 10.2.0.1
10.2.0.1 is not on the local subnet
ERROR: ADMIN NETWORK ESL = 192.168.100.0/21,172.16.0fo0
Could not parse subnet list
Checking configuration file for node dcl-snl.
Checking configuration file for node dcl-sn3.
Checking for duplication of unique wvalues between nodes.
ERROER: GRID NETWORK IP = I0.T-0.4
dcl-snZ and dcl-sn3 have the same GRID NETWORK IP
ERRCR: BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snZ-var-local
dcl-snZ2 and dcl-sn3 have the same BLOCK DEVICE VAR LOCAL
BLOCK DEVICE RANGEDB 00 = /dev/mapper/sgws-snZ-rangedb-0
dcl-snZ and dcl-sn3 have the same BLOCK DEVICE RANGEDB 00

ERRC
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Inicie o servigo do host StorageGRID

Para iniciar seus nés StorageGRID e garantir que eles reiniciem apds uma reinicializagao
do host, vocé deve habilitar e iniciar o servigo do host StorageGRID .

Passos

1. Execute os seguintes comandos em cada host:

sudo systemctl enable storagegrid
sudo systemctl start storagegrid
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2. Execute o seguinte comando para garantir que a implantagao esteja em andamento:
sudo storagegrid node status node-name

3. Se algum no retornar o status "Nao em execugao" ou "Parado”, execute o seguinte comando:
sudo storagegrid node start node-name

4. Se vocé habilitou e iniciou o servigo de host StorageGRID anteriormente (ou se nao tiver certeza se o
servigo foi habilitado e iniciado), execute também o seguinte comando:

sudo systemctl reload-or-restart storagegrid

Configurar a grade e concluir a instalagao (Ubuntu ou
Debian)

Navegue até o Gerenciador de Grade

Use o Grid Manager para definir todas as informagdes necessarias para configurar seu
sistema StorageGRID .

Antes de comecgar
O no de administracao principal deve ser implantado e ter concluido a sequéncia de inicializacao inicial.

Passos
1. Abra seu navegador e navegue até:

https://primary admin node ip
Alternativamente, vocé pode acessar o Grid Manager na porta 8443:
https://primary admin node ip:8443

Vocé pode usar o enderecgo IP do n6 de administragao primario na rede Grid ou na rede de administragao,
conforme apropriado para sua configuragao de rede.
2. Gerencie uma senha temporaria do instalador conforme necessario:
> Se uma senha ja tiver sido definida usando um desses métodos, digite a senha para prosseguir.
= Um usuario definiu a senha ao acessar o instalador anteriormente

= A senha foi importada automaticamente do arquivo de configuragdo do né em
/etc/storagegrid/nodes/<node name>.conf

> Se uma senha nao tiver sido definida, opcionalmente defina uma senha para proteger o instalador do
StorageGRID .

3. Selecione *Instalar um sistema StorageGRID *.
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A pagina usada para configurar um sistema StorageGRID é exibida.

NetApp® StorageGRID® Help ~

Install

o 2 3 4 5 6 7 8

License Sites Grid Metwork Grid Modes NTP DMNS Passwords Summary

License

Enter a grid name and upload the license file provided by MetApp for your StorageGRID system.

Grid Name

Especifique as informagodes da licenga StorageGRID

Vocé deve especificar o nome do seu sistema StorageGRID e carregar o arquivo de
licenca fornecido pela NetApp.

Passos

1. Na pagina Licenga, insira um nome significativo para seu sistema StorageGRID no campo Nome da
grade.

Apds a instalagao, o nome ¢é exibido no topo do menu Nés.
2. Selecione Procurar, localize o arquivo de licenga do NetApp(NLF-unique-id. txt ) e selecione Abrir.

O arquivo de licenga é validado e o numero de série é exibido.

O arquivo de instalagdo do StorageGRID inclui uma licenca gratuita que nao fornece
@ nenhum direito de suporte para o produto. Vocé pode atualizar para uma licenga que
ofereca suporte apds a instalagao.

o 2 3 4 5 6 7 8

License Sites Grid Network Grid Nodes MTP DNS Passwords Summary

License

Enter a grid name and upload the license file provided by NetApp for your StorageGRID system.

Grid Name StorageGRID
Licenze File Erowse MLF-959007-Internal txt
License Serial 959007
MNumber
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3. Selecione Avangar.

Adicionar sites

Vocé deve criar pelo menos um site ao instalar o StorageGRID. Vocé pode criar sites
adicionais para aumentar a confiabilidade e a capacidade de armazenamento do seu
sistema StorageGRID .

Passos
1. Na pagina Sites, insira o Nome do Site.

2. Para adicionar outros sites, clique no sinal de mais ao lado da ultima entrada do site e digite 0 nome na
nova caixa de texto Nome do site.

Adicione quantos sites adicionais forem necessarios para sua topologia de grade. Vocé pode adicionar até
16 sites.

NetApp® StorageGRID® Help ~

Install

License Sites Grid MNetwork Grid Modes NTP DNS Passwords Summary

Sites
In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and proportional to the needs of each site. Typically, sites
are located in geographically different locations. Having multiple sites also allows the use of distributed replication and erasure coding for increased
availability and resiliency.

Site Name 1 Raleigh x

Site Name 2 Atlanta + X

3. Clique em Avancar.

Especificar sub-redes da rede de grade
Vocé deve especificar as sub-redes que sao usadas na Grid Network.

Sobre esta tarefa

As entradas de sub-rede incluem as sub-redes da Grid Network para cada site no seu sistema StorageGRID ,
juntamente com quaisquer sub-redes que precisam ser acessadas por meio da Grid Network.

Se vocé tiver varias sub-redes de grade, o gateway da Rede de Grade sera necessario. Todas as sub-redes
de grade especificadas devem ser acessiveis por meio deste gateway.

Passos
1. Especifique o endereco de rede CIDR para pelo menos uma rede de grade na caixa de texto Sub-rede 1.

2. Clique no sinal de mais ao lado da ultima entrada para adicionar uma entrada de rede adicional. Vocé
deve especificar todas as sub-redes para todos os sites na Grid Network.
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> Se vocé ja tiver implantado pelo menos um no, clique em Descobrir sub-redes de redes de grade
para preencher automaticamente a Lista de sub-redes de redes de grade com as sub-redes relatadas
pelos nés de grade que foram registrados no Gerenciador de grade.

> Vocé deve adicionar manualmente quaisquer sub-redes para NTP, DNS, LDAP ou outros servidores
externos acessados pelo gateway da Grid Network.

1

NetApp® StorageGRID® Help

Install

00 0 - & ® o G

License Sites Grid Network Grid Nodes NTP DMNS Passwords Summary

Grid Network

You must specify the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Network for each site in
your StorageGRID system. Select Discover Grid Networks to automatically add subnets based on the network configuration of all registered nodes.

Note: You must manually add any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid Network gateway.

Subnet 1 172.16.0.0/21 +

Discover Grid Metwork subnets

3. Clique em Avangar.

Aprovar nés de grade pendentes

Vocé deve aprovar cada no de grade antes que ele possa ingressar no sistema
StorageGRID .

Antes de comecgar
Vocé implantou todos os nés de grade do dispositivo virtual e StorageGRID .

@ E mais eficiente executar uma Unica instalagéo de todos os nés, em vez de instalar alguns nos
agora e outros depois.

Passos
1. Revise a lista de nds pendentes e confirme se ela mostra todos os nds de grade que vocé implantou.

@ Se um n6 de grade estiver faltando, confirme se ele foi implantado com sucesso e se tem o
IP de rede de grade correto do né de administragao primario definido para ADMIN_IP.

2. Selecione o botédo de opgéo ao lado de um ndé pendente que vocé deseja aprovar.
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o 5 6 7 8

License Sites Grid Metwork Grid Nodes NTP DNS Passwords Summary

Grid Nodes

Approve and configure grid nodes. so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

&= Approve | | ¥ Remove Search Q
Grid Network MAC Address it Mame it Type It Platform It Grid Network IPv4 Address  +
@ 50:6bc4b:42:d7:00 MNetApp-SGA  Storage Node  StorageGRID Appliance 172.16.5.20/21
4 4

Approved Nodes

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are

identified.
/' E 2 ® Remove cearch Q
Grid Network MAC Address It Name It Site It Type It Platform It  Grid Network IPv4 Address
 00:50:56:87-42.fF dcl-adm1 | Raleigh = Admin Node Viware VM 172.16.4.210/21
 00:50:56:87:c0:16 dc1-s1 Raleigh | Storage MNode Viware VM 172.16.4 211/21
 00:50:56:87:79:ee dcl-s2 Raleigh | Storage Node ViMware VM 172.16.4.212/21
 00:50:56:87:db:9c dc1-s3 Raleigh | Storage MNode VMware VM | 172.16.4.213/21
| 00:50:56:87-:62:38 dc1-g1 Raleigh | API Gateway Node | VMware VM | 172.16.4.214/21
4 4

3. Clique em Aprovar.
4. Em Configuragdes gerais, modifique as configuragdes das seguintes propriedades, conforme necessario:
o Site: O nome do sistema do site para este n6 de grade.

> Nome: O nome do sistema para o né. O nome padrdo é o nome que vocé especificou quando
configurou o no.

Os nomes do sistema sao necessarios para operagoes internas do StorageGRID e n&o podem ser
alterados apds a conclusao da instalacdo. No entanto, durante esta etapa do processo de instalacao,
vocé pode alterar os nomes do sistema conforme necessario.

o Fungao NTP: A funcao do Protocolo de Tempo de Rede (NTP) do n6 da grade. As opgdes séo
Automatico, Principal e Cliente. Selecionar Automatico atribui a funcao Primaria aos Nos de
Administragéo, Nos de Armazenamento com servigos ADC, Nés de Gateway e quaisquer nos de
grade que tenham enderecos IP ndo estaticos. Todos os outros nés da grade recebem a fungéo
Cliente.
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Certifique-se de que pelo menos dois ndés em cada site possam acessar pelo menos
quatro fontes NTP externas. Se apenas um né em um site puder alcangar as fontes

@ NTP, ocorrerdo problemas de tempo se esse no ficar inativo. Além disso, designar dois
nos por site como fontes primarias de NTP garante um tempo preciso se um site estiver
isolado do restante da rede.

> Tipo de armazenamento (somente nés de armazenamento): especifique que um novo no de
armazenamento seja usado exclusivamente para dados, metadados ou ambos. As opgdes sdo Dados
e metadados ("combinados"), Somente dados e Somente metadados.

@ Ver"Tipos de nos de armazenamento” para obter informagdes sobre os requisitos para
esses tipos de nos.

> Servigo ADC (somente nés de armazenamento): selecione Automatico para permitir que o sistema
determine se o né requer o servigo Controlador de Dominio Administrativo (ADC). O servigo ADC
monitora a localizagéo e a disponibilidade dos servigos de rede. Pelo menos trés nds de
armazenamento em cada site devem incluir o servico ADC. Nao é possivel adicionar o servico ADC a
um no depois que ele for implantado.

5. Em Grid Network, modifique as configuragdes das seguintes propriedades conforme necessario:

6.
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o Enderego IPv4 (CIDR): O endereco de rede CIDR para a interface Grid Network (ethO dentro do
contéiner). Por exemplo: 192.168.1.234/21

o Gateway: O gateway da Grid Network. Por exemplo: 192.168.0.1

O gateway € necessario se houver varias sub-redes de grade.

Se vocé selecionou DHCP para a configuragdo da Grid Network e alterar o valor aqui, o
novo valor sera configurado como um enderecgo estatico no né. Vocé deve certificar-se de
que o endereco IP configurado néo esteja em um pool de enderegos DHCP.

Se vocé quiser configurar a Rede de Administracao para o né da grade, adicione ou atualize as
configuragdes na segdo Rede de Administragdo, conforme necessario.

Insira as sub-redes de destino das rotas fora desta interface na caixa de texto Sub-redes (CIDR). Se
houver varias sub-redes de administragcéo, o gateway de administracdo sera necessario.

Se vocé selecionou DHCP para a configuragdo da rede de administragao e alterar o valor
@ aqui, o novo valor sera configurado como um enderego estatico no no. Vocé deve certificar-
se de que o endereco IP configurado ndo esteja em um pool de enderegos DHCP.

Dispositivos: Para um dispositivo StorageGRID , se a Rede de administragao nao foi configurada durante
a instalagao inicial usando o Instalador do dispositivo StorageGRID , ela ndo podera ser configurada nesta
caixa de dialogo Gerenciador de grade. Em vez disso, vocé deve seguir estes passos:

a. Reinicie o dispositivo: No Instalador do Dispositivo, selecione Avangado > Reinicializar.
A reinicializacédo pode levar varios minutos.

b. Selecione Configurar rede > Configuragao de link e habilite as redes apropriadas.
c. Selecione Configurar rede > Configuragao de IP e configure as redes habilitadas.

d. Retorne a pagina inicial e clique em Iniciar instalagao.


../primer/what-storage-node-is.html#types-of-storage-nodes

o @

. No Grid Manager: se o n¢ estiver listado na tabela N6s aprovados, remova-o.
. Remova o n6 da tabela N6s Pendentes.
. Aguarde até que o n6 reapareca na lista de Nos Pendentes.

. Confirme se vocé pode configurar as redes apropriadas. Eles ja devem estar preenchidos com as

informacgdes que vocé forneceu na pagina Configuragao de IP do Instalador do Appliance.

Para obter informacgdes adicionais, consulte o "Inicio rapido para instalacéo de hardware" para
localizar instrugdes para seu aparelho.

7. Se vocé quiser configurar a Rede do Cliente para o n6 da grade, adicione ou atualize as configuracdes na
secdo Rede do Cliente, conforme necessario. Se a Rede do Cliente estiver configurada, o gateway sera
necessario e se tornara o gateway padrao para o no apos a instalagao.

Se vocé selecionou DHCP para a configuragdo da rede do cliente e alterar o valor aqui, o
novo valor sera configurado como um endereco estatico no n6. Vocé deve certificar-se de
que o enderego IP configurado néo esteja em um pool de enderegos DHCP.

Dispositivos: Para um dispositivo StorageGRID , se a Rede do Cliente nao foi configurada durante a
instalagao inicial usando o Instalador do Dispositivo StorageGRID , ela ndo podera ser configurada nesta
caixa de dialogo Gerenciador de Grade. Em vez disso, vocé deve seguir estes passos:

a.

) o o o

o Q@

Reinicie o dispositivo: No Instalador do Dispositivo, selecione Avangado > Reinicializar.

A reinicializacao pode levar varios minutos.

. Selecione Configurar rede > Configuracao de link e habilite as redes apropriadas.
. Selecione Configurar rede > Configuragao de IP e configure as redes habilitadas.
. Retorne a pagina inicial e clique em Iniciar instalagao.

. No Grid Manager: se o no estiver listado na tabela Nos aprovados, remova-o.

. Remova o n6 da tabela N6s Pendentes.

. Aguarde até que o n6 reapareca na lista de No6s Pendentes.

. Confirme se vocé pode configurar as redes apropriadas. Eles ja devem estar preenchidos com as

informagdes que vocé forneceu na pagina Configuragao de IP do Instalador do Appliance.

Para saber como instalar dispositivos StorageGRID , consulte o "Inicio rapido para instalacao de
hardware" para localizar instrugdes para seu aparelho.

8. Clique em Salvar.

A entrada do n6 da grade € movida para a lista de nés aprovados.
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License Sites

Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid Network

o

Grid Nodes

MTP

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

Grid Hetwork MAC Address

Mo results found.

Approved Nodes

IT  Hame

i

Type 11  Platform i

7 8
FPasswords Summary
Q
Grid Hetwork IPv4 Address w

Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors

are identified.

Grid Network MAC Address 11
00:50:56:87:42.1

00:50:56:87:c0:16
00:50:56:87:79:ee
00:50:56:87.db:8¢c
00:50:56:87:62:38
El o

s e Tie Me e Te |

Name 11
dci-admi
dc1-s1
dcl-s2
dcl-s3
dci-g1

Site 11
Raleigh
Raleigh
Raleigh
Raleigh
Raleigh

MetApp-SGA  Raleigh

Type I
Admin Mode
Storage Mode
Storage Mode
Storage Mode

APl Gateway Mode
Storage Mode

Platform

Wiiware VI
Wiiware VI
Wilware VM
Wiiware VI
Wiiware VI

i

Search Q,

Grid Network IPv4 Address v
172.16.4.210/21
172.16.4.211/21
172164212121
172.16.4.213/21
172.16.4.214/21

StorageGRID Appliance  172.16.5.20i21

9. Repita essas etapas para cada n6 de grade pendente que vocé deseja aprovar.

Vocé deve aprovar todos os nos que deseja na grade. No entanto, vocé pode retornar a esta pagina a
qualquer momento antes de clicar em Instalar na pagina Resumo. Vocé pode modificar as propriedades
de um n6 de grade aprovado selecionando seu botao de opgéo e clicando em Editar.

10. Quando terminar de aprovar os nés da grade, clique em Avangar.

Especificar informagoes do servidor Network Time Protocol

Vocé deve especificar as informagdes de configuragdo do Network Time Protocol (NTP)
para o sistema StorageGRID , para que as operag¢des executadas em servidores
separados possam ser mantidas sincronizadas.

Sobre esta tarefa

Vocé deve especificar enderecgos IPv4 para os servidores NTP.
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Vocé deve especificar servidores NTP externos. Os servidores NTP especificados devem usar o protocolo
NTP.

Vocé deve especificar quatro referéncias de servidor NTP do Stratum 3 ou superior para evitar problemas com
desvio de tempo.

Ao especificar a origem NTP externa para uma instalagao do StorageGRID em nivel de
produgéo, ndo use o servigo Windows Time (W32Time) em uma versdo do Windows anterior ao
Windows Server 2016. O servigco de tempo em versdes anteriores do Windows nao é

CD suficientemente preciso e ndo é suportado pela Microsoft para uso em ambientes de alta
precisao, como o StorageGRID.

"Limite de suporte para configurar o servico Windows Time para ambientes de alta precisao"

Os servidores NTP externos sdo usados pelos nés aos quais vocé atribuiu anteriormente fungdes NTP
primarias.

Certifique-se de que pelo menos dois nés em cada site possam acessar pelo menos quatro
fontes NTP externas. Se apenas um né em um site puder alcancar as fontes NTP, ocorrerao

@ problemas de tempo se esse no ficar inativo. Além disso, designar dois nés por site como
fontes primarias de NTP garante um tempo preciso se um site estiver isolado do restante da
rede.

Passos

1. Especifique os enderegos IPv4 para pelo menos quatro servidores NTP nas caixas de texto Servidor 1 a
Servidor 4.

2. Se necessario, selecione o sinal de mais ao lado da ultima entrada para adicionar entradas de servidor
adicionais.

NetApp® StorageGRID® Help =

Install

OO0 0 0 0 ¢ o G

License Sites Grid Metwork Grid Modes NTP DMS Passwords Summary

MNetwork Time Protocol

Enter the IP addresses for at least four Network Time Protacol (NTP) servers, so that operations performed on separate servers are keptin sync.
Senver 1 10.60.248.183
Server2 10.227.204.142

Server3 10.235.48 1M1

Server 4 0.00.0 -

3. Selecione Avangar.

Informacgdes relacionadas
"Diretrizes de rede"
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Especificar informagoes do servidor DNS

Vocé deve especificar informagdes de DNS para seu sistema StorageGRID para poder
acessar servidores externos usando nomes de host em vez de enderecos IP.

Sobre esta tarefa

Especificando "Informagdes do servidor DNS" permite que vocé use nomes de host de nomes de dominio
totalmente qualificados (FQDN) em vez de enderecos IP para notificacées por e-mail e AutoSupport.

Para garantir a operagéao correta, especifique dois ou trés servidores DNS. Se vocé especificar mais de trés, é
possivel que apenas trés sejam usados devido a limitagdes conhecidas do sistema operacional em algumas
plataformas. Se vocé tiver restricdes de roteamento em seu ambiente, vocé pode"personalizar a lista de
servidores DNS" para nds individuais (normalmente todos os nés em um site) usar um conjunto diferente de
até trés servidores DNS.

Se possivel, use servidores DNS que cada site possa acessar localmente para garantir que um site isolado
possa resolver os FQDNSs para destinos externos.

Passos
1. Especifique o endereco IPv4 para pelo menos um servidor DNS na caixa de texto Servidor 1.

2. Se necessario, selecione o sinal de mais ao lado da ultima entrada para adicionar entradas de servidor
adicionais.

NetApp® StorageGRID® Help =
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License Sites Grid Metwork Grid Modes MNTP DHS Passwords Summary

Domain Name Service

Enter the IP address for at least ane Domain Mame System (DMNS) server, so that server hostnames can be used instead of IP addresses.
Specifying atleast two DNS servers is recommended. Configuring DNS enables server connectivity, email notifications, and MetApp

AutoSupport.
Server 1 10.224.223.130 x
Server 2 10.224 223136 += X

A melhor pratica é especificar pelo menos dois servidores DNS. Vocé pode especificar até seis servidores
DNS.

3. Selecione Avancar.

Especifique as senhas do sistema StorageGRID

Como parte da instalagdo do seu sistema StorageGRID , vocé precisa inserir as senhas
que serao usadas para proteger seu sistema e executar tarefas de manutengéo.

Sobre esta tarefa

Use a pagina Instalar senhas para especificar a senha de provisionamento e a senha do usuario root de
gerenciamento da grade.
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* A senha de provisionamento é usada como uma chave de criptografia € ndo é armazenada pelo sistema
StorageGRID .

* Vocé deve ter a senha de provisionamento para os procedimentos de instalagdo, expansao e manutengéo,
incluindo o download do Pacote de Recuperagéo. Portanto, € importante que vocé armazene a senha de
provisionamento em um local seguro.

* Vocé pode alterar a senha de provisionamento no Grid Manager se tiver a atual.
» A senha do usuario root de gerenciamento de grade pode ser alterada usando o Grid Manager.
» As senhas do console de linha de comando e SSH geradas aleatoriamente sdo armazenadas no

Passwords. txt arquivo no Pacote de Recuperacao.

Passos

1. Em Provisioning Passphrase, insira a senha de provisionamento que sera necessaria para fazer
alteracdes na topologia de grade do seu sistema StorageGRID .

Armazene a senha de provisionamento em um local seguro.

Se, apos a conclusdo da instalacao, vocé quiser alterar a senha de provisionamento
@ posteriormente, podera usar o Grid Manager. Selecione CONFIGURAGAO > Controle de
acesso> Senhas de grade.

2. Em Confirmar senha de provisionamento, digite novamente a senha de provisionamento para confirma-
la.

3. Em Senha do usuario raiz do Grid Management, insira a senha a ser usada para acessar o Grid
Manager como usuario "root".

Guarde a senha em um local seguro.

4. Em Confirmar senha do usuario raiz, digite novamente a senha do Grid Manager para confirma-la.
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Passwords

Enter secure passwords that meet your organization’s security policies. A text file containing the command line passwords must be downloaded
during the final installation step.

Provisioning sssseEEw
Passphrase

Confirm [ TTITTITTT]
Provisioning
Passphrase

Grid Management sessenmw
Root User
Password

Confirm Root User ssssnsns
Password

¥ Create random command ling passwords.

5. Se vocé estiver instalando uma grade para fins de prova de conceito ou demonstragao, opcionalmente
desmarque a caixa de selecéo Criar senhas aleatérias de linha de comando.

Para implantacbes de producéao, senhas aleatdrias devem sempre ser usadas por motivos de seguranca.
Desmarque Criar senhas aleatoérias de linha de comando apenas para grades de demonstragéo se
quiser usar senhas padrao para acessar nos de grade a partir da linha de comando usando a conta "root"

ou "admin".
Vocé sera solicitado a baixar o arquivo do pacote de recuperagcéo(sgws-recovery-
package-id-revision.zip ) depois de clicar em Instalar na pagina Resumo. Vocé
CD deve"baixar este arquivo" para concluir a instalagdo. As senhas necessarias para acessar o
sistema s&o armazenadas no Passwords. txt arquivo, contido no arquivo Recovery
Package.

6. Clique em Avangar.

Revise sua configuragao e conclua a instalagao

Vocé deve revisar cuidadosamente as informagdes de configuragéo inseridas para
garantir que a instalagéo seja concluida com sucesso.

Passos
1. Veja a pagina Resumo.
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Summary

Verify that all of the grid configuration information is correct, and then click Install. You can view the status of each grid node as it installs. Click the
Muodify links to go back and change the associated information.

General Settings

Grid Name Grid1 Madify License
Passwords Auto-generated random command line passwords Modify Passwords

Networking
NTP 10.60.248.183 10.227.204.142 1023548111 Maodify NTP
DNS 10,224 223130 10224223136 Modify DNS
Grid Network 172.16.0.0021 Modify Grid Metwark

Topology
Topology Atlanta Modify Sites  Modify Grid Nodes
Raleigh

dcl-adm1  decl-g1  dcl-51  dc1-82  dol-s53 NetApp-SGA

2. Verifique se todas as informagdes de configuragdo da grade estado corretas. Use os links Modificar na
pagina Resumo para voltar e corrigir quaisquer erros.

3. Clique em Instalar.

Se um no estiver configurado para usar a Rede do Cliente, o gateway padréo para esse n6

CD muda da Rede de Grade para a Rede do Cliente quando vocé clica em Instalar. Se vocé
perder a conectividade, certifique-se de estar acessando o né de administragao principal
por meio de uma sub-rede acessivel. Ver'Diretrizes de rede" para mais detalhes.

4. Clique em Baixar pacote de recuperagao.

Quando a instalagdo avanga até o ponto em que a topologia da grade é definida, vocé é solicitado a baixar
0 arquivo do pacote de recuperagéo(.zip ) € confirme se vocé consegue acessar com Sucesso o
conteudo deste arquivo. Vocé deve baixar o arquivo do pacote de recuperagao para poder recuperar o
sistema StorageGRID se um ou mais nos da grade falharem. A instalagéo continua em segundo plano,
mas vocé nao podera concluir a instalagao e acessar o sistema StorageGRID até baixar e verificar este
arquivo.

3. Verifique se vocé pode extrair o contetudo do . zip arquivo e salve-o em dois locais seguros, protegidos e
separados.

@ O arquivo do pacote de recuperagao deve ser protegido porque contém chaves de
criptografia e senhas que podem ser usadas para obter dados do sistema StorageGRID .
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6. Marque a caixa de selegédo Eu baixei e verifiquei com sucesso o arquivo do pacote de recuperagao e
cligue em Avangar.

Se a instalagao ainda estiver em andamento, a pagina de status sera exibida. Esta pagina indica o
progresso da instalagdo de cada n6 da grade.

Installation Status

Ifnecessary, you may & Download the Recovery Package file again

Name It Site It Grid Network IPv4 Address v  Progress It Stage i
dc1-adm1 Site1 172.16.4.215/21 Starting semvices

dct-s1 Site1 172.16.4.217/21 Waiting for Dynamic IP Service peers

dci-s2 Site1 172.16.4.218/21 Downloading hotfix from primary Admin if
_ needed
Downloading hotfix from primary Admin if

dcl-s3 Site1 172.16.4.219/21
e needed

Quando o estagio Concluido for atingido para todos os nés da grade, a pagina de login do Gerenciador de
Grade sera exibida.

7. Sign in no Grid Manager usando o usuario "root" e a senha que vocé especificou durante a instalagao.

Diretrizes pés-instalagao

Apos concluir a implantagao e a configuragcdo do n6 de grade, siga estas diretrizes para
enderegamento DHCP e alteragdes na configuragao de rede.

* Se o DHCP foi usado para atribuir enderegos IP, configure uma reserva DHCP para cada enderecgo IP nas
redes que estao sendo usadas.

Vocé s6 pode configurar o DHCP durante a fase de implantac&o. Nao é possivel configurar o DHCP
durante a configuragao.

Os nos séo reinicializados quando a configuragéo da rede de grade ¢ alterada pelo DHCP,
0 que pode causar interrupcoes se uma alteragdo de DHCP afetar varios ndés ao mesmo
tempo.

» Vocé deve usar os procedimentos Alterar IP se quiser alterar enderegos IP, mascaras de sub-rede e
gateways padrao para um no de grade. Ver "Configurar enderecgos IP" .

* Se vocé fizer alteragdes na configuracao de rede, incluindo alteragdes de roteamento e gateway, a
conectividade do cliente com o né de administragao principal e outros nés da grade podera ser perdida.
Dependendo das alteragbes de rede aplicadas, pode ser necessario restabelecer essas conexoes.

Instalagao REST API

O StorageGRID fornece a API de instalacdo do StorageGRID para executar tarefas de
instalacao.

A API usa a plataforma de API de coédigo aberto Swagger para fornecer a documentagao da API. O Swagger
permite que desenvolvedores e ndo desenvolvedores interajam com a APl em uma interface de usuario que
ilustra como a API responde a parametros e op¢des. Esta documentagcao pressupde que vocé esteja
familiarizado com tecnologias web padrao e o formato de dados JSON.
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Todas as operagdes de API que vocé realiza usando a pagina de documentagao da API sdo
operagdes ativas. Tenha cuidado para nao criar, atualizar ou excluir dados de configuragdo ou
outros dados por engano.

Cada comando da APl REST inclui a URL da API, uma acado HTTP, quaisquer pardmetros de URL obrigatérios
ou opcionais e uma resposta de API esperada.

API de instalagao do StorageGRID

A API de instalagdo do StorageGRID s6 estara disponivel quando vocé estiver configurando inicialmente seu
sistema StorageGRID e se precisar executar uma recuperagéo do n6 de administracéo primario. A API de
instalagéo pode ser acessada via HTTPS a partir do Grid Manager.

Para acessar a documentacao da API, va para a pagina de instalacao no né de administragao principal e
selecione Ajuda > Documentagao da APl na barra de menu.

A API de instalagdo do StorageGRID inclui as seguintes segoes:

» config — Operagdes relacionadas ao langamento do produto e versdes da API. Vocé pode listar a versao
de langamento do produto e as principais versdes da API suportadas por essa versao.

» grid — Operagoes de configuragdo em nivel de grade. Vocé pode obter e atualizar as configuragdes da
grade, incluindo detalhes da grade, sub-redes da rede da grade, senhas da grade e enderecos IP dos
servidores NTP e DNS.

* nodes — Operagdes de configuragdo em nivel de nd. Vocé pode recuperar uma lista de nés de grade,
excluir um n6 de grade, configurar um né de grade, visualizar um n6 de grade e redefinir a configuragao
de um no de grade.

* provisao — Operagdes de provisionamento. Vocé pode iniciar a operagao de provisionamento e visualizar
o status da operagéao de provisionamento.

recuperagao — Operagdes de recuperagado do n6é de administragéo principal. Vocé pode redefinir
informacgdes, carregar o Pacote de Recuperacgao, iniciar a recuperagéao e visualizar o status da operagao
de recuperacgao.

* recovery-package — Operagdes para baixar o pacote de recuperagao.

* sites — Operacgdes de configuragdo em nivel de site. Vocé pode criar, visualizar, excluir e modificar um
site.

« temporary-password — Operagdes na senha temporaria para proteger a mgmt-api durante a instalagéo.

Informacgdes relacionadas
"Automatizando a instalagao"

Para onde ir a seguir

ApoOs concluir a instalagdo, execute as tarefas de integragdo e configuragdo necessarias.
Vocé pode executar as tarefas opcionais conforme necessario.

Tarefas necessarias

« "Criar uma conta de inquilino"para o protocolo do cliente S3 que sera usado para armazenar objetos no
seu sistema StorageGRID .
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* "Acesso ao sistema de controle"configurando grupos e contas de usuarios. Opcionalmente, vocé
pode"configurar uma fonte de identidade federada" (como Active Directory ou OpenLDAP), para que vocé
possa importar grupos de administragao e usuarios. Ou vocé pode"criar grupos e usuarios locais" .

* Integrar e testar 0"S3 API" aplicativos cliente que vocé usara para carregar objetos no seu sistema
StorageGRID .

+ "Configurar as regras de gerenciamento do ciclo de vida das informagdes (ILM) e a politica de ILM"que
vocé deseja usar para proteger dados de objetos.

» Se sua instalacao incluir nés de armazenamento de dispositivos, use o SANtricity OS para concluir as
seguintes tarefas:

o Conecte-se a cada dispositivo StorageGRID .

> Verifique o recebimento dos dados do AutoSupport .
Ver "Configurar hardware" .

* Revise e siga o"Diretrizes de reforco do sistema StorageGRID" para eliminar riscos de seguranca.

« "Configurar notificagdes por e-mail para alertas do sistema" .

Tarefas opcionais

« "Atualizar enderecos IP dos nds da grade"se eles mudaram desde que vocé planejou sua implantagéo e
gerou o Pacote de Recuperagéao.

» "Configurar criptografia de armazenamento", se necessario.

 "Configurar compactacao de armazenamento"para reduzir o tamanho dos objetos armazenados, se
necessario.

 "Configurar interfaces VLAN"para isolar e particionar o trafego de rede, se necessario.

« "Configurar grupos de alta disponibilidade"para melhorar a disponibilidade de conexao para o Grid
Manager, o Tenant Manager e os clientes S3, se necessario.

 "Configurar pontos de extremidade do balanceador de carga"para conectividade do cliente S3, se
necessario.

Solucionar problemas de instalagao

Caso ocorra algum problema durante a instalagao do seu sistema StorageGRID , vocé
pode acessar os arquivos de log da instalagao. O suporte técnico também pode precisar
usar os arquivos de log de instalag&o para resolver problemas.

Os seguintes arquivos de log de instalagéo estdo disponiveis no contéiner que esta executando cada no:

* /var/local/log/install.log(encontrado em todos os nos da grade)

* /var/local/log/gdu-server.log(encontrado no né de administragéo principal)
Os seguintes arquivos de log de instalagéo estédo disponiveis no host:

* /var/log/storagegrid/daemon.log

* /var/log/storagegrid/nodes/<node-name>.log

Para saber como acessar os arquivos de log, consulte"Coletar arquivos de log e dados do sistema" .
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Informagodes relacionadas
"Solucionar problemas de um sistema StorageGRID"

Exemplo /etc/network/interfaces

O /etc/network/interfaces O arquivo inclui trés se¢des, que definem as interfaces
fisicas, a interface de vinculo e as interfaces VLAN. Vocé pode combinar as trés se¢des
de exemplo em um unico arquivo, que agregara quatro interfaces fisicas do Linux em um
unico vinculo LACP e, em seguida, estabelecera trés interfaces VLAN subtendendo o
vinculo para uso como interfaces de rede StorageGRID Grid, Admin e Client.

Interfaces fisicas

Observe que os switches nas outras extremidades dos links também devem tratar as quatro portas como um
unico tronco LACP ou canal de porta e devem passar pelo menos as trés VLANs referenciadas com tags.

# loopback interface
auto 1lo
iface lo inet loopback

# ensl60 interface

auto ensl60

iface ensl60 inet manual
bond-master bond0
bond-primary enl60

# ensl92 interface

auto ensl92

iface ensl92 inet manual
bond-master bond0

# ens224 interface

auto ens224

iface ens224 inet manual
bond-master bond0

# ens256 interface
auto ens256

iface ens256 inet manual
bond-master bondO

Interface de ligagao
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# bond0 interface
auto bondO0
iface bond0 inet manual
bond-mode 4
bond-miimon 100
bond-slaves ensl60 ensl192 end224 ens256

Interfaces VLAN

# 1001 vlan
auto bond0.1001
iface bond0.1001 inet manual

vlian-raw-device bond0

# 1002 vlan
auto bond0.1002
iface bond0.1002 inet manual

vlian-raw-device bond0

# 1003 vlan

auto bond0.1003

iface bond0.1003 inet manual
vlan-raw-device bond0

72



Informacgoes sobre direitos autorais
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