Plano de expansao do StorageGRID

StorageGRID software

NetApp
December 03, 2025

This PDF was generated from https://docs.netapp.com/pt-br/storagegrid-119/expand/guidelines-for-
adding-object-capacity.html on December 03, 2025. Always check docs.netapp.com for the latest.



Indice

Plano de expanséao do StorageGRID
Adicionar capacidade de armazenamento
Diretrizes para adicionar capacidade de objeto
Adicionar capacidade de armazenamento para objetos replicados
Adicionar capacidade de armazenamento para objetos codificados por eliminagao
Consideragdes para rebalanceamento de dados codificados por eliminagao
Adicionar capacidade de metadados
Diretrizes para aumentar a capacidade de metadados
Como os metadados sao redistribuidos quando vocé adiciona nés de armazenamento
Adicione nés de grade para adicionar recursos ao seu sistema
Adicionar um novo site
Diretrizes para adicionar um site

© 0O B WODN -2 -~

_— = =
N )



Plano de expansao do StorageGRID

Adicionar capacidade de armazenamento

Diretrizes para adicionar capacidade de objeto

Vocé pode expandir a capacidade de armazenamento de objetos do seu sistema
StorageGRID adicionando volumes de armazenamento aos nds de armazenamento
existentes ou adicionando novos nds de armazenamento aos sites existentes. Vocé deve
adicionar capacidade de armazenamento de uma forma que atenda aos requisitos da
sua politica de gerenciamento do ciclo de vida das informagdes (ILM).

Diretrizes para adicionar volumes de armazenamento

Antes de adicionar volumes de armazenamento aos nds de armazenamento existentes, revise as seguintes
diretrizes e limitacdes:

* Vocé deve examinar suas regras atuais de ILM para determinar onde e quando"adicionar volumes de
armazenamento" para aumentar o armazenamento disponivel para“objetos replicados" ou"objetos
codificados por apagamento” .

* Vocé ndo pode aumentar a capacidade de metadados do seu sistema adicionando volumes de
armazenamento porque os metadados do objeto sdo armazenados somente no volume 0.

« Cada n6 de armazenamento baseado em software pode suportar no maximo 48 volumes de
armazenamento. Se precisar adicionar capacidade além disso, vocé devera adicionar novos Nés de
Armazenamento.

» Vocé pode adicionar uma ou duas prateleiras de expansao a cada aparelho SG6060. Cada prateleira de
expansao adiciona 16 volumes de armazenamento. Com ambas as prateleiras de expansao instaladas, o
SG6060 pode suportar um total de 48 volumes de armazenamento.

* Vocé pode adicionar uma ou duas prateleiras de expansao a cada aparelho SG6160. Cada prateleira de
expansao adiciona 60 volumes de armazenamento. Com ambas as prateleiras de expansao instaladas, o
SG6160 pode suportar um total de 180 volumes de armazenamento.

* N&o é possivel adicionar volumes de armazenamento a nenhum outro dispositivo de armazenamento.

* Nao é possivel aumentar o tamanho de um volume de armazenamento existente.

* Nao é possivel adicionar volumes de armazenamento a um né de armazenamento ao mesmo tempo em
que vocé executa uma atualizacédo do sistema, uma operacao de recuperacao ou outra expansao.

Depois de decidir adicionar volumes de armazenamento e determinar quais nés de armazenamento vocé
deve expandir para atender a sua politica de ILM, siga as instru¢des para seu tipo de n6 de armazenamento:

» Para adicionar uma ou duas prateleiras de expansao a um dispositivo de armazenamento SG6060,
acesse "Adicionar prateleira de expansao ao SG6060 implantado” .

» Para adicionar uma ou duas prateleiras de expanséo a um dispositivo de armazenamento SG6160,
acesse "Adicionar prateleira de expanséo ao SG6160 implantado”

» Para um n6 baseado em software, siga as instru¢des para“adicionando volumes de armazenamento aos
nos de armazenamento” .
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Diretrizes para adicionar nés de armazenamento

Antes de adicionar nés de armazenamento a sites existentes, revise as seguintes diretrizes e limitagoes:

* Vocé deve examinar suas regras atuais de ILM para determinar onde e quando adicionar nés de
armazenamento para aumentar o armazenamento disponivel para“objetos replicados" ou"objetos
codificados por apagamento” .

* Vocé ndo deve adicionar mais de 10 nés de armazenamento em um Unico procedimento de expanséo.
* Vocé pode adicionar nés de armazenamento a mais de um site em um unico procedimento de expansao.

* Vocé pode adicionar nés de armazenamento e outros tipos de nds em um Unico procedimento de
expansao.

* Antes de iniciar o procedimento de expanséo, vocé deve confirmar se todas as operacdes de reparo de
dados executadas como parte de uma recuperagao foram concluidas. Ver "Verifique os trabalhos de
reparo de dados" .

» Se vocé precisar remover nés de armazenamento antes ou depois de executar uma expansao, nao
descomissione mais de 10 nés de armazenamento em um unico procedimento de descomissionamento de
no.

Diretrizes para servigo ADC em nés de armazenamento

Ao configurar a expansao, vocé deve escolher se deseja incluir o servigo Controlador de Dominio
Administrativo (ADC) em cada novo N6 de Armazenamento. O servigo ADC monitora a localizagao e a
disponibilidade dos servicos de rede.

» O sistema StorageGRID requer um"quorum de servigos ADC" estar disponivel em cada local e em todos
0s momentos.

* Pelo menos trés nés de armazenamento em cada site devem incluir o servigo ADC.

* Nao é recomendado adicionar o servico ADC a cada n6 de armazenamento. Incluir muitos servicos ADC
pode causar lentiddo devido ao aumento da quantidade de comunicacao entre os nds.

» Uma unica grade nao deve ter mais de 48 nés de armazenamento com o servico ADC. Isso equivale a 16
locais com trés servicos ADC em cada local.

» Em geral, ao selecionar a configuracao Servigo ADC para um novo no, vocé deve selecionar
Automatico. Selecione Sim somente se 0 novo né substituir outro né de armazenamento que inclua o
servico ADC. Como nao é possivel desativar um n6é de armazenamento se houver poucos servicos ADC
restantes, isso garante que um novo servigo ADC esteja disponivel antes que o servigo antigo seja
removido.

* Nao é possivel adicionar o servigo ADC a um n6 depois que ele for implantado.

Adicionar capacidade de armazenamento para objetos replicados

Se a politica de gerenciamento do ciclo de vida das informagdes (ILM) da sua
implantagao incluir uma regra que cria copias replicadas de objetos, vocé devera
considerar quanto armazenamento adicionar e onde adicionar os novos volumes de
armazenamento ou nos de armazenamento.

Para obter orientacao sobre onde adicionar armazenamento adicional, examine as regras do ILM que criam
copias replicadas. Se as regras do ILM criarem duas ou mais copias de objetos, planeje adicionar
armazenamento em cada local onde as copias de objetos s&o feitas. Como um exemplo simples, se vocé tiver
uma grade de dois sites e uma regra ILM que cria uma copia de objeto em cada site, vocé deve"adicionar
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armazenamento” para cada site para aumentar a capacidade geral de objetos da grade. Para obter
informacgdes sobre replicagao de objetos, consulte"O que € replicacao” .

Por motivos de desempenho, vocé deve tentar manter a capacidade de armazenamento e o poder de
computacgédo equilibrados entre os sites. Portanto, para este exemplo, vocé deve adicionar o mesmo numero
de nds de armazenamento a cada site ou volumes de armazenamento adicionais em cada site.

Se vocé tiver uma politica de ILM mais complexa que inclua regras que colocam objetos em locais diferentes
com base em critérios como nome do bucket ou regras que alteram os locais dos objetos ao longo do tempo,
sua analise de onde o0 armazenamento € necessario para a expansao sera semelhante, mas mais complexa.

Mapear a rapidez com que a capacidade geral de armazenamento esta sendo consumida pode ajudar vocé a
entender quanto armazenamento adicionar na expansao e quando o espago de armazenamento adicional
sera necessario. Vocé pode usar o Grid Manager para“capacidade de armazenamento de monitores e
graficos" .

Ao planejar o momento de uma expanséo, lembre-se de considerar quanto tempo pode levar para adquirir e
instalar armazenamento adicional.

Adicionar capacidade de armazenamento para objetos codificados por eliminacao

Se sua politica de ILM incluir uma regra que faz cépias codificadas para eliminagao, vocé
devera planejar onde adicionar novo armazenamento e quando adiciona-lo. A
quantidade de armazenamento que vocé adiciona e 0 momento da adicado podem afetar
a capacidade de armazenamento utilizavel da rede.

O primeiro passo no planejamento de uma expansao de armazenamento € examinar as regras na sua politica
de ILM que criam objetos codificados para eliminagdo. Como o StorageGRID cria k+m fragmentos para cada
objeto codificado por eliminagéo e armazena cada fragmento em um né de armazenamento diferente, vocé
deve garantir que pelo menos k+m nés de armazenamento tenham espaco para novos dados codificados por
eliminacao apods a expansao. Se o perfil de codificagao de eliminacao fornecer protecao contra perda de site,
vocé devera adicionar armazenamento a cada site. Ver"O que sdo esquemas de codificacao de apagamento”
para obter informagdes sobre perfis de codificacdo de eliminagéo.

O numero de nés que vocé precisa adicionar também depende de quao cheios os nds existentes estardo
quando vocé realizar a expansao.

Recomendacao geral para adicionar capacidade de armazenamento para objetos codificados por
eliminacgao

Se quiser evitar calculos detalhados, vocé pode adicionar dois n6s de armazenamento por site quando os nés
de armazenamento existentes atingirem 70% da capacidade.

Esta recomendacao geral fornece resultados razoaveis em uma ampla gama de esquemas de codificagédo de
apagamento para grades de site Unico e para grades onde a codificagdo de apagamento fornece protegéo
contra perda de site.

Para entender melhor os fatores que levaram a esta recomendagéao ou para desenvolver um plano mais
preciso para o seu site, consulte"Consideracoes para rebalanceamento de dados codificados por eliminacao” .
Para uma recomendacéo personalizada otimizada para sua situagao, entre em contato com seu consultor de
servigos profissionais da NetApp .
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Consideragoes para rebalanceamento de dados codificados por eliminagao

Se vocé estiver executando uma expansao para adicionar nés de armazenamento e usar
regras de ILM para apagar dados de cddigo, talvez seja necessario executar o
procedimento de rebalanceamento de codificagdo de eliminagdo (EC) se nao puder
adicionar ndés de armazenamento suficientes para o esquema de codificacdo de
eliminagao que estiver usando.

Ap0s revisar essas consideracdes, execute a expansao e va para"Rebalancear dados codificados para
eliminacéo apods adicionar nos de armazenamento” para executar o procedimento.

O que é rebalanceamento de CE?

O rebalanceamento do EC é um procedimento do StorageGRID que pode ser necessario apds uma expansao
do n6 de armazenamento. O procedimento é executado como um script de linha de comando do né de
administragao principal. Quando vocé executa o procedimento de rebalanceamento do EC, o StorageGRID
redistribui fragmentos codificados para eliminagao entre os nés de armazenamento existentes e os recém-
adicionados em um site.

O procedimento de reequilibrio da CE:

* Move somente dados de objetos codificados para eliminagéo. Ele ndo move dados de objetos replicados.
* Redistribui os dados dentro de um site. Ele ndo move dados entre sites.

» Redistribui dados entre todos os nés de armazenamento em um site. Ele ndo redistribui dados dentro dos
volumes de armazenamento.

* Nao considera o uso de dados replicados em cada n6é de armazenamento ao determinar para onde mover
os dados codificados para eliminacgao.

 Redistribui dados codificados para eliminagédo uniformemente entre os nés de armazenamento sem
considerar as capacidades relativas de cada no.

» Nao distribuira dados codificados para eliminagéo para ndés de armazenamento que estejam mais de 80%
cheios.

* Pode diminuir o desempenho das operacdes do ILM e das operagdes do cliente S3 quando ele é
executado; recursos adicionais sdo necessarios para redistribuir os fragmentos de codificagao de
eliminac&o.

Quando o procedimento de reequilibrio da CE estiver concluido:
* Os dados codificados para eliminagdo serdo movidos de nds de armazenamento com menos espago
disponivel para nés de armazenamento com mais espaco disponivel.
» A protecao de dados de objetos codificados para eliminagdo néo sera alterada.
* Os valores usados (%) podem ser diferentes entre os n6s de armazenamento por dois motivos:
o Copias de objetos replicados continuardo consumindo espago nos noés existentes; o procedimento de
rebalanceamento do EC n&o move dados replicados.

> Nos de maior capacidade estarao relativamente menos cheios do que nds de menor capacidade,
embora todos 0s ndés acabem com aproximadamente a mesma quantidade de dados codificados para
eliminacéo.

Por exemplo, suponha que trés nés de 200 TB estejam cada um preenchido até 80% (200 x 0,8 = 160
TB em cada no, ou 480 TB para o site). Se vocé adicionar um né de 400 TB e executar o
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procedimento de rebalanceamento, todos os nos terdo aproximadamente a mesma quantidade de
dados de cédigo de eliminac&o (480/4 = 120 TB). Entretanto, o Usado (%) para o né maior sera menor
que o Usado (%) para os nés menores.

After addin
p— d — After EC rebalance —
larger node
0% 30%
80% 80% 30% + G0% G60% 60%

Quando rebalancear dados codificados por eliminagao

Considere o seguinte cenario:

» O StorageGRID esta sendo executado em um unico site, que contém trés nés de armazenamento.

» A politica ILM usa uma regra de codificagéo de eliminagao 2+1 para todos os objetos maiores que 1,0 MB
e uma regra de replicagédo de 2 copias para objetos menores.

* Todos os nés de armazenamento ficaram completamente cheios. O alerta Low Object Storage foi
acionado no nivel de gravidade mais alto.

~ Before expansion =

3 nodes are 100% full

O rebalanceamento nao é necessario se vocé adicionar nds suficientes

Para entender quando o rebalanceamento do EC nao é necessario, suponha que vocé adicionou trés (ou
mais) novos nés de armazenamento. Neste caso, vocé nao precisa realizar o rebalanceamento do EC. Os nés
de armazenamento originais permanecerdo cheios, mas novos objetos agora usardo os trés novos nos para
codificag@o de eliminagédo 2+1; os dois fragmentos de dados e o fragmento de paridade podem ser
armazenados em um no diferente.



- Before expansion - ——— After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC

Embora vocé possa executar o procedimento de rebalanceamento do EC neste caso, mover os
dados codificados para eliminagéo existentes diminuira temporariamente o desempenho da
grade, o que pode afetar as operagdes do cliente.

O rebalanceamento é necessario se vocé nao puder adicionar nés suficientes

Para entender quando o rebalanceamento do EC é necessario, suponha que vocé sé pode adicionar dois nos
de armazenamento, em vez de trés. Como o esquema 2+1 exige que pelo menos trés nds de armazenamento
tenham espaco disponivel, os nds vazios ndo podem ser usados para novos dados codificados para
eliminacéo.

- Before expansion - ——— After adding 2 nodes ——

3 nodes are 100% full 2 new nodes cannot be used for EC

Para utilizar os novos nés de armazenamento, vocé deve executar o procedimento de rebalanceamento do
EC. Quando esse procedimento é executado, o StorageGRID redistribui os dados codificados por eliminagao
e os fragmentos de paridade existentes entre todos os nés de armazenamento no site. Neste exemplo,
quando o procedimento de rebalanceamento do EC é concluido, todos os cinco nos estdo agora apenas 60%
cheios, e os objetos podem continuar a ser ingeridos no esquema de codificagdo de eliminagdo 2+1 em todos
0s nés de armazenamento.

— After EC rebalance

- Before expansion - —— After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC 5 nodes are 60% full, EC can continue

Recomendacdes para o reequilibrio da CE

A NetApp exigira o rebalanceamento do EC se todas as seguintes afirmagdes forem verdadeiras:



* Use codificacéo de eliminagéo para seus dados de objeto.

» O alerta Low Object Storage foi acionado para um ou mais nés de armazenamento em um site, indicando
gue os nos estdo 80% ou mais cheios.

* Vocé nao consegue adicionar novos Nés de Armazenamento suficientes para o esquema de codificagao
de eliminagédo em uso. Ver "Adicionar capacidade de armazenamento para objetos codificados por

eliminacéo" .

» Seus clientes S3 podem tolerar menor desempenho em suas operagdes de leitura e gravagéo enquanto o
procedimento de rebalanceamento do EC estiver em execugéo.

Opcionalmente, vocé pode executar o procedimento de rebalanceamento do EC se preferir que os nés de
armazenamento sejam preenchidos com niveis semelhantes e seus clientes S3 puderem tolerar desempenho
inferior para suas operagdes de leitura e gravagédo enquanto o procedimento de rebalanceamento do EC

estiver em execucéo.

Como o procedimento de rebalanceamento da CE interage com outras tarefas de manutencgao

Nao é possivel executar determinados procedimentos de manutencdo ao mesmo tempo em que se executa o
procedimento de rebalanceamento do EC.

Procedimento

Procedimentos adicionais de
reequilibrio da CE

Procedimento de
descomissionamento

Trabalho de reparo de dados EC

Procedimento de expansao

Procedimento de atualizacéo

Permitido durante o procedimento de rebalanceamento da CE?

Nao.

Vocé s6 pode executar um procedimento de rebalanceamento de EC
por vez.

Nao.

* Vocé nao podera iniciar um procedimento de descomissionamento
ou um reparo de dados do EC enquanto o procedimento de
rebalanceamento do EC estiver em execugéo.

* Vocé esta impedido de iniciar o procedimento de rebalanceamento
do EC enquanto um procedimento de desativacao do né de
armazenamento ou um reparo de dados do EC estiver em
execucao.

Nao.

Se voceé precisar adicionar novos nés de armazenamento em uma
expanséo, execute o procedimento de rebalanceamento do EC apos
adicionar todos os novos nos.

Nao.

Se vocé precisar atualizar o software StorageGRID , execute o
procedimento de atualizagao antes ou depois de executar o
procedimento de rebalanceamento do EC. Conforme necessario, vocé
pode encerrar o procedimento de rebalanceamento do EC para realizar
uma atualizagao de software.



Procedimento Permitido durante o procedimento de rebalanceamento da CE?

Procedimento de clonagem don6é  N&o.

do dispositivo
Se vocé precisar clonar um n6 de armazenamento do dispositivo,
execute o procedimento de rebalanceamento do EC apds adicionar o
novo no.

Procedimento de correcao Sim.

Vocé pode aplicar um hotfix do StorageGRID enquanto o procedimento
de rebalanceamento do EC estiver em execugéo.

Outros procedimentos de Nao.

manutencao
Vocé deve encerrar o procedimento de rebalanceamento do EC antes

de executar outros procedimentos de manutencao.

Como o procedimento de rebalanceamento da CE interage com o ILM

Enquanto o procedimento de rebalanceamento do EC estiver em execucéo, evite fazer alteragdes no ILM que
possam alterar a localizagdo de objetos codificados para eliminacao existentes. Por exemplo, ndo comece a
usar uma regra ILM que tenha um perfil de codificagdo de eliminacgao diferente. Se precisar fazer tais
alteragdes no ILM, vocé devera encerrar o procedimento de rebalanceamento do EC.

Adicionar capacidade de metadados

Para garantir que haja espag¢o adequado disponivel para metadados de objetos, talvez
seja necessario executar um procedimento de expansao para adicionar novos nos de
armazenamento em cada site.

O StorageGRID reserva espacgo para metadados de objetos no volume 0 de cada n6 de armazenamento. Trés
copias de todos os metadados do objeto sdo mantidas em cada site, distribuidas uniformemente entre todos
0s nos de armazenamento.

Vocé pode usar o Grid Manager para monitorar a capacidade de metadados dos nés de armazenamento e
estimar a rapidez com que a capacidade de metadados esta sendo consumida. Além disso, o alerta
Armazenamento de metadados baixo € acionado para um N6 de Armazenamento quando o espacgo de
metadados usado atinge determinados limites.

Observe que a capacidade de metadados de objetos de uma grade pode ser consumida mais rapidamente do
que sua capacidade de armazenamento de objetos, dependendo de como vocé usa a grade. Por exemplo, se
vocé normalmente ingere grandes quantidades de objetos pequenos ou adiciona grandes quantidades de
metadados ou tags de usuario a objetos, pode ser necessario adicionar N6s de Armazenamento para
aumentar a capacidade de metadados, mesmo que ainda haja capacidade de armazenamento de objetos
suficiente.

Para mais informagdes, consulte o seguinte:

+ "Gerenciar armazenamento de metadados de objetos"

» "Monitorar a capacidade de metadados do objeto para cada n6 de armazenamento”
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Diretrizes para aumentar a capacidade de metadados

Antes de adicionar nés de armazenamento para aumentar a capacidade de metadados, revise as seguintes
diretrizes e limitacdes:

» Supondo que haja capacidade de armazenamento de objetos suficiente, ter mais espacgo disponivel para
metadados de objetos aumenta o nimero de objetos que vocé pode armazenar no seu sistema
StorageGRID .

* Vocé pode aumentar a capacidade de metadados de uma grade adicionando um ou mais nos de
armazenamento a cada site.

* O espaco real reservado para metadados de objetos em qualquer n6 de armazenamento depende da
opgao de armazenamento Espaco reservado de metadados (configuragdo de todo o sistema), da
quantidade de RAM alocada ao né e do tamanho do volume 0 do né.

* Nao é possivel aumentar a capacidade de metadados adicionando volumes de armazenamento aos nés
de armazenamento existentes, porque os metadados s&o armazenados somente no volume 0.

* Vocé n&o pode aumentar a capacidade de metadados adicionando um novo site.

* O StorageGRID mantém trés copias de todos os metadados de objetos em cada site. Por esse motivo, a
capacidade de metadados do seu sistema é limitada pela capacidade de metadados do seu menor site.

* Ao adicionar capacidade de metadados, vocé deve adicionar o mesmo numero de nds de armazenamento
a cada site.
Os nds de armazenamento somente de metadados tém requisitos de hardware especificos:
* Ao usar dispositivos StorageGRID , n6s somente de metadados podem ser configurados somente em
dispositivos SGF6112 com doze unidades de 1,9 TB ou doze de 3,8 TB.

* Ao usar nos baseados em software, os recursos de nds somente de metadados devem corresponder aos
recursos de nds de armazenamento existentes. Por exemplo:

> Se o site StorageGRID existente estiver usando dispositivos SG6000 ou SG6100, os nds somente de
metadados baseados em software deverao atender aos seguintes requisitos minimos:

= 128 GB de RAM
= CPU de 8 nucleos
= 8 TB SSD ou armazenamento equivalente para o banco de dados Cassandra (rangedb/0)

> Se o site StorageGRID existente estiver usando nés de armazenamento virtuais com 24 GB de RAM,
CPU de 8 nucleos e 3 TB ou 4 TB de armazenamento de metadados, os ndés somente de metadados
baseados em software deveréo usar recursos semelhantes (24 GB de RAM, CPU de 8 nucleos e 4 TB
de armazenamento de metadados (rangedb/0).

» Ao adicionar um novo site StorageGRID , a capacidade total de metadados do novo site deve, no minimo,
corresponder aos sites StorageGRID existentes e os novos recursos do site devem corresponder aos nés
de armazenamento nos sites StorageGRID existentes.

Veja o"descri¢gdo do que é Espago Reservado de Metadados" .

Como os metadados sao redistribuidos quando vocé adiciona nés de
armazenamento

Quando vocé adiciona nds de armazenamento em uma expansao, o StorageGRID redistribui os metadados
do objeto existente para os novos nds em cada site, 0 que aumenta a capacidade geral de metadados da
grade. Nenhuma agéo do usuario é necessaria.


../admin/managing-object-metadata-storage.html

A figura a seguir mostra como o StorageGRID redistribui metadados de objetos quando vocé adiciona nos de
armazenamento em uma expansao. O lado esquerdo da figura representa o volume 0 de trés nds de
armazenamento antes de uma expansao. Os metadados estdo consumindo uma parte relativamente grande
do espacgo de metadados disponivel de cada no, e o alerta Armazenamento baixo de metadados foi
acionado.

O lado direito da figura mostra como os metadados existentes sao redistribuidos depois que dois nés de
armazenamento sdo adicionados ao site. A quantidade de metadados em cada né diminuiu, o alerta
Armazenamento baixo de metadados ndo € mais acionado e o espaco disponivel para metadados
aumentou.

— Metadata use before expansion — — Metadata use after expansion —

Three Storage Nodes Five Storage Nodes

Object metadata

] Resemved metadata space

Adicione nés de grade para adicionar recursos ao seu
sistema

Vocé pode adicionar redundancia ou recursos adicionais a um sistema StorageGRID
adicionando novos nos de grade a sites existentes.

Por exemplo, vocé pode optar por adicionar nés de gateway para usar em um grupo de alta disponibilidade
(HA) ou pode adicionar um n6 de administragdo em um site remoto para permitir o monitoramento usando um
né local.

Vocé pode adicionar um ou mais dos seguintes tipos de nds a um ou mais sites existentes em uma unica
operagao de expanséo:

* Noés administrativos nao primarios

* No6s de armazenamento

* Noés de gateway
Ao se preparar para adicionar nos de grade, esteja ciente das seguintes limitagdes:

* O no de administragéo principal € implantado durante a instalagao inicial. Nao & possivel adicionar um no
de administragao primario durante uma expanséao.
* Vocé pode adicionar nds de armazenamento e outros tipos de nds na mesma expansao.

* Ao adicionar n6s de armazenamento, vocé deve planejar cuidadosamente o numero e a localizagéo dos
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novos nés. Ver "Diretrizes para adicionar capacidade de objeto" .

* Se a opcao Definir novo n6 padrao for Nao confiavel na guia Redes de clientes ndo confiaveis na
pagina Controle de firewall, os aplicativos clientes que se conectam aos nds de expansao usando a Rede
do cliente devem se conectar usando uma porta de ponto de extremidade do balanceador de carga
(CONFIGURAGAO > Seguranga > Controle de firewall). Veja as instrugbes para"alterar a configuragéo
de seguranga para o novo né" e para"configurar pontos de extremidade do balanceador de carga" .

Adicionar um novo site

Vocé pode expandir seu sistema StorageGRID adicionando um novo site.

Diretrizes para adicionar um site

Antes de adicionar um site, revise os seguintes requisitos e limitagoes:

* Vocé s6 pode adicionar um site por operacao de expansao.
* N&o € possivel adicionar n6s de grade a um site existente como parte da mesma expansao.
» Todos os sites devem incluir pelo menos trés nés de armazenamento.

 Adicionar um novo site ndo aumenta automaticamente o nimero de objetos que vocé pode armazenar. A
capacidade total de objetos de uma grade depende da quantidade de armazenamento disponivel, da
politica de ILM e da capacidade de metadados em cada site.

» Ao dimensionar um novo site, vocé deve garantir que ele inclua capacidade de metadados suficiente.

O StorageGRID mantém uma cépia de todos os metadados do objeto em cada site. Ao adicionar um novo
site, vocé deve garantir que ele inclua capacidade de metadados suficiente para os metadados do objeto
existente e capacidade de metadados suficiente para o crescimento.

Para mais informagdes, consulte o seguinte:

o "Gerenciar armazenamento de metadados de objetos"
o "Monitorar a capacidade de metadados do objeto para cada n6 de armazenamento”

» Vocé deve considerar a largura de banda de rede disponivel entre os sites e o nivel de laténcia da rede.
As atualizagbes de metadados sdo continuamente replicadas entre sites, mesmo que todos os objetos
sejam armazenados apenas no site onde séo ingeridos.

« Como seu sistema StorageGRID permanece operacional durante a expanséo, vocé deve revisar as regras
do ILM antes de iniciar o procedimento de expansdo. Vocé deve garantir que cépias de objetos ndo sejam
armazenadas no novo site até que o procedimento de expanséao seja concluido.

Por exemplo, antes de iniciar a expanséo, determine se alguma regra usa o pool de armazenamento
padréo (Todos os nés de armazenamento). Se isso acontecer, vocé devera criar um novo pool de
armazenamento que contenha os nés de armazenamento existentes e atualizar suas regras de ILM para
usar o novo pool de armazenamento. Caso contrario, os objetos serdo copiados para o novo site assim
que o primeiro né naquele site se tornar ativo.

Para obter mais informacdes sobre como alterar o ILM ao adicionar um novo site, consulte o"exemplo de
alteragcéo de uma politica de ILM" .
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../admin/configure-firewall-controls.html
../admin/configure-firewall-controls.html
../admin/configuring-load-balancer-endpoints.html
https://docs.netapp.com/pt-br/storagegrid-119/admin/managing-object-metadata-storage.html
https://docs.netapp.com/pt-br/storagegrid-119/monitor/monitoring-storage-capacity.html#monitor-object-metadata-capacity-for-each-storage-node
../ilm/example-6-changing-ilm-policy.html
../ilm/example-6-changing-ilm-policy.html

Informacgoes sobre direitos autorais

Copyright © 2025 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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