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Saiba mais sobre o StorageGRID
O que é StorageGRID?

O NetApp® StorageGRID® é um conjunto de armazenamento de objetos definido por
software que oferece suporte a uma ampla variedade de casos de uso em ambientes
multicloud publicos, privados e hibridos. O StorageGRID oferece suporte nativo para a
APl do Amazon S3 e fornece inovagdes lideres do setor, como gerenciamento
automatizado do ciclo de vida para armazenar, proteger, proteger e preservar dados nao
estruturados de forma econémica por longos periodos.

O StorageGRID fornece armazenamento seguro e duravel para dados nao estruturados em escala. Politicas
integradas de gerenciamento de ciclo de vida orientadas por metadados otimizam onde seus dados ficam ao
longo de sua vida util. O conteudo é colocado no local certo, na hora certa e no nivel de armazenamento certo
para reduzir custos.

O StorageGRID é composto de nds geograficamente distribuidos, redundantes e heterogéneos, que podem
ser integrados a aplicativos clientes existentes e de proxima geracéo.
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O suporte para nés de arquivo foi removido. A movimentagéo de objetos de um né de arquivo
para um sistema de armazenamento de arquivo externo por meio da API S3 foi substituida
por"Pools de armazenamento em nuvem ILM" , que oferecem mais funcionalidade.


../ilm/what-cloud-storage-pool-is.html

Beneficios do StorageGRID

As vantagens do sistema StorageGRID incluem o seguinte:
» Repositorio de dados distribuido geograficamente para dados nao estruturados, altamente escalavel e
facil de usar.
 Protocolos padrdo de armazenamento de objetos:
> Servigo de armazenamento simples da Amazon Web Services (S3)
o OpenStack Swift

@ O suporte para aplicativos cliente Swift foi descontinuado e sera removido em uma
versao futura.

 Habilitado para nuvem hibrida. O gerenciamento do ciclo de vida das informacgdes (ILM) baseado em
politicas armazena objetos em nuvens publicas, incluindo Amazon Web Services (AWS) e Microsoft Azure.
Os servigos da plataforma StorageGRID permitem replicagéo de conteudo, notificagéo de eventos e
pesquisa de metadados de objetos armazenados em nuvens publicas.

» Protecao de dados flexivel para garantir durabilidade e disponibilidade. Os dados podem ser protegidos
usando replicagao e codificacdo de eliminagdo em camadas. A verificagdo de dados em repouso € em voo
garante integridade para retenc¢édo de longo prazo.

» Gerenciamento dinamico do ciclo de vida de dados para ajudar a gerenciar os custos de armazenamento.
Vocé pode criar regras de ILM que gerenciam o ciclo de vida dos dados no nivel do objeto, personalizando
a localidade, a durabilidade, o desempenho, o custo e o tempo de retencédo dos dados.

« Alta disponibilidade de armazenamento de dados e algumas fungdes de gerenciamento, com
balanceamento de carga integrado para otimizar a carga de dados nos recursos do StorageGRID .

» Suporte para varias contas de locatarios de armazenamento para segregar os objetos armazenados no
seu sistema por diferentes entidades.

* Diversas ferramentas para monitorar a integridade do seu sistema StorageGRID , incluindo um sistema de
alerta abrangente, um painel grafico e status detalhados para todos os nds e sites.

» Suporte para implantagao baseada em software ou hardware. Vocé pode implantar o StorageGRID em
qualquer um dos seguintes:

o Maquinas virtuais em execuc¢ao no VMware.
o Mecanismos de contéiner em hosts Linux.
o Dispositivos projetados pela StorageGRID .
= Os dispositivos de armazenamento fornecem armazenamento de objetos.

= Os dispositivos de servigos fornecem servigos de administragéo de rede e balanceamento de
carga.

* Em conformidade com os requisitos de armazenamento relevantes destes regulamentos:

o Comissao de Valores Mobiliarios (SEC) em 17 CFR § 240.17a-4(f), que regulamenta membros de
bolsas, corretores ou negociantes.

> Regra 4511(c) da Autoridade Reguladora do Setor Financeiro (FINRA), que difere dos requisitos de
formato e midia da Regra 17a-4(f) da SEC.

o Commodity Futures Trading Commission (CFTC) no regulamento 17 CFR § 1.31(c)-(d), que
regulamenta a negociagao de futuros de commodities.

» Operagdes de atualizagdo e manutengao nao disruptivas. Mantenha o acesso ao conteudo durante os



procedimentos de atualizag&o, expansao, desativagdo e manutengao.

» Gerenciamento de identidade federada. Integra-se com o Active Directory, OpenLDAP ou Oracle Directory
Service para autenticagao de usuarios. Oferece suporte ao logon unico (SSO) usando o padrao Security
Assertion Markup Language 2.0 (SAML 2.0) para trocar dados de autenticagéo e autorizagao entre o
StorageGRID e o Active Directory Federation Services (AD FS).

Nuvens hibridas com StorageGRID

Use o StorageGRID em uma configuragéo de nuvem hibrida implementando o
gerenciamento de dados orientado por politicas para armazenar objetos em pools de
armazenamento em nuvem, aproveitando os servigos da plataforma StorageGRID e
hierarquizando dados do ONTAP para o StorageGRID com o NetApp FabricPool.

Pools de armazenamento em nuvem

Os pools de armazenamento em nuvem permitem que vocé armazene objetos fora do sistema StorageGRID .
Por exemplo, vocé pode querer mover objetos acessados com pouca frequéncia para um armazenamento em
nuvem de menor custo, como Amazon S3 Glacier, S3 Glacier Deep Archive, Google Cloud ou a camada de
acesso Archive no armazenamento de Blobs do Microsoft Azure. Ou vocé pode querer manter um backup em
nuvem de objetos StorageGRID , que pode ser usado para recuperar dados perdidos devido a uma falha de
volume de armazenamento ou n6 de armazenamento.

O armazenamento de terceiros também é suportado, incluindo armazenamento em disco e fita.

@ O uso de Cloud Storage Pools com FabricPool ndo é suportado devido a laténcia adicional para
recuperar um objeto do destino do Cloud Storage Pool.

Servigos da plataforma S3

Os servigos da plataforma S3 oferecem a capacidade de usar servigos remotos como pontos de extremidade
para replicagcao de objetos, notificagdes de eventos ou integragcéo de pesquisa. Os servigos de plataforma
operam independentemente das regras de ILM da grade e sao habilitados para buckets S3 individuais. Os
seguintes servigos sao suportados:

* O servico de replicagao do CloudMirror espelha automaticamente objetos especificados em um bucket S3
de destino, que pode estar no Amazon S3 ou em um segundo sistema StorageGRID .

» O servigo de notificagao de eventos envia mensagens sobre agdes especificadas para um ponto de
extremidade externo que oferece suporte ao recebimento de eventos do Simple Notification Service
(Amazon SNS).

* O servico de integracao de pesquisa envia metadados de objetos para um servigo Elasticsearch externo,
permitindo que os metadados sejam pesquisados, visualizados e analisados usando ferramentas de
terceiros.

Por exemplo, vocé pode usar a replicagao do CloudMirror para espelhar registros especificos de clientes no
Amazon S3 e, em seguida, aproveitar os servicos da AWS para realizar analises em seus dados.

Camadas de dados ONTAP usando FabricPool

Vocé pode reduzir o custo do armazenamento ONTAP hierarquizando dados no StorageGRID usando o
FabricPool. O FabricPool permite o armazenamento automatizado de dados em camadas de armazenamento
de objetos de baixo custo, no local ou externamente.



Ao contrario das solugdes de hierarquizacao manual, o FabricPool reduz o custo total de propriedade ao
automatizar a hierarquizacado de dados para diminuir o custo de armazenamento. Ele oferece os beneficios da
economia da nuvem por meio de camadas em nuvens publicas e privadas, incluindo StorageGRID.

Informacgodes relacionadas

* "O que é Cloud Storage Pool?"
» "Gerenciar servicos de plataforma"

* "Configurar StorageGRID para FabricPool"

Arquitetura e topologia de rede do StorageGRID

Um sistema StorageGRID consiste em varios tipos de nds de grade em um ou mais
locais de data center.

Veja o"descri¢des dos tipos de nos da grade” .

Para obter informacgdes adicionais sobre a topologia da rede StorageGRID , requisitos e comunicagdes de
grade, consulte o"Diretrizes de rede" .

Topologias de implantagao

O sistema StorageGRID pode ser implantado em um Unico local de data center ou em varios locais de data
center.

Site Unico

Em uma implantagdo com um Unico site, a infraestrutura e as operagdes do sistema StorageGRID séo
centralizadas.


https://docs.netapp.com/pt-br/storagegrid-119/ilm/what-cloud-storage-pool-is.html
https://docs.netapp.com/pt-br/storagegrid-119/tenant/what-platform-services-are.html
https://docs.netapp.com/pt-br/storagegrid-119/fabricpool/index.html
nodes-and-services.html
../network/index.html

(——

Client

Data Center

Primary Admin Gateway Node
Node (optional)

Storage Nodes

Varios sites

Em uma implantagéo com varios sites, diferentes tipos e nimeros de recursos do StorageGRID podem ser
instalados em cada site. Por exemplo, pode ser necessario mais armazenamento em um data center do que
em outro.

Diferentes locais geralmente estédo localizados em locais geograficamente diferentes em diferentes dominios
de falhas, como uma falha geoldgica causada por terremotos ou uma planicie de inundagao. O
compartilhamento de dados e a recuperac¢ao de desastres s&o obtidos pela distribuicdo automatizada de
dados para outros sites.
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Varios sites l6gicos também podem existir em um Unico data center para permitir o uso de replicagéo
distribuida e codificacédo de eliminacdo para aumentar a disponibilidade e a resiliéncia.

Redundancia de nés de grade

Em uma implantagéo de site unico ou de varios sites, vocé pode, opcionalmente, incluir mais de um no de
administragao ou né de gateway para redundancia. Por exemplo, vocé pode instalar mais de um n6 de
administragdo em um unico site ou em varios sites. No entanto, cada sistema StorageGRID pode ter apenas

um né de administrag&o primario.

Arquitetura do sistema

Este diagrama mostra como os nos da grade sao organizados dentro de um sistema StorageGRID .
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Os clientes S3 armazenam e recuperam objetos no StorageGRID. Outros clientes sdao usados para enviar
notificagdes por e-mail, para acessar a interface de gerenciamento do StorageGRID e, opcionalmente, para

acessar o compartilhamento de auditoria.

Os clientes S3 podem se conectar a um n6 de gateway ou a um n6 de administragdo para usar a interface de
balanceamento de carga para n6s de armazenamento. Como alternativa, os clientes S3 podem se conectar
diretamente aos nés de armazenamento usando HTTPS.

Os objetos podem ser armazenados no StorageGRID em nds de armazenamento baseados em software ou
hardware, ou em pools de armazenamento em nuvem, que consistem em buckets S3 externos ou contéineres

de armazenamento de Blobs do Azure.



Nés e servigos de grade

Nés e servigos de grade

O bloco de construgao basico de um sistema StorageGRID é o n6 de grade. Os nés
contém servigcos, que sdo modulos de software que fornecem um conjunto de recursos a
um no de grade.

Tipos de nés de grade

O sistema StorageGRID usa quatro tipos de nés de grade:

Nos de administragao

Fornecer servigos de gerenciamento, como configuracao do sistema, monitoramento e registro. Ao fazer
login no Grid Manager, vocé esta se conectando a um n6 de administragao. Cada grade deve ter um né
administrativo primario e pode ter nés administrativos ndo primarios adicionais para redundéancia. Vocé
pode se conectar a qualquer né administrativo, e cada né administrativo exibe uma visdo semelhante do
sistema StorageGRID . No entanto, os procedimentos de manutencao devem ser executados usando o n6
de administracao principal.

Os nos de administragdo também podem ser usados para balancear a carga do trafego do cliente S3.
Ver"O que é um né de administragao?"

No6s de armazenamento

Gerencie e armazene dados de objetos e metadados. Cada site no seu sistema StorageGRID deve ter pelo
menos trés nos de armazenamento.

Ver"O que é um n6 de armazenamento?"

Nos de gateway (opcional)

Fornega uma interface de balanceamento de carga que os aplicativos clientes podem usar para se
conectar ao StorageGRID. Um balanceador de carga direciona os clientes perfeitamente para um né de
armazenamento ideal, de modo que a falha de nés ou até mesmo de um site inteiro seja transparente.

Ver"O que é um no de gateway?"

Nés de hardware e software

Os nos do StorageGRID podem ser implantados como nés de dispositivos do StorageGRID ou como nds
baseados em software.

Nés do dispositivo StorageGRID

Os dispositivos de hardware StorageGRID sao especialmente projetados para uso em um sistema
StorageGRID . Alguns aparelhos podem ser usados como nés de armazenamento. Outros dispositivos podem
ser usados como nos de administragdo ou nés de gateway. Vocé pode combinar nds de dispositivos com nos
baseados em software ou implantar grades de dispositivos totalmente projetadas, sem dependéncias de
hipervisores externos, armazenamento ou hardware de computacéo.

Veja o seguinte para saber mais sobre os aparelhos disponiveis:

* "Documentagéao do dispositivo StorageGRID"


what-admin-node-is.html
what-storage-node-is.html
what-gateway-node-is.html
https://docs.netapp.com/us-en/storagegrid-appliances/

* "Hardware Universe da NetApp"

Nos baseados em software

Os nos de grade baseados em software podem ser implantados como maquinas virtuais VMware ou em
mecanismos de contéiner em um host Linux.

* Maquina virtual (VM) no VMware vSphere: Consulte"Instalar o StorageGRID no VMware" .

* Dentro de um mecanismo de contéiner no Red Hat Enterprise Linux: Veja"Instalar o StorageGRID no Red
Hat Enterprise Linux" .

» Dentro de um mecanismo de contéiner no Ubuntu ou Debian: Veja"Instalar o StorageGRID no Ubuntu ou
Debian" .

Use o "Ferramenta de Matriz de Interoperabilidade NetApp (IMT)" para determinar as versdes suportadas.

Durante a instalacao inicial de um novo n6 de armazenamento baseado em software, vocé pode especificar
que ele seja usado apenas para“armazenar metadados” .

Servigcos StorageGRID

A seguir esta uma lista completa de servigos do StorageGRID .

Servico Descrigao Localizagao
Encaminhador de servigos de Fornece uma interface para o servigo Load Servigo de balanceador de
conta Balancer consultar o Account Service em carga em nos de

hosts remotos e fornece notificagdes de administragao e nos de

alteragdes de configuragdo do Load Balancer gateway
Endpoint para o servico Load Balancer.

ADC (Controlador de Dominio Mantém informacgdes de topologia, fornece Pelo menos trés nés de

Administrativo) servicos de autenticacdo e responde a armazenamento contendo o

consultas dos servigos LDR e CMN. servico ADC em cada site
AMS (Sistema de Gestdo de  Monitora e registra todos os eventos e Noés de administragéao
Auditoria) transagdes do sistema auditados em um

arquivo de log de texto.

Cassandra Reaper Executa reparos automaticos de metadados  NoOs de armazenamento
de objetos.
Servigo de pedagos Gerencia dados codificados por eliminagdo e NoOs de armazenamento

fragmentos de paridade.

CMN (N6 de Gerenciamento  Gerencia configuragdes de todo o sistema e N6 de administragéo primario
de Configuragao) tarefas de grade. Cada grade tem um servigo
CMN.


https://hwu.netapp.com
../vmware/index.html
../rhel/index.html
../rhel/index.html
../ubuntu/index.html
../ubuntu/index.html
https://imt.netapp.com/matrix/#welcome
../primer/what-storage-node-is.html#types-of-storage-nodes

Servico

DDS (Armazenamento de
Dados Distribuidos)

DMV (Movimentador de

Dados)

IP dindmico (dynip)

Grafana

Alta disponibilidade

Identidade (idnt)

Arbitro Lambda

Balanceador de carga (nginx-
gw)

LDR (Roteador de
Distribuicdo Local)

Daemon de controle do
servigo de informacbes
MISCd

nginx
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Descrigao

Faz interface com o banco de dados
Cassandra para gerenciar metadados de
objetos.

Move dados para pontos de extremidade na
nuvem.

Monitora a grade em busca de alteragdes
dindmicas de IP e atualiza as configuragdes
locais.

Usado para visualizagdo de métricas no Grid
Manager.

Gerencia IPs virtuais de alta disponibilidade
em nos configurados na pagina Grupos de
alta disponibilidade. Este servigo também é
conhecido como servigo keepalived.

Federa identidades de usuarios do LDAP e
do Active Directory.

Gerencia solicitagdes SelectObjectContent do
S3 Select.

Fornece balanceamento de carga do trafego
S3 de clientes para nés de armazenamento.
O servico Load Balancer pode ser
configurado por meio da pagina de
configuragéo de endpoints do Load Balancer.
Este servico também é conhecido como
Servigo nginx-gw.

Gerencia o0 armazenamento e a transferéncia
de conteudo dentro da grade.

Fornece uma interface para consultar e
gerenciar servicos em outros nés e para
gerenciar configuragbes ambientais no no,
como consultar o estado de servicos em
execugao em outros noés.

Atua como um mecanismo de autenticacéo e
comunicagao segura para varios servigos de
grade (como Prometheus e IP dindmico) para
poder se comunicar com servigos em outros
nos por meio de APIs HTTPS.

Localizagao

Nés de armazenamento

Noés de armazenamento

Todos os nos

Nos de administracéo

Nos de administracéo e
gateway

Nos de armazenamento que

usam o servico ADC

Todos os nos

Nos de administracéo e
gateway

Nés de armazenamento

Todos os nos

Todos os nos



Servico Descrigao Localizagao

nginx-gw Alimenta o servigo Load Balancer. No6s de administragédo e
gateway

NMS (Sistema de Fornece energia as opgdes de No6s de administragao

Gerenciamento de Rede) monitoramento, geragao de relatorios e

configuragéo que sao exibidas por meio do
Grid Manager.

Persisténcia Gerencia arquivos no disco raiz que precisam Todos os nos
persistir apés uma reinicializagéo.

Prometeu Coleta métricas de séries temporais de Noés de administragéao
servigos em todos 0s nos.

RSM (Maquina de Estados Garante que as solicitagdes de servigo da Nos de armazenamento que
Replicada) plataforma sejam enviadas aos seus usam o servico ADC
respectivos endpoints.

SSM (Monitor de status do Monitora as condi¢des do hardware e reporta Uma instancia esta presente
servidor) ao servico NMS. em cada no6 da grade
Coletor de tragos Executa a coleta de rastreamento para reunir NoOs de administragcéo

informagdes para uso pelo suporte técnico. O
servigo coletor de rastreamento usa o
software Jaeger de cédigo aberto.

O que é um n6 de administragao?

Os nds de administracédo fornecem servigos de gerenciamento, como configuragao do
sistema, monitoramento e registro. Os nds de administracdo também podem ser usados
para balancear a carga do trafego do cliente S3. Cada grade deve ter um no
administrativo primario e pode ter qualquer numero de nds administrativos nao primarios
para redundancia.

Diferengas entre nés administrativos primarios e nao primarios

Ao fazer login no Grid Manager ou no Tenant Manager, vocé esta se conectando a um n6 de administragao.
Vocé pode se conectar a qualquer né administrativo, e cada né administrativo exibe uma visdo semelhante do
sistema StorageGRID . No entanto, o né administrativo primario fornece mais funcionalidades do que os nés
administrativos n&o primarios. Por exemplo, a maioria dos procedimentos de manutencao deve ser executada
nos nos de administragao primarios.

A tabela resume os recursos dos nds administrativos primarios e nao primarios.

11



Capacidades N6 de administragao N6 de administragao

primario nao primario
Inclui oAMS servico Sim Sim
Inclui oCMN servigo Sim N&o
Inclui oONMS servico Sim Sim
Inclui oPrometeu servico Sim Sim
Inclui oSSM servigo Sim Sim
Inclui oBalanceador de carga eAlta disponibilidade Sim Sim
servigos
Suporta olnterface de Programa de Aplicagao de Sim Sim
Gerenciamento (mgmt-api)
Pode ser usado para todas as tarefas de manutencdo Sim Nao
relacionadas a rede, por exemplo, alteracéo de
endereco IP e atualizac&o de servidores NTP
Pode executar o rebalanceamento do EC apods a Sim Nao
expansao do né de armazenamento
Pode ser usado para o procedimento de restauracdo Sim Sim
de volume
Pode coletar arquivos de log e dados do sistemade  Sim Nao
um ou mais nos
Envia notificacdes de alerta, pacotes AutoSupporte  Sim. Atua como Sim. Atua como um
traps SNMP e informa oremetente preferencial . remetente de espera.

N6 de administragdao do remetente preferencial

Se sua implantagéo do StorageGRID incluir varios nés de administragdo, o né de administragao principal sera
o remetente preferencial para notificagoes de alerta, pacotes de AutoSupport e traps e informagdes SNMP.

Em operagdes normais do sistema, somente o remetente preferido envia notificagdes. Entretanto, todos os
outros nds administrativos monitoram o remetente preferido. Se um problema for detectado, outros noés
administrativos atuam como remetentes em espera.

Varias notificagdes podem ser enviadas nestes casos:
» Se os nos administrativos ficarem "ilhados" uns dos outros, tanto o remetente preferencial quanto os

remetentes em espera tentardo enviar notificagdes, e varias copias das notificagdes poderao ser
recebidas.

12



» Se o remetente em espera detectar problemas com o remetente preferencial e comecar a enviar
notificagcdes, o remetente preferencial podera recuperar sua capacidade de enviar notificagdes. Se isso
ocorrer, notificagdes duplicadas poderao ser enviadas. O remetente em espera deixara de enviar
notificagdes quando nao detectar mais erros no remetente preferido.

Quando vocé testa pacotes do AutoSupport , todos os nés administrativos enviam o teste.
Ao testar notificagbes de alerta, vocé deve fazer login em cada n6 de administracdo para
verificar a conectividade.

Servigos primarios para nés de administragao

A tabela a seguir mostra os principais servigos para nés de administragao; no entanto, esta tabela nao lista

todos os servicos dos nos.

Servigo

Sistema de Gestao de Auditoria

(AMS)

N6 de Gerenciamento de
Configuragdao (CMN)

[[alta disponibilidade]]Alta
disponibilidade

Balanceador de carga

Interface de Programa de
Aplicativo de Gerenciamento
(mgmt-api)

Sistema de gerenciamento de
rede (NMS)

Prometeu

Monitor de status do servidor
(SSM)

Funcgao principal

Rastreia atividades e eventos do sistema.

Gerencia a configuragado de todo o sistema.

Gerencia enderecos IP virtuais de alta disponibilidade para grupos de
nos de administragao e nés de gateway.

Observagao: Este servico também é encontrado em nés de gateway.

Fornece balanceamento de carga do trafego S3 de clientes para nés de
armazenamento.

Observacao: Este servigo também € encontrado em nds de gateway.

Processa solicitagbes da API de gerenciamento de grade e da API de
gerenciamento de locatarios.

Fornece funcionalidade para o Grid Manager.

Coleta e armazena métricas de séries temporais dos servicos em todos

0S nos.

Monitora o sistema operacional e o hardware subjacente.

O que é um né de armazenamento?

Os nés de armazenamento gerenciam e armazenam dados de objetos e metadados. Os
nos de armazenamento incluem os servigos € processos necessarios para armazenar,
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mover, verificar e recuperar dados de objetos e metadados no disco.

Cada site no seu sistema StorageGRID deve ter pelo menos trés nés de armazenamento.

Tipos de n6és de armazenamento

Durante a instalagao, vocé pode selecionar o tipo de né de armazenamento que deseja instalar. Esses tipos
estdo disponiveis para nés de armazenamento baseados em software e para ndés de armazenamento
baseados em dispositivos que oferecem suporte ao recurso:

* N6 de armazenamento de dados e metadados combinados

* N6 de armazenamento somente de metadados

* N6 de armazenamento somente de dados
Vocé pode selecionar o tipo de né de armazenamento nestas situacdes:

¢ Ao instalar inicialmente um n6é de armazenamento

* Quando vocé adiciona um n6 de armazenamento durante a expanséao do sistema StorageGRID
@ N&o é possivel alterar o tipo apds a conclusao da instalacdo do N6 de Armazenamento.

N6 de armazenamento de dados e metadados (combinado)

Por padrao, todos os novos nés de armazenamento armazenardo dados de objetos e metadados. Este tipo
de n6 de armazenamento é chamado de né de armazenamento combinado.

N6 de armazenamento somente de metadados

Usar um no6 de armazenamento exclusivamente para metadados pode fazer sentido se sua grade
armazenar um numero muito grande de objetos pequenos. A instalagdo de capacidade de metadados
dedicada proporciona um melhor equilibrio entre o espago necessario para um numero muito grande de
objetos pequenos e 0 espaco necessario para os metadados desses objetos. Além disso, nés de
armazenamento somente de metadados hospedados em dispositivos de alto desempenho podem
aumentar o desempenho.

Os nds de armazenamento somente de metadados tém requisitos de hardware especificos:
* Ao usar dispositivos StorageGRID , n6s somente de metadados podem ser configurados somente em

dispositivos SGF6112 com doze unidades de 1,9 TB ou doze de 3,8 TB.

* Ao usar nos baseados em software, os recursos de nds somente de metadados devem corresponder aos
recursos de nds de armazenamento existentes. Por exemplo:

> Se o site StorageGRID existente estiver usando dispositivos SG6000 ou SG6100, os nds somente de
metadados baseados em software deverao atender aos seguintes requisitos minimos:

= 128 GB de RAM
= CPU de 8 nucleos
= 8 TB SSD ou armazenamento equivalente para o banco de dados Cassandra (rangedb/0)

> Se o site StorageGRID existente estiver usando nés de armazenamento virtuais com 24 GB de RAM,
CPU de 8 nucleos e 3 TB ou 4 TB de armazenamento de metadados, os nés somente de metadados
baseados em software deveréo usar recursos semelhantes (24 GB de RAM, CPU de 8 nucleos e 4 TB
de armazenamento de metadados (rangedb/0).

» Ao adicionar um novo site StorageGRID , a capacidade total de metadados do novo site deve, no minimo,
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corresponder aos sites StorageGRID existentes e os novos recursos do site devem corresponder aos nés
de armazenamento nos sites StorageGRID existentes.

Ao instalar n6s somente de metadados, a grade também deve conter um niumero minimo de nds para
armazenamento de dados:

« Para uma grade de site Unico, configure pelo menos dois nés de armazenamento combinados ou somente
de dados.

« Para uma grade de varios sites, configure pelo menos um n6 de armazenamento combinado ou somente
de dados por site.

@ Embora os nés de armazenamento somente de metadados contenham oServigo LDR e pode
processar solicitagdes de clientes S3, o desempenho do StorageGRID pode n&o aumentar.

N6 de armazenamento somente de dados

Usar um n6 de armazenamento exclusivamente para dados pode fazer sentido se seus nés de
armazenamento tiverem caracteristicas de desempenho diferentes. Por exemplo, para aumentar
potencialmente o desempenho, vocé pode ter nés de armazenamento de disco giratério de alta capacidade
e somente dados, acompanhados por nés de armazenamento de alto desempenho somente metadados.

Ao instalar nds somente de dados, a grade deve conter o seguinte:

* Um minimo de dois nds de armazenamento combinados ou somente de dados por grade
* Pelo menos um n6 de armazenamento combinado ou somente de dados por site

* Um minimo de trés nés de armazenamento combinados ou somente de metadados por site

Servigos primarios para nés de armazenamento

A tabela a seguir mostra os principais servigos para nés de armazenamento; no entanto, esta tabela néo lista
todos os servigos de nos.

@ Alguns servigos, como o servigo ADC e o servigo RSM, normalmente existem apenas em trés
nos de armazenamento em cada site.

Servico Funcgao principal

Conta (acct) Gerencia contas de inquilinos.
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Servico

Controlador de Dominio
Administrativo (ADC)

Cassandra

Cassandra Reaper

16

Funcao principal

Mantém a topologia e a configuragédo de toda a grade.

Observacgao: Nos de armazenamento somente de dados nao hospedam o
servico ADC.

Detalhes

O servigo Controlador de Dominio Administrativo (ADC) autentica nés de
grade e suas conexdes entre si. O servigo ADC é hospedado em no minimo
trés nds de armazenamento em um site.

O servico ADC mantém informagdes de topologia, incluindo a localizagédo e
a disponibilidade dos servigos. Quando um n6 de grade requer informacgdes
de outro n6 de grade ou uma agéo a ser executada por outro n6 de grade,
ele entra em contato com um servico ADC para encontrar o melhor n6 de
grade para processar sua solicitacdo. Além disso, o servigo ADC retém uma
copia dos pacotes de configuragdo da implantagéo do StorageGRID ,
permitindo que qualquer né de grade recupere informagdes de configuragao
atuais.

Para facilitar operacdes distribuidas e isoladas, cada servico ADC
sincroniza certificados, pacotes de configuracao e informagdes sobre
servigos e topologia com os outros servigos ADC no sistema StorageGRID .

Em geral, todos os n6s da grade mantém uma conexdo com pelo menos um
servico ADC. Isso garante que os nds da grade estejam sempre acessando
as informagdes mais recentes. Quando os nds da grade se conectam, eles
armazenam em cache os certificados de outros nés da grade, permitindo
que os sistemas continuem funcionando com nés da grade conhecidos,
mesmo quando um servigo ADC néo estiver disponivel. Novos nés de grade
sO podem estabelecer conexdes usando um servico ADC.

A conexdo de cada né da grade permite que o servico ADC reuna
informacdes de topologia. Essas informagdes do né da grade incluem a
carga da CPU, o espago em disco disponivel (se houver armazenamento),
os servigos suportados e o ID do site do né da grade. Outros servigos
solicitam ao servigo ADC informagdes de topologia por meio de consultas
de topologia. O servigo ADC responde a cada consulta com as informacgdes
mais recentes recebidas do sistema StorageGRID .

Armazena e protege metadados de objetos.

Observagao: Os nos de armazenamento somente de dados ndo hospedam o
servico Cassandra.

Executa reparos automaticos de metadados de objetos.

Observacgao: Os nds de armazenamento somente de dados ndo hospedam o
servigo Cassandra Reaper.



Servigo Funcao principal

Pedaco Gerencia dados codificados por eliminagao e fragmentos de paridade.

Movedor de dados (dmv) Move dados para pools de armazenamento em nuvem.

Armazenamento de Monitora o armazenamento de metadados de objetos.

dados distribuidos (DDS)
Detalhes

Cada n6 de armazenamento inclui o servico Distributed Data Store (DDS).
Este servico faz interface com o banco de dados Cassandra para executar
tarefas em segundo plano nos metadados do objeto armazenados no
sistema StorageGRID .

O servigo DDS rastreia o numero total de objetos ingeridos no sistema

StorageGRID , bem como o numero total de objetos ingeridos por meio de
cada uma das interfaces suportadas do sistema (S3).

Identidade (idnt) Federa identidades de usuarios do LDAP e do Active Directory.
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Servico

Roteador de
Distribuicdo Local (LDR)
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Funcao principal

Processa solicitagdes de protocolo de armazenamento de objetos e gerencia
dados de objetos no disco.



Servigo Funcao principal

Maquina de Estado Garante que as solicitagbes de servigos da plataforma S3 sejam enviadas aos
Replicada (RSM) seus respectivos endpoints.

Monitor de status do Monitora o sistema operacional e o hardware subjacente.

servidor (SSM)

SErvigo LR TaZ a malor parte ao trapaino pesaao ao sisierma sloragesRiv
manipulando cargas de transferéncia de dados e fungdes de trafego de

O que é um né de gatewgys2.

Os noés de gateway fornecesghigd aoridacs de Lalanesanaento de carga dedicada que os
aplicativos cliente S3 podem usar para se conectar ao StorageGRID. O balanceamento

de carga maximiza a velocidays'das capacidade de conexao distribuindo a carga de
trabalho entre varios nés deAlivida¢genageemicr®@stnds deayiteidagadaiormpeiorniihid)

* Excluséo de objeto
O servigo StorageGRID Load Balancer é fornecido em todos os nés de administragédo e todos os nés de
gateway. Ele executa o encerrameMERZ8BAMAREL9Q16%enE’ pRIBIRFotocolo TLS (Transport Layer
Security), inspeciona as solicitacles §RFHRRAINSE BE\BIER X CRTIE8 DGR RHIES HBRINRZ§8amento. O
servigo Load Balancer direciona os%g%gm%ynente para um n6 de armazenamento ideal, de modo que
a falha de nds ou até mesmo de um site inteiro seja transparente.

» Gerenciamento de armazenamento de dados
Configure um ou mais pontos de extiRmigradgserBaRIaBReador de carga para definir a porta e o protocolo de
rede (HTTPS ou HTTP) que as solicitagbes de entrada e saida do cliente usardo para acessar os servigos do
balanceador de carga nos nds desgaignAVBRIRABBIIsHRSER. QdPvlssle Sdieanilsde o lexeesfe. de
carga também define o tipo de cliente (S3), o modo de vinculagao e, opcionalmente, uma lista de locatarios
permitidos ou bloqueados. Ver Lojasiderebjetogara balanceamento de carga” .

O armazenamento de dados subjacente de um servico LDR é dividido

e oo ST AR B SaChali b b g%%%%};@ﬂ? hecidos

adminisiragao em um rupo de altagapgpIBIAE &%mg Pl AibRie os &
interface de backup podera gerenﬂﬁ{ Boﬁﬁgae %Hﬁ& Q& %88 gggvo cliente. Ver "Gerenciar grupos de alta

disponibilidade (HA)" .

Os objetos armazenados em um n6 de armazenamento sao identificados
Servicos primarios para nés de gatemayimero hexadecimal de 0000 a 002F, conhecido como ID do
volume. O espaco € reservado no primeiro armazenamento de objetos

A tabela a seguir mostra os prlnC|p@,@éﬁ{glgyﬁg%r%?go%gét@gvagjé{&e&tﬁm Esiairge'adiip lista todos os

servicos de nos. Cassandra; qualquer espago restante nesse volume é usado para dados

da nhiatne Tndne ne niitrne armazanamantne da nhiatne e3n 11cadne

Servigo Funcao principal

Alta disponibilidade Gerencia enderecos IP virtuais de alta disponibilidade para grupos de
nos de administragao e nés de gateway.

Observacao: Este servico também é encontrado em nés de
administracao.

Balanceador de carga Fornece balanceamento de carga da Camada 7 do trafego S3 dos
clientes para os Nos de Armazenamento. Este € o mecanismo de
balanceamento de carga recomendado.

Observacao: Este servico também é encontrado em nés de
administracao.

Para garantir redundancia e, portanto, protegdo contra perdas, trés

nnnnnn Ao maoatadadne da nhintne eA3n mantidac am ~ada qita Eqtn
L;U'JIGD UcT Iiicuauauuvuo Uuc UUJCI.UO o4V llidliuuao Tl baua Oilc. Loua

replicagdo nao é configuravel e é executada automaticamente. Para 19
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Servigo Funcao principal

Monitor de status do servidor Monitora o sistema operacional e o hardware subjacente.
(SSM)

O que é um né de arquivo?
O suporte para nds de arquivo foi removido.

Para obter informagdes sobre nos de arquivo, consulte "O que € um no de arquivo (site de documentacao do
StorageGRID 11.8)".

Como o StorageGRID gerencia dados

O que é um objeto

Com o armazenamento de objetos, a unidade de armazenamento € um objeto, em vez
de um arquivo ou um bloco. Diferentemente da hierarquia em forma de arvore de um
sistema de arquivos ou armazenamento em bloco, o0 armazenamento de objetos
organiza os dados em um layout simples e nao estruturado.

O armazenamento de objetos separa a localizagao fisica dos dados do método usado para armazenar e
recuperar esses dados.

Cada objeto em um sistema de armazenamento baseado em objetos tem duas partes: dados do objeto e
metadados do objeto.

Object 1 Object 2 Object 3
et e
Data Data

O que sdo dados de objeto?

Dados de objetos podem ser qualquer coisa; por exemplo, uma fotografia, um filme ou um registro meédico.

O que sdao metadados de objeto?

Metadados de objeto sdo quaisquer informagdes que descrevem um objeto. O StorageGRID usa metadados
de objetos para rastrear os locais de todos os objetos na grade e gerenciar o ciclo de vida de cada objeto ao
longo do tempo.

Os metadados do objeto incluem informagdes como as seguintes:
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» Metadados do sistema, incluindo um ID exclusivo para cada objeto (UUID), o nome do objeto, o nome do
bucket S3 ou contéiner Swift, o nome ou ID da conta do locatéario, o tamanho légico do objeto, a data e a
hora em que o objeto foi criado pela primeira vez e a data e a hora em que o objeto foi modificado pela
ultima vez.

* O local de armazenamento atual de cada copia de objeto ou fragmento codificado para eliminagao.

* Quaisquer metadados do usuario associados ao objeto.
Os metadados do objeto sdo personalizaveis e expansiveis, tornando-os flexiveis para uso por aplicativos.

Para obter informacdes detalhadas sobre como e onde o StorageGRID armazena metadados de objetos,
acesse"Gerenciar armazenamento de metadados de objetos" .

Como os dados do objeto séo protegidos?

O sistema StorageGRID fornece dois mecanismos para proteger dados de objetos contra perda: replicagéo e
codificagao de eliminagao.

Replicagao

Quando o StorageGRID corresponde objetos a uma regra de gerenciamento do ciclo de vida das informacgdes
(ILM) configurada para criar copias replicadas, o sistema cria copias exatas dos dados do objeto e as
armazena em nos de armazenamento ou pools de armazenamento em nuvem. As regras do ILM determinam
0 numero de copias feitas, onde essas copias sdo armazenadas e por quanto tempo elas sao retidas pelo
sistema. Se uma copia for perdida, por exemplo, como resultado da perda de um n6 de armazenamento, o
objeto ainda estara disponivel se houver uma copia dele em outro lugar no sistema StorageGRID .

No exemplo a seguir, a regra Fazer 2 cépias especifica que duas copias replicadas de cada objeto sejam
colocadas em um pool de armazenamento que contém trés nés de armazenamento.

- Make 2 Copies

Storage Pool
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Codificagao de apagamento

Quando o StorageGRID corresponde objetos a uma regra ILM configurada para criar copias codificadas para
eliminagéo, ele divide os dados do objeto em fragmentos de dados, calcula fragmentos de paridade adicionais
e armazena cada fragmento em um né de armazenamento diferente. Quando um objeto é acessado, ele é
remontado usando os fragmentos armazenados. Se um dado ou um fragmento de paridade for corrompido ou
perdido, o algoritmo de codificagcdo de eliminagéo pode recriar esse fragmento usando um subconjunto dos
dados e fragmentos de paridade restantes. As regras do ILM e os perfis de codificagéo de eliminagao
determinam o esquema de codificagdo de eliminagao usado.

O exemplo a seguir ilustra o uso da codificagao de eliminagdo nos dados de um objeto. Neste exemplo, a
regra ILM usa um esquema de codificagado de eliminagao 4+2. Cada objeto € dividido em quatro fragmentos
de dados iguais, e dois fragmentos de paridade sdo computados a partir dos dados do objeto. Cada um dos
seis fragmentos é armazenado em um n6 de armazenamento diferente em trés data centers para fornecer
protegdo de dados em caso de falhas de no6 ou perda de site.

| _Parity'r'____. 1 F’arity

Informacgdes relacionadas
+ "Gerenciar objetos com ILM"

» "Use o gerenciamento do ciclo de vida da informagao”
A vida de um objeto

A vida de um objeto consiste em varios estagios. Cada estagio representa as operagdes
que ocorrem com o objeto.

A vida de um objeto inclui as operacdes de ingestdo, gerenciamento de cdpias, recuperagao e exclusao.

* Ingestéao: O processo de um aplicativo cliente S3 salvando um objeto via HTTP no sistema StorageGRID .
Nesta fase, o sistema StorageGRID comega a gerenciar o objeto.

* Gerenciamento de coépias: O processo de gerenciamento de cépias replicadas e codificadas para
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eliminagao no StorageGRID, conforme descrito pelas regras do ILM nas politicas ativas do ILM. Durante o
estagio de gerenciamento de cépias, o StorageGRID protege os dados do objeto contra perdas criando e
mantendo o numero e o tipo especificados de copias do objeto em nds de armazenamento ou em um pool
de armazenamento em nuvem.

* Recuperar: O processo de um aplicativo cliente acessando um objeto armazenado pelo sistema
StorageGRID . O cliente |1é o objeto, que é recuperado de um né de armazenamento ou pool de
armazenamento em nuvem.

Excluir: O processo de remogao de todas as copias de objetos da grade. Os objetos podem ser excluidos
como resultado do envio de uma solicitagdo de exclusédo ao sistema StorageGRID pelo aplicativo cliente
ou como resultado de um processo automatico que o StorageGRID executa quando a vida util do objeto
expira.

Copy Management

Cloud Storage Pool

Informacgdes relacionadas

+ "Gerenciar objetos com ILM"
+ "Use o gerenciamento do ciclo de vida da informagao"
Fluxo de ingestao de dados

Uma operagéao de ingestdo ou salvamento consiste em um fluxo de dados definido entre
o cliente e o sistema StorageGRID .
Fluxo de dados

Quando um cliente ingere um objeto no sistema StorageGRID , o servigo LDR nos nés de armazenamento
processa a solicitacdo e armazena os metadados e dados no disco.

- |
6) Metadata i

) ) LDR ;—Metadata—b‘ Metadata
4 Response——— ! R
Client e
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1. O aplicativo cliente cria o objeto e o envia ao sistema StorageGRID por meio de uma solicitagdo HTTP
PUT.

2. O objeto é avaliado em relagéo a politica de ILM do sistema.

3. O servigo LDR salva os dados do objeto como uma copia replicada ou como uma copia codificada para
eliminagéo. (O diagrama mostra uma verséao simplificada do armazenamento de uma cépia replicada em
disco.)

4. O servigo LDR envia os metadados do objeto para o armazenamento de metadados.
5. O armazenamento de metadados salva os metadados do objeto no disco.

6. O armazenamento de metadados propaga copias de metadados de objetos para outros nés de
armazenamento. Essas copias também sao salvas no disco.

7. O servigo LDR retorna uma resposta HTTP 200 OK ao cliente para confirmar que o objeto foi ingerido.

Gerenciamento de cépias

Os dados do objeto sao gerenciados pelas politicas ativas do ILM e pelas regras
associadas do ILM. As regras do ILM fazem cépias replicadas ou codificadas para
eliminagao para proteger dados de objetos contra perdas.

Diferentes tipos ou locais de copias de objetos podem ser necessarios em diferentes momentos da vida do
objeto. As regras do ILM s&o avaliadas periodicamente para garantir que os objetos sejam colocados
conforme necessario.

Os dados do objeto s&o gerenciados pelo servigo LDR.

Protecao de contetido: replicagao

Se as instrugdes de posicionamento de conteudo de uma regra de ILM exigirem copias replicadas de dados
de objeto, copias serao feitas e armazenadas em disco pelos nés de armazenamento que compdem o pool de
armazenamento configurado.

O mecanismo ILM no servigco LDR controla a replicagdo e garante que o numero correto de copias seja
armazenado nos locais corretos e pelo periodo de tempo correto.
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Replication Request

onfimation

Data Data

Metadata

Disk Disk

1. O mecanismo ILM consulta o servico ADC para determinar o melhor servico LDR de destino dentro do
pool de armazenamento especificado pela regra ILM. Em seguida, ele envia ao servico LDR um comando
para iniciar a replicacao.

2. O servigo LDR de destino consulta o servico ADC para obter o melhor local de origem. Em seguida, ele
envia uma solicitagdo de replicagédo ao servigo LDR de origem.

3. O servigo LDR de origem envia uma copia para o servigo LDR de destino.
4. O servigo LDR de destino notifica 0 mecanismo ILM de que os dados do objeto foram armazenados.

5. O mecanismo ILM atualiza o armazenamento de metadados com metadados de localizagdo de objetos.

Protecao de contetudo: codificagao de eliminagao

Se uma regra de ILM incluir instru¢des para fazer copias codificadas para eliminagdo de dados de objeto, o
esquema de codificagdo de eliminagao aplicavel divide os dados de objeto em fragmentos de dados e
paridade e distribui esses fragmentos entre os ndés de armazenamento configurados no perfil de codificagao
de eliminag&o.

O mecanismo ILM, que é um componente do servigo LDR, controla a codificagcao de eliminagéo e garante que
o perfil de codificagao de eliminagao seja aplicado aos dados do objeto.
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Erasure Coding
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Disk

. O mecanismo ILM consulta o servico ADC para determinar qual servigo DDS pode executar melhor a

operagao de codificagdo de eliminagao. Quando determinado, o mecanismo ILM envia uma solicitagéo de
"inicio" para esse servico.

. O servigo DDS instrui um LDR a apagar o cédigo dos dados do objeto.

3. O servigo LDR de origem envia uma copia para o servigo LDR selecionado para codificagéo de

eliminacéo.

. Depois de criar o numero apropriado de fragmentos de paridade e dados, o servigo LDR distribui esses

fragmentos entre os nés de armazenamento (servigcos de bloco) que compdem o pool de armazenamento
do perfil de codificagdo de eliminagao.

. O servigo LDR notifica o mecanismo ILM, confirmando que os dados do objeto foram distribuidos com

Sucesso.

. O mecanismo ILM atualiza o armazenamento de metadados com metadados de localizagdo de objetos.

Protecao de conteudo: Cloud Storage Pool

Se as instrugdes de posicionamento de conteldo de uma regra de ILM exigirem que uma copia replicada dos
dados do objeto seja armazenada em um Pool de Armazenamento em Nuvem, os dados do objeto serédo
duplicados no bucket S3 externo ou no contéiner de armazenamento de Blobs do Azure que foi especificado
para o Pool de Armazenamento em Nuvem.

O mecanismo ILM, que € um componente do servico LDR, e o servigco Data Mover controlam a movimentacao
de objetos para o Cloud Storage Pool.
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1. O mecanismo ILM seleciona um servigo Data Mover para replicar no Cloud Storage Pool.

2. O servigo Data Mover envia os dados do objeto para o Cloud Storage Pool.
3. O servigo Data Mover notifica o mecanismo ILM de que os dados do objeto foram armazenados.

4. O mecanismo ILM atualiza o armazenamento de metadados com metadados de localizagdo de objetos.

Recuperar fluxo de dados

Uma operacao de recuperacao consiste em um fluxo de dados definido entre o sistema
StorageGRID e o cliente. O sistema usa atributos para rastrear a recuperacéo do objeto
de um né de armazenamento ou, se necessario, de um pool de armazenamento em
nuvem.

O servico LDR do n6 de armazenamento consulta o repositério de metadados para saber a localizagéo dos
dados do objeto e os recupera do servigo LDR de origem. De preferéncia, a recuperagéo é feita a partir de um
no de armazenamento. Se o objeto ndo estiver disponivel em um né de armazenamento, a solicitagéo de
recuperacéao sera direcionada a um pool de armazenamento em nuvem.

Se a Unica copia do objeto estiver no armazenamento AWS Glacier ou na camada do Azure
Archive, o aplicativo cliente devera emitir uma solicitagdo S3 RestoreObject para restaurar uma
copia recuperavel para o Cloud Storage Pool.

27



Metadata

\ Object Location

Qu:.ry

—HTTP GET—> [ —Request-> HE
- e OF .., | Source LDF

Client

LLLLLL
oonono

Disk Archive Storage

Cloud Storage
Pool

1. O servico LDR recebe uma solicitacdo de recuperacao do aplicativo cliente.

2. O servigo LDR consulta o repositorio de metadados para obter a localizagdo dos dados do objeto e os
metadados.

3. O servigo LDR encaminha a solicitacdo de recuperagao para o servigo LDR de origem.

4. O servigo LDR de origem retorna os dados do objeto do servigo LDR consultado e o sistema retorna o
objeto ao aplicativo cliente.

Excluir fluxo de dados

Todas as copias de objetos sdo removidas do sistema StorageGRID quando um cliente
executa uma operacao de exclusdo ou quando a vida util do objeto expira, acionando
sua remogao automatica. H4 um fluxo de dados definido para exclusdo de objetos.

Hierarquia de exclusao

O StorageGRID fornece varios métodos para controlar quando os objetos sao retidos ou excluidos. Os objetos
podem ser excluidos por solicitagdo do cliente ou automaticamente. O StorageGRID sempre prioriza
quaisquer configuragcdes de bloqueio de objeto do S3 em relagdo as solicitagdes de exclusdo do cliente, que
sdo priorizadas em relagdo ao ciclo de vida do bucket do S3 e as instrugbes de posicionamento do ILM.

* Bloqueio de Objeto S3: Se a configuragao global de Bloqueio de Objeto S3 estiver habilitada para a
grade, os clientes S3 poderao criar buckets com o Bloqueio de Objeto S3 habilitado e, em seguida, usar a
API REST S3 para especificar as configuragbes de retencéo até a data e retencéo legal para cada versao
de objeto adicionada a esse bucket.

o Uma verséao de objeto que esta sob retencéo legal ndo pode ser excluida por nenhum método.

o Antes que a data de retencédo de uma versao do objeto seja atingida, essa versao n&o pode ser
excluida por nenhum método.
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> Objetos em buckets com o S3 Object Lock habilitado sao retidos pelo ILM "para sempre". No entanto,
apos atingir a data de retenc¢édo, uma versao do objeto pode ser excluida por uma solicitagéo do cliente
ou pela expiragéo do ciclo de vida do bucket.

> Se os clientes S3 aplicarem uma retencéo até a data padrao ao bucket, eles n&o precisaréo
especificar uma retengao até a data para cada objeto.

« Solicitagao de exclusao de cliente: Um cliente S3 pode emitir uma solicitacdo de excluséo de objeto.
Quando um cliente exclui um objeto, todas as cdpias do objeto sdo removidas do sistema StorageGRID .

* Excluir objetos no bucket: os usuarios do Tenant Manager podem usar esta op¢ao para remover
permanentemente todas as copias dos objetos e versdes de objetos em buckets selecionados do sistema
StorageGRID .

 Ciclo de vida do bucket S3: os clientes S3 podem adicionar uma configuragéo de ciclo de vida aos seus
buckets que especifica uma agéo de expiragdo. Se houver um ciclo de vida de bucket, o StorageGRID
excluira automaticamente todas as copias de um objeto quando a data ou o nimero de dias especificado
na agao Expiragao forem atingidos, a menos que o cliente exclua o objeto primeiro.

* Instrugdes de posicionamento do ILM: Supondo que o bucket ndo tenha o S3 Object Lock habilitado e
que nao haja um ciclo de vida do bucket, o StorageGRID exclui automaticamente um objeto quando o
ultimo periodo na regra do ILM termina e ndo ha mais posicionamentos especificados para o objeto.

®

Ver "Como

Quando um ciclo de vida de bucket do S3 é configurado, as a¢des de expiragao do ciclo de
vida substituem a politica do ILM para objetos que correspondem ao filtro do ciclo de vida.
Como resultado, um objeto pode ser retido na grade mesmo depois que quaisquer
instrucdes do ILM para posiciona-lo tenham expirado.

0s objetos sao excluidos" para maiores informagdes.

Fluxo de dados para exclusdes de clientes

| DELETE
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Disk  Archive Storage

Cloud Storage
Pool

1. O servigo LDR recebe uma solicitagdo de exclusao do aplicativo cliente.

2. O servigo LDR atualiza o armazenamento de metadados para que o objeto parega excluido para
solicitagdes do cliente e instrui o mecanismo ILM a remover todas as copias dos dados do objeto.

3. O objeto é removido do sistema. O armazenamento de metadados é atualizado para remover metadados
de objetos.
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1. O mecanismo ILM determina que o objeto precisa ser excluido.

2. O mecanismo ILM notifica 0 armazenamento de metadados. O armazenamento de metadados atualiza os
metadados do objeto para que o objeto parega excluido nas solicitagdes do cliente.

3. O mecanismo ILM remove todas as copias do objeto. O armazenamento de metadados ¢é atualizado para
remover metadados de objetos.

Gestao do ciclo de vida da informacao

Use o gerenciamento do ciclo de vida das informagdes (ILM) para controlar o
posicionamento, a duragao e o comportamento de ingestao de todos os objetos no seu
sistema StorageGRID . As regras do ILM determinam como o StorageGRID armazena
objetos ao longo do tempo. Configure uma ou mais regras de ILM e adicione-as a uma
politica de ILM. Uma grade pode ter mais de uma politica ativa ao mesmo tempo.

As regras do ILM definem:

* Quais objetos devem ser armazenados. Uma regra pode ser aplicada a todos os objetos, ou vocé pode
especificar filtros para identificar a quais objetos uma regra se aplica. Por exemplo, uma regra pode ser
aplicada somente a objetos associados a determinadas contas de locatarios, buckets S3 ou contéineres
Swift especificos ou valores de metadados especificos.

* O tipo e a localizagao do armazenamento. Os objetos podem ser armazenados em nés de
armazenamento ou em pools de armazenamento em nuvem.

+ O tipo de copias de objetos feitas. As copias podem ser replicadas ou codificadas para eliminagao.
« Para copias replicadas, o numero de coépias feitas.

+ Para coépias codificadas por apagamento, o esquema de codificagdo por apagamento € usado.

* As mudancas ao longo do tempo no local de armazenamento de um objeto e no tipo de cépias.

» Como os dados do objeto sao protegidos a medida que os objetos sdo ingeridos na grade

(posicionamento sincrono ou confirmacao dupla).

Observe que os metadados do objeto ndo sdo gerenciados pelas regras do ILM. Em vez disso, os metadados
do objeto sdo armazenados em um banco de dados Cassandra no que € conhecido como repositorio de
metadados. Trés copias dos metadados do objeto sdo mantidas automaticamente em cada site para proteger
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os dados contra perdas.

Exemplo de regra ILM

Por exemplo, uma regra ILM poderia especificar o seguinte:

 Aplicar somente aos objetos pertencentes ao Locatario A.
» Faga duas copias replicadas desses objetos e armazene cada copia em um local diferente.

* Mantenha as duas copias "para sempre", o que significa que o StorageGRID néo as excluira
automaticamente. Em vez disso, o StorageGRID mantera esses objetos até que eles sejam excluidos por
uma solicitacao de excluséo do cliente ou pelo término do ciclo de vida de um bucket.

* Use a opgédo Balanceado para o comportamento de ingestéo: a instru¢cdo de posicionamento de dois sites
€ aplicada assim que o Locatario A salva um objeto no StorageGRID, a menos que nao seja possivel fazer
imediatamente as duas copias necessarias.

Por exemplo, se o Site 2 estiver inacessivel quando o Locatéario A salvar um objeto, o StorageGRID fara
duas copias provisorias nos Nés de Armazenamento no Site 1. Assim que o Site 2 estiver disponivel, o
StorageGRID fara a copia necessaria naquele site.

Como uma politica de ILM avalia objetos

As politicas de ILM ativas para seu sistema StorageGRID controlam o posicionamento, a duragéo € o
comportamento de ingestédo de todos os objetos.

Quando os clientes salvam objetos no StorageGRID, os objetos sdo avaliados em relagdo ao conjunto
ordenado de regras de ILM na politica ativa, da seguinte maneira:

1. Se os filtros da primeira regra na politica corresponderem a um objeto, o objeto sera ingerido de acordo
com o comportamento de ingestao dessa regra e armazenado de acordo com as instrugdes de
posicionamento dessa regra.

2. Se os filtros da primeira regra ndo corresponderem ao objeto, o objeto sera avaliado em relagéo a cada
regra subsequente na politica até que uma correspondéncia seja feita.

3. Se nenhuma regra corresponder a um objeto, o comportamento de ingestao e as instrugbes de
posicionamento da regra padrao na politica serdo aplicados. A regra padrao € a ultima regra em uma
politica e ndo pode usar nenhum filtro. Ele deve ser aplicado a todos os locatarios, todos os buckets e
todas as versdes de objetos.

Exemplo de politica de ILM

Por exemplo, uma politica de ILM pode conter trés regras de ILM que especificam o seguinte:

* Regra 1: Cépias replicadas para o inquilino A
o Combine todos os objetos pertencentes ao Locatario A.
o Armazene esses objetos como trés copias replicadas em trés locais.

> Objetos pertencentes a outros inquilinos ndo sao correspondidos pela Regra 1, entao eles sao
avaliados de acordo com a Regra 2.

* Regra 2: Codificagao de eliminagao para objetos maiores que 1 MB

o Corresponda a todos os objetos de outros locatarios, mas somente se eles forem maiores que 1 MB.
Esses objetos maiores sdo armazenados usando codificagao de eliminagéo 6+3 em trés locais.
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> N&o corresponde a objetos de 1 MB ou menores, portanto esses objetos sdo avaliados de acordo com
a Regra 3.

* Regra 3: 2 copias para 2 data centers (padrao)
o E a Gltima regra padr&o da politica. Nao utiliza filtros.

> Faga duas copias replicadas de todos os objetos nédo correspondidos pela Regra 1 ou Regra 2
(objetos que néo pertencem ao Locatario A e que tém 1 MB ou menos).

Object
ingested
Active Policy
Rule 1 : :
——s ot peargng o
- Store 3 replicated copies at 3 sites
v
Rule 2 .
If any other tenant: — O:] J:,.lcés al:g;;:;zn
- Use EC coding for objects larger than 1 MB
v

Rule 3 (default rule)
If object does not match rule 1 or 2: ——
- Store 2 replicated copies at 2 sites

Any remaining objects
are stared

Informacgdes relacionadas
 "Gerenciar objetos com ILM"

Explorar StorageGRID

Explore o Grid Manager

O Grid Manager ¢é a interface grafica baseada em navegador que permite configurar,
gerenciar e monitorar seu sistema StorageGRID .

@ O Grid Manager ¢é atualizado a cada versao e pode nao corresponder as capturas de tela de
exemplo nesta pagina.

Ao fazer login no Grid Manager, vocé esta se conectando a um n6 de administracdo. Cada sistema
StorageGRID inclui um n6é administrativo primario e qualquer nimero de nés administrativos ndo primarios.
Vocé pode se conectar a qualquer né administrativo, e cada n6é administrativo exibe uma visdo semelhante do
sistema StorageGRID .

Vocé pode acessar o Grid Manager usando um"navegador da web compativel" .
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Painel do Grid Manager

Ao fazer login pela primeira vez no Grid Manager, vocé pode usar o painel para“"monitorar atividades do
sistema" num relance.

O painel contém informagdes sobre a integridade e o desempenho do sistema, uso de armazenamento,
processos do ILM, operagdes do S3 e os nds na grade. Vocé pode"configurar o painel" selecionando entre

uma colegéo de cartdes que contém as informagdes necessarias para monitorar seu sistema de forma eficaz.

m StorageGRID Grid Manager | ywvaid devGrid

StorageGRID dashboard toms, v

MERTS &
Overview Performance Storage LM Nodes
NODES
TENANTS Health status @ Data space usage breakdown @
(T 3,18 MB (0%) of 30,20 T8 used overal|
CONFIGURATION Minar
1 -] L 2

MAINTENANCE
SUFPORT

Total objects in the grid @ Metadata allowed space usage breakdown @ N

0 453 MB (%) of 3.96 TB used in Data Center |

Grid information Diata storage over time @ B wont v Ml

Spme vasd

Para obter uma explicagéo das informagdes mostradas em cada cartéo, selecione o icone de ajudag para
esse cartdo.

Campo de pesquisa

O campo Pesquisar na barra de cabegalho permite que vocé navegue rapidamente para uma pagina
especifica no Grid Manager. Por exemplo, vocé pode digitar km para acessar a pagina do servidor de
gerenciamento de chaves (KMS).

Vocé pode usar Pesquisar para encontrar entradas na barra lateral do Grid Manager e nos menus
Configuragao, Manutengao e Suporte. Vocé também pode pesquisar por nome itens como nés de grade e
contas de locatarios.

Menu de ajuda
O menu de ajudal? J% fornece acesso a:
* O"FabricPool" e"Configuragéo do S3" mago

* O centro de documentagao do StorageGRID para a versao atual

* "Documentacao do API"
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* Informacgdes sobre qual versao do StorageGRID esta instalada atualmente

Menu de alertas

O menu Alertas fornece uma interface facil de usar para detectar, avaliar e resolver problemas que podem
ocorrer durante a operagao do StorageGRID .

No menu Alertas, vocé pode fazer o seguinte para“gerenciar alertas" :

* Revisar alertas atuais

* Revisar alertas resolvidos

» Configurar siléncios para suprimir notificagées de alerta

* Definir regras de alerta para condi¢des que acionam alertas

» Configurar o servidor de e-mail para notificagbes de alerta
Pagina de nés
O"Pagina de nos" exibe informagdes sobre toda a grade, cada site na grade e cada né em um site.

A pagina inicial dos N6s exibe métricas combinadas para toda a grade. Para visualizar informagdes de um site
ou no especifico, selecione o site ou no.

Nodes

View the list and status of sites and grid nodes.
O\ Total node count: 14

Name @ = Type = Objectdataused €@ =  Object metadata used @ CPUusage @ =

-

4

StorageGRID Deployment Grid 0% 0%

~ DataCenter 1 Site 0% 0%
0 DC1-ADM1 Primary Admin Node 21%
@& oDci-ARCL Archive Node 8%
0 DCI-G1 Gateway Node 10%
@ ocis1 Storage Node 0% 0% 29%

Pagina de inquilinos

O"Pagina de inquilinos" permite que vocé"criar e monitorar as contas de locatarios de armazenamento” para
seu sistema StorageGRID . Vocé deve criar pelo menos uma conta de locatario para especificar quem pode
armazenar e recuperar objetos e qual funcionalidade esta disponivel para eles.
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A pagina Locatarios também fornece detalhes de uso para cada locatario, incluindo a quantidade de
armazenamento usada e o numero de objetos. Se vocé definir uma cota ao criar o locatario, podera ver

quanto dessa cota foi usado.

Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date.

To view mare recent values, select the tenant name.

Displaying 2 results

Name @ = Logical spaceused €@ 2  Quotautilization @ =2 Quota @ 42 Objectcount @ %  Signin/Copy URL @
53 Tenant 0 bytes 0% 100.00 GB 0 = F|:|
Swift Tenant 0 bytes 0%  100.00GB 0 =1 0

Menu ILM

O"Menu ILM" permite que vocé"configurar as regras e politicas de gerenciamento do ciclo de vida da
informacao (ILM)" que regem a durabilidade e a disponibilidade dos dados. Vocé também pode inserir um

identificador de objeto para visualizar os metadados desse objeto.
No menu ILM, vocé pode visualizar e gerenciar o ILM:

* Regras

* Politicas

» Tags de politica

* Pools de armazenamento
* Graus de armazenamento
* Regides

* Pesquisa de metadados de objetos

Menu de configuragao

O menu Configuragao permite que vocé especifique configuragdes de rede, configuragdes de seguranga,

configuragdes do sistema, opgdes de monitoramento e opgdes de controle de acesso.

Tarefas de rede

As tarefas de rede incluem:

* "Gerenciando grupos de alta disponibilidade"
» "Gerenciando endpoints do balanceador de carga"
+ "Configurando nomes de dominio de endpoint S3"

+ "Gerenciando politicas de classificagao de trafego"
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* "Configurando interfaces VLAN"

Tarefas de seguranga

As tarefas de seguranca incluem:

+ "Gerenciando certificados de seguranga"
* "Gerenciando controles internos de firewall"
+ "Configurando servidores de gerenciamento de chaves"

» Configurar as definigdes de seguranga, incluindo"Politica de TLS e SSH" ,"op¢des de seguranca de rede e
objeto" , e"configuragdes de seguranca da interface" .

» Configurando as configuragdes para um"proxy de armazenamento” ou um"proxy de administrador”

Tarefas do sistema

As tarefas do sistema incluem:
» Usando"federacao de grade" para clonar informagdes de conta de locatéario e replicar dados de objeto
entre dois sistemas StorageGRID .
* Opcionalmente, habilitando o"Compactar objetos armazenados" opgao.
+ "Gerenciando bloqueio de objeto S3"

« Compreendendo opgdes de armazenamento, como"segmentacao de objetos" e"marcas d’agua de volume
de armazenamento” .

 "Gerenciar perfis de codificacado de eliminagao" .
Tarefas de monitoramento

As tarefas de monitoramento incluem:

+ "Configurando mensagens de auditoria e destinos de log"

» "Usando monitoramento SNMP"

Tarefas de controle de acesso

As tarefas de controle de acesso incluem:

* "Gerenciando grupos de administradores"

» "Gerenciando usuarios administradores"

* Mudando o"senha de provisionamento" ou"senhas do console do nd"
+ "Usando federagao de identidade"

+ "Configurando SSO"

Menu de manutengao

O menu Manutencao permite que vocé execute tarefas de manutencado, manutengao do sistema e
manutenc¢ao da rede.
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Tarefas

As tarefas de manutengéo incluem:

» "Operacgoes de descomissionamento”para remover noés e sites de grade nao utilizados

» "Operacgoes de expansao'para adicionar novos nos e sites de grade

* "Procedimentos de recuperacao de nds de grade"para substituir um né com falha e restaurar dados
* "Procedimentos de renomeacao"para alterar os nomes de exibigdo da sua grade, sites e nds

» "Operacgoes de verificagao de existéncia de objetos"para verificar a existéncia (embora nao a exatidao)
dos dados do objeto

» Executando um'reinicializacao continua" para reiniciar varios nés de grade

» "Operacdes de restauracao de volume"

Sistema

As tarefas de manutencgéo do sistema que vocé pode executar incluem:

+ "Visualizando informagdes da licenga do StorageGRID"ou"atualizando informacgdes de licenca"
» Gerando e baixando o"Pacote de Recuperagao”

» Executar atualizagdes de software do StorageGRID , incluindo upgrades de software, hotfixes e
atualizagdes do software SANTtricity OS em dispositivos selecionados

o "Procedimento de atualizagao"
o "Procedimento de correg¢ao"
o "Atualizar o SANTtricity OS nos controladores de armazenamento SG6000 usando o Grid Manager"

o "Atualizar o SANTtricity OS nos controladores de armazenamento SG5700 usando o Grid Manager"

Rede
As tarefas de manutengéo de rede que vocé pode executar incluem:
« "Configurando servidores DNS"

» "Atualizando sub-redes da rede de grade"

» "Gerenciando servidores NTP"

Menu de suporte

O menu Suporte fornece opgdes que ajudam o suporte técnico a analisar e solucionar problemas do seu
sistema.

Ferramentas

Na secao Ferramentas do menu Suporte, vocé pode:

« "Configurar AutoSupport"
» "Executar diagnosticos"sobre o estado atual da rede

» "Acesse a arvore de topologia da grade"para visualizar informagdes detalhadas sobre nés de grade,
servicos e atributos
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https://docs.netapp.com/us-en/storagegrid-appliances/sg6000/upgrading-santricity-os-on-storage-controllers-using-grid-manager-sg6000.html
https://docs.netapp.com/us-en/storagegrid-appliances/sg5700/upgrading-santricity-os-on-storage-controllers-using-grid-manager-sg5700.html
https://docs.netapp.com/pt-br/storagegrid-119/maintain/configuring-dns-servers.html
https://docs.netapp.com/pt-br/storagegrid-119/maintain/updating-subnets-for-grid-network.html
https://docs.netapp.com/pt-br/storagegrid-119/maintain/configuring-ntp-servers.html
https://docs.netapp.com/pt-br/storagegrid-119/admin/configure-autosupport-grid-manager.html
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https://docs.netapp.com/pt-br/storagegrid-119/monitor/viewing-grid-topology-tree.html

* "Coletar arquivos de log e dados do sistema"

* "Revisar métricas de suporte"

@ As ferramentas disponiveis na opgdo Métricas destinam-se ao uso pelo suporte técnico.
Alguns recursos e itens de menu nessas ferramentas sao intencionalmente ndo funcionais.

Alarmes (legado)

As informagdes sobre alarmes legados foram removidas desta versao da documentagao. Consulte "Gerenciar
alertas e alarmes (documentagao do StorageGRID 11.8)" .

Outro

Na secao Outros do menu Suporte, vocé pode:

» Gerenciar"custo do link"
* Visualizar"Sistema de Gerenciamento de Rede (NMS)" entradas

* Gerenciar"marcas d’agua de armazenamento"

Explore o Gerenciador de Inquilinos

O"Gerente de inquilinos" € a interface grafica baseada em navegador que os usuarios
locatarios acessam para configurar, gerenciar e monitorar suas contas de
armazenamento.

@ O Tenant Manager € atualizado a cada versao e pode néo corresponder as capturas de tela de
exemplo nesta pagina.

Quando usuarios locatarios efetuam login no Gerenciador de Locatarios, eles estdo se conectando a um No6
de Administracao.

Painel do gerente de inquilinos

Depois que um administrador de grade cria uma conta de locatario usando o Grid Manager ou a Grid
Management API, os usuarios locatarios podem fazer login no Tenant Manager.

O painel do Tenant Manager permite que os usuarios do tenant monitorem o uso do armazenamento
rapidamente. O painel Uso de armazenamento contém uma lista dos maiores buckets (S3) ou contéineres
(Swift) para o locatario. O valor do espacgo usado € a quantidade total de dados do objeto no bucket ou
contéiner. O gréfico de barras representa os tamanhos relativos desses baldes ou contéineres.

O valor mostrado acima do grafico de barras € a soma do espago usado para todos os buckets ou contéineres

do locatario. Se o numero maximo de gigabytes, terabytes ou petabytes disponiveis para o locatario foi
especificado quando a conta foi criada, a quantidade de cota usada e restante também sera exibida.

38


https://docs.netapp.com/pt-br/storagegrid-119/monitor/collecting-log-files-and-system-data.html
https://docs.netapp.com/pt-br/storagegrid-119/monitor/reviewing-support-metrics.html
https://docs.netapp.com/us-en/storagegrid-118/monitor/managing-alerts-and-alarms.html
https://docs.netapp.com/us-en/storagegrid-118/monitor/managing-alerts-and-alarms.html
../admin/manage-link-costs.html
../admin/viewing-notification-status-and-queues.html
../admin/what-storage-volume-watermarks-are.html
../tenant/index.html

Dashboard

16 Buckets Platform services Groups
View buckets endpoints View groups

View endpoints

Storage usage @

6.5 TB of 7.2 TB used 0.7 TB (10.1%) remaining
N e
Bucket name Space used Number of objects
Bucket-15 969.2 GB 913425
® Bucket-04 937.2 GB 576,806
® Bucket-13 815.2GB 957,389
® Bucket-06 812.5GB 193,843
Bucket-10 473.9GB 583,245
Bucket-03 403.2 GB 981,226
® Bucket-07 362.5GB 420,726
@ Bucket-05 294.4 GB 785,190
@ 8 other buckets 14TE 3,007,036

User

View users

Top buckets by capacity limitusage @

Bucket name Usage
Bucket-10 82%
Bucket-03 S7%
Bucket-15 20%

Tenant details @

Mama: Tenant02

10: 3341 1240 0546 8283 2208
' Platform services enabled

v Can use own identity source

V4 53 Select enabled

Menu de armazenamento (S3)

O menu Armazenamento é fornecido somente para contas de locatarios do S3. Este menu permite que os
usuarios do S3 gerenciem chaves de acesso; criem, gerenciem e excluam buckets; gerenciem pontos de
extremidade de servigos de plataforma; e visualizem quaisquer conexdes de federagao de grade que eles tém

permissdo para usar.

Minhas chaves de acesso

Os usuarios do tenant do S3 podem gerenciar chaves de acesso da seguinte maneira:

» Usuarios que tém a permissao Gerenciar suas proprias credenciais do S3 podem criar ou remover suas

préprias chaves de acesso do S3.

» Usuarios que tém permissao de acesso Root podem gerenciar as chaves de acesso para a conta root do
S3, sua propria conta e todos os outros usuarios. As chaves de acesso root também fornecem acesso
total aos buckets e objetos do locatario, a menos que sejam explicitamente desabilitadas por uma politica

de bucket.

@ O gerenciamento das chaves de acesso para outros usuarios ocorre no menu

Gerenciamento de Acesso.

Baldes

Usuarios locatarios do S3 com as permissdes apropriadas podem executar as seguintes tarefas para seus

buckets:
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e Criar baldes

+ Habilitar o bloqueio de objeto S3 para um novo bucket (supde que o bloqueio de objeto S3 esteja
habilitado para o sistema StorageGRID )

* Atualizar valores de consisténcia

» Habilitar e desabilitar atualizacdes do ultimo horario de acesso

* Habilitar ou suspender o controle de versao do objeto

* Atualizar retengéo padrao do bloqueio de objeto S3

» Configurar compartilhamento de recursos de origem cruzada (CORS)
 Excluir todos os objetos em um bucket

 Excluir baldes vazios

* Use 0"Console S3" para gerenciar objetos de bucket

Se um administrador de grade tiver habilitado o uso de servigos de plataforma para a conta do locatario, um
usuario locatario do S3 com as permissdes apropriadas também podera executar estas tarefas:

» Configure notificagbes de eventos do S3, que podem ser enviadas para um servigo de destino compativel
com o Amazon Simple Notification Service.

« Configure a replicagao do CloudMirror, que permite ao locatario replicar objetos automaticamente para um
bucket S3 externo.

» Configure a integragao de pesquisa, que envia metadados de objetos para um indice de pesquisa de
destino sempre que um objeto é criado, excluido ou seus metadados ou tags sao atualizados.

Pontos de extremidade de servigos de plataforma

Se um administrador de grade tiver habilitado o uso de servigos de plataforma para a conta do locatario, um
usuario locatario do S3 com a permissédo Gerenciar endpoints podera configurar um endpoint de destino para
cada servico de plataforma.

Conexoes de federacao de rede

Se um administrador de grade tiver habilitado o uso de uma conexao de federagdo de grade para a conta do
locatario, um usuario locatario do S3 que tenha permissédo de acesso Root podera visualizar o nome da
conexdo, acessar a pagina de detalhes do bucket para cada bucket que tenha replicagéo entre grades
habilitada e visualizar o erro mais recente que ocorreu quando os dados do bucket estavam sendo replicados
para a outra grade na conexao. Ver "Ver conexdes de federagao de grade" .

Menu de gerenciamento de acesso

O menu Gerenciamento de acesso permite que os locatarios do StorageGRID importem grupos de usuarios
de uma fonte de identidade federada e atribuam permissdes de gerenciamento. Os locatarios também podem
gerenciar grupos de locatarios e usuarios locais, a menos que o logon unico (SSO) esteja em vigor para todo
o sistema StorageGRID .
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