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Guias de recursos do produto

Alcançar RPO zero com o StorageGRID: Um guia
abrangente para replicação em vários locais

Este relatório técnico fornece um guia completo para a implementação de estratégias de
replicação do StorageGRID , visando atingir um Objetivo de Ponto de Recuperação
(RPO) de zero em caso de falha do site. O documento detalha várias opções de
implantação para o StorageGRID, incluindo replicação síncrona em vários locais e
replicação assíncrona em várias grades. Este documento explica como as políticas de
Gerenciamento do Ciclo de Vida da Informação (ILM) do StorageGRID podem ser
configuradas para garantir a durabilidade e a disponibilidade dos dados em vários locais.
Além disso, o relatório aborda considerações de desempenho, cenários de falha e
processos de recuperação para manter as operações do cliente ininterruptas. O objetivo
deste documento é fornecer informações para garantir que os dados permaneçam
acessíveis e consistentes, mesmo em caso de falha total do site, utilizando técnicas de
replicação síncrona e assíncrona.

Visão geral do StorageGRID

O NetApp StorageGRID é um sistema de storage baseado em objeto que dá suporte à API Amazon Simple
Storage Service (Amazon S3) padrão do setor.

O StorageGRID fornece um namespace único em vários locais, com níveis de serviço variáveis orientados
pelas políticas de gerenciamento do ciclo de vida das informações (ILM). Com essas políticas de ciclo de vida,
você pode otimizar onde seus dados ficam ao longo de seu ciclo de vida.

O StorageGRID permite durabilidade e disponibilidade configuráveis de seus dados em soluções locais e
distribuídas geograficamente. Não importa se seus dados estão no local ou em uma nuvem pública, os fluxos
de trabalho de nuvem híbrida integrada permitem que sua empresa aproveite serviços de nuvem como
Amazon Simple Notification Service (Amazon SNS), Google Cloud, Microsoft Azure Blob, Amazon S3 Glacier,
Elasticsearch e muito mais.

StorageGRID Scale

Uma implementação mínima do StorageGRID consiste em um nó de administração e 3 nós de
armazenamento em um único local. Uma única grade pode crescer até 220 nós. O StorageGRID pode ser
implementado em um único local ou expandido para até 16 locais.

O nó Admin contém a interface de gerenciamento, um ponto central para métricas e registros, e mantém a
configuração dos componentes do StorageGRID . O nó Admin também contém um balanceador de carga
integrado para acesso à API S3.

O StorageGRID pode ser implantado somente como software, como dispositivos de máquina virtual VMware
ou como dispositivos desenvolvidos especificamente para esse fim.

Um nó de armazenamento pode ser implantado da seguinte forma:

• Um nó somente de metadados que maximiza a contagem de objetos
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• Um nó de armazenamento de objetos apenas maximizando o espaço do objeto

• Um nó combinado de metadados e armazenamento de objetos que adiciona contagem de objetos e
espaço de objetos

Cada nó de armazenamento pode ser dimensionado para capacidade de vários petabytes para
armazenamento de objetos, permitindo um único namespace de centenas de petabytes. O StorageGRID
também fornece um balanceador de carga integrado para operações da API S3, chamado de nó de gateway.

O StorageGRID consiste em uma coleção de nós colocados em uma topologia de site. Um site no
StorageGRID pode ser um local físico exclusivo ou residir em um local físico compartilhado com outros sites
na grade como uma construção lógica. Um site StorageGRID não deve abranger vários locais físicos. Um site
representa uma infraestrutura de rede local (LAN) compartilhada e um domínio de falha.

Domínios de StorageGRID e falha

O StorageGRID contém várias camadas de domínios de falha a serem considerados para decidir como
arquitetar sua solução, como armazenar seus dados e onde eles devem ser armazenados para reduzir os
riscos de falhas.

• Nível da grade - Uma grade composta por vários locais pode ter falhas ou isolamento do local e o(s)
local(s) acessível(s) pode continuar operando como a grade.

• Nível do local - falhas dentro de um local podem afetar as operações desse local, mas não afetarão o
resto da grade.

• Nível do nó - Uma falha do nó não afetará a operação do local.

• Nível do disco - uma falha de disco não afetará a operação do nó.

Dados e metadados de objetos

Com o armazenamento de objetos, a unidade de armazenamento é um objeto, em vez de um arquivo ou um
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bloco. Ao contrário da hierarquia semelhante a uma árvore de um sistema de arquivos ou armazenamento em
bloco, o armazenamento de objetos organiza os dados em um layout plano e não estruturado. O
armazenamento de objetos separa a localização física dos dados do método usado para armazenar e
recuperar esses dados.

Cada objeto em um sistema de storage baseado em objeto tem duas partes: Dados de objeto e metadados de
objeto.

• Os dados de objeto representam os dados subjacentes reais, por exemplo, uma fotografia, um filme ou um
registro médico.

• Metadados de objetos são qualquer informação que descreva um objeto.

O StorageGRID usa metadados de objetos para rastrear os locais de todos os objetos na grade e gerenciar o
ciclo de vida de cada objeto ao longo do tempo.

Os metadados de objeto incluem informações como as seguintes:

• Metadados do sistema, incluindo um ID exclusivo para cada objeto, o nome do objeto, o nome do bucket
do S3, o nome ou ID da conta do locatário, o tamanho lógico do objeto, a data e a hora em que o objeto foi
criado pela primeira vez e a data e a hora em que o objeto foi modificado pela última vez.

• Local de armazenamento atual da cópia replicada ou do fragmento codificado por apagamento de cada
objeto.

• Quaisquer pares de valor-chave de metadados de usuário personalizados associados ao objeto.

• Para objetos S3D, qualquer par de chave-valor de marca de objeto associado ao objeto

• Para objetos segmentados e objetos multipartes, identificadores de segmento e tamanhos de dados.

Os metadados de objetos são personalizáveis e expansíveis, tornando-os flexíveis para uso dos aplicativos.
Para obter informações detalhadas sobre como e onde o StorageGRID armazena metadados de objetos, vá
para "Gerenciar o storage de metadados de objetos".

O sistema de gerenciamento do ciclo de vida das informações (ILM) da StorageGRID é usado para orquestrar
o posicionamento, a duração e o comportamento de ingestão de todos os dados de objetos em seu sistema
StorageGRID. As regras do ILM determinam como o StorageGRID armazena objetos ao longo do tempo
usando réplicas dos objetos ou codificando o objeto de apagamento em nós e sites. Este sistema ILM é
responsável pela consistência de dados do objeto dentro de uma grade.

Codificação de apagamento

O StorageGRID oferece a capacidade de apagar dados de código no nível do nó e no nível da unidade. Com
os dispositivos StorageGRID , apagamos o código dos dados armazenados em cada nó em todas as
unidades dentro do nó, fornecendo proteção local contra falhas de múltiplos discos que causam perda de
dados ou interrupções. Reconstruções a partir de falhas de unidade são locais no nó e não exigem dados
replicados pela rede.

Além disso, os dispositivos StorageGRID usam esquemas de codificação de eliminação para armazenar
dados de objetos nos nós de um site ou distribuídos em três ou mais sites no sistema StorageGRID , por meio
das regras de ILM do StorageGRID, que protegem contra falhas de nós.

A codificação de apagamento fornece um layout de armazenamento resiliente a falhas de nós e sites, com
uma sobrecarga menor do que a replicação. Todos os esquemas de codificação de apagamento do
StorageGRID podem ser implementados em um único local, desde que o número mínimo de nós necessários
para armazenar os blocos de dados seja atendido. Isso significa que, para um esquema EC de 4+2, é
necessário haver no mínimo 6 nós disponíveis para receber os dados.
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Consistência de metadados

No StorageGRID, os metadados geralmente são armazenados com três réplicas por local para garantir
consistência e disponibilidade. Essa redundância ajuda a manter a integridade e a acessibilidade dos dados
mesmo em caso de falha.

A consistência padrão é definida em um nível amplo de grade. Os usuários podem alterar a consistência no
nível do balde a qualquer momento.

As opções de consistência de bucket disponíveis no StorageGRID são:

• Todos: Fornece o mais alto nível de consistência. Todos os nós na grade recebem os dados
imediatamente, ou a solicitação falhará.

• Forte-global:

◦ Legado Global Robusto: Garante consistência de leitura após gravação para todas as solicitações do
cliente em todos os sites.

▪ Este é o comportamento padrão para todos os sistemas atualizados da versão 11.9 ou anterior
para a versão 12.0 sem a alteração manual para o novo Quorum Strong Global.

◦ Quorum Strong-global: Garante consistência de leitura após gravação para todas as solicitações de
clientes em todos os sites. Oferece consistência para vários nós ou até mesmo uma falha de site se o
quorum de réplica de metadados for alcançável.

▪ Este é o comportamento padrão para todos os sistemas recém-instalados na versão 12.0 ou
superior.

▪ A consistência do QUORUM é definida como um quorum de réplicas de metadados do nó de
armazenamento, onde cada site tem 3 réplicas de metadados. Pode ser calculado da seguinte
forma: 1+((N*3)/2) onde N é o número total de sites

▪ Por exemplo, um mínimo de 5 réplicas devem ser feitas a partir de uma grade de 3 sites, com um
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máximo de 3 réplicas dentro de um site.

• * Strong-site*: Garante consistência de leitura-após-gravação para todas as solicitações de clientes dentro
de um site.

• Read-after-novo-write (padrão): Fornece consistência de leitura-após-gravação para novos objetos e
consistência para atualizações de objetos. Oferece alta disponibilidade e garantias de proteção de dados.
Recomendado para a maioria dos casos.

• Disponível: Fornece consistência eventual para novos objetos e atualizações de objetos. Para buckets do
S3, use somente conforme necessário (por exemplo, para um bucket que contém valores de log
raramente lidos, ou para operações HEAD ou GET em chaves que não existem). Não compatível com
buckets do FabricPool S3.

Consistência de dados do objeto

Embora os metadados sejam replicados automaticamente dentro e entre locais, cabe a você decidir sobre a
disposição do storage de objetos. Os dados de objetos podem ser armazenados em réplicas dentro e entre
sites, codificados para apagamento dentro ou entre sites, ou uma combinação ou réplicas e esquemas de
armazenamento codificados para apagamento. As regras de ILM podem se aplicar a todos os objetos ou ser
filtradas para se aplicar apenas a determinados objetos, buckets ou locatários. As regras do ILM definem
como os objetos são armazenados, réplicas e/ou codificados para apagamento, quanto tempo os objetos são
armazenados nesses locais, se o número de réplicas ou esquema de codificação de apagamento deve mudar
ou os locais devem mudar com o tempo.

Cada regra de ILM será configurada com um dos três comportamentos de ingestão para proteger objetos:
Commit duplo, balanceado ou rigoroso.

A opção de confirmação dupla criará duas cópias em quaisquer dois nós de armazenamento diferentes na
grade imediatamente e retornará a solicitação como bem-sucedida ao cliente. A seleção do nó será tentada
dentro do site da solicitação, mas poderá usar nós de outro site em algumas circunstâncias. O objeto é
adicionado à fila ILM para ser avaliado e posicionado de acordo com as regras do ILM.

A opção balanceada avalia o objeto em relação à política ILM imediatamente e o coloca de forma síncrona
antes de retornar a solicitação como bem-sucedida ao cliente. Caso a regra ILM não possa ser atendida
imediatamente devido a uma interrupção ou armazenamento inadequado para atender aos requisitos de
alocação, o protocolo de confirmação dupla será utilizado em seu lugar. Assim que o problema for resolvido, o
ILM posicionará automaticamente o objeto com base na regra definida.

A opção estrita avalia o objeto em relação à política ILM imediatamente e o coloca de forma síncrona antes de
retornar a solicitação como bem-sucedida ao cliente. Se a regra ILM não puder ser atendida imediatamente
devido a uma interrupção ou armazenamento inadequado para atender aos requisitos de posicionamento, a
solicitação falhará e o cliente precisará tentar novamente.

Balanceamento de carga

StorageGRID pode ser implantado com acesso de cliente através de nós de gateway integrado, um
balanceador de carga externo de 3 a de terceiros, round robin DNS ou diretamente para um nó de storage.
Vários nós de gateway podem ser implantados em um local e configurados em grupos de alta disponibilidade,
fornecendo failover automatizado e failback no caso de uma interrupção do nó de gateway. Você pode
combinar métodos de balanceamento de carga em uma solução para fornecer um único ponto de acesso para
todos os sites em uma solução.

Por padrão, os nós de gateway irão balancear a carga entre os nós de armazenamento no site onde o nó de
gateway reside. O StorageGRID pode ser configurado para permitir que os nós de gateway equilibrem a carga
usando nós de vários locais. Essa configuração adicionaria a latência entre esses sites à latência de resposta
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das solicitações do cliente. Essa configuração só deve ser feita se a latência total for aceitável para os
clientes.

Garantir um RTO (tempo de resposta) igual a zero pode ser alcançado com uma combinação de
balanceamento de carga local e global. Garantir o acesso ininterrupto do cliente requer balanceamento de
carga das solicitações do cliente. Uma solução StorageGRID pode conter vários nós de gateway e grupos de
alta disponibilidade em cada local. Para garantir acesso ininterrupto aos clientes em qualquer local, mesmo
em caso de falha de um dos locais, você deve configurar uma solução externa de balanceamento de carga
em conjunto com os nós do StorageGRID Gateway. Configure grupos de alta disponibilidade para os nós de
gateway, que gerenciam a carga em cada site, e utilize o balanceador de carga externo para distribuir a carga
entre os grupos de alta disponibilidade. O balanceador de carga externo deve ser configurado para realizar
uma verificação de integridade, garantindo que as solicitações sejam enviadas apenas para sites
operacionais. Para obter mais informações sobre balanceamento de carga com StorageGRID, consulte o
seguinte: "Relatório técnico do balanceador de carga StorageGRID".

Requisitos para RPO Zero com StorageGRID

Para alcançar o objetivo do ponto de restauração (RPO) zero em um sistema de storage de objetos, é crucial
que, no momento da falha:

• Os metadados e o conteúdo do objeto estão em sincronia e são considerados consistentes

• O conteúdo do objeto permanece acessível apesar da falha.

Para uma implantação em vários sites, o Quorum Strong Global é o modelo de consistência preferido para
garantir que os metadados sejam sincronizados em todos os sites, o que o torna essencial para atender ao
requisito de RPO zero.

Os objetos no sistema de armazenamento são armazenados com base em regras de Gerenciamento do Ciclo
de Vida da Informação (ILM, na sigla em inglês), que ditam como e onde os dados são armazenados ao longo
de seu ciclo de vida. Para replicação síncrona, pode-se optar entre execução estrita ou execução balanceada.

• A execução estrita dessas regras ILM é necessária para RPO zero, pois garante que os objetos sejam
colocados nos locais definidos sem qualquer atraso ou retorno, mantendo a disponibilidade e a
consistência dos dados.

• O comportamento de ingestão de equilíbrio de ILM da StorageGRID fornece um equilíbrio entre alta
disponibilidade e resiliência, permitindo que os usuários continuem ingerindo dados mesmo em caso de
falha do site.

Implantações síncronas em vários locais

Soluções multisite: O StorageGRID permite que você replique objetos em vários sites dentro da grade de
forma síncrona. Ao configurar regras de Gerenciamento do Ciclo de Vida da Informação (ILM) com
comportamento equilibrado ou rigoroso, os objetos são colocados imediatamente nos locais especificados.
Configurar o nível de consistência do bucket para Quorum Strong Global também garantirá a replicação
síncrona de metadados. O StorageGRID usa um único namespace global, armazenando locais de
posicionamento de objetos como metadados, para que cada nó saiba onde todas as cópias ou partes
codificadas para eliminação estão localizadas. Se um objeto não puder ser recuperado do site onde a
solicitação foi feita, ele será recuperado automaticamente de um site remoto sem a necessidade de
procedimentos de failover.

Uma vez que a falha é resolvida, não são necessários esforços de failback manual. O desempenho da
replicação depende do local com a taxa de transferência de rede mais baixa, a latência mais alta e o
desempenho mais baixo. O desempenho de um site é baseado no número de nós, contagem e velocidade de
núcleos da CPU, memória, quantidade de unidades e tipos de unidades.
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Soluções de várias grades: a StorageGRID pode replicar locatários, usuários e buckets entre vários
sistemas StorageGRID usando replicação entre grades (CGR). O CGR pode estender dados selecionados
para mais de 16 locais, aumentar a capacidade utilizável do seu armazenamento de objetos e fornecer
recuperação de desastres. A replicação de buckets com CGR inclui objetos, versões de objetos e metadados
e pode ser bidirecional ou unidirecional. O objetivo do ponto de restauração (RPO) depende do desempenho
de cada sistema StorageGRID e das conexões de rede entre eles.

Resumo:

• A replicação intra-grade inclui replicação síncrona e assíncrona, configurável usando o comportamento de
ingestão de ILM e o controle de consistência de metadados.

• A replicação inter-grid é assíncrona somente.

Uma implantação de Multi-site de Grade única

Nos cenários a seguir, as soluções StorageGRID são configuradas com um balanceador de carga externo
opcional, que gerencia as solicitações para os grupos de alta disponibilidade do balanceador de carga
integrado. Isso resultará em um RTO de zero, além de um RPO de zero. O ILM está configurado com
proteção de ingestão balanceada para posicionamento síncrono. Cada bucket é configurado com a versão
Quorum do modelo de consistência global forte para grids de 3 ou mais sites e com a versão Legacy do
modelo de consistência global forte para 2 sites.

Cenário 1:

Em uma solução StorageGRID com dois sites, existem pelo menos duas réplicas de cada objeto e seis
réplicas de todos os metadados. Após a recuperação da falha, as atualizações da interrupção serão
sincronizadas automaticamente com o site/nós recuperados. Com apenas 2 sites, é improvável que se
alcance um RPO zero em cenários de falha que ultrapassem a perda total de um dos sites.
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Cenário 2:

Em uma solução StorageGRID com três ou mais sites, existem pelo menos 3 réplicas ou 3 blocos EC de cada
objeto e 9 réplicas de todos os metadados. Após a recuperação da falha, as atualizações da interrupção serão
sincronizadas automaticamente com o site/nós recuperados. Com três ou mais locais, é possível atingir um
RPO zero.
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Cenários de falha em vários locais

Falha Resultado em 2 locais + Legado
Forte Global

Resultado em 3 ou mais locais +
Quorum Strong Global

Falha da unidade de nó único Cada dispositivo usa vários grupos
de discos e pode sustentar uma
falha de pelo menos 1 unidade por
grupo sem interrupção ou perda de
dados.

Cada dispositivo usa vários grupos
de discos e pode sustentar uma
falha de pelo menos 1 unidade por
grupo sem interrupção ou perda de
dados.

Falha de nó único em um local Nenhuma interrupção das
operações ou perda de dados.

Nenhuma interrupção das
operações ou perda de dados.

Falha de vários nós em um local Interrupção das operações do
cliente direcionadas para este site,
mas sem perda de dados.

As operações direcionadas para o
outro site permanecem
ininterruptas e sem perda de
dados.

As operações são direcionadas a
todos os outros sites e
permanecem ininterruptas e sem
perda de dados.
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Falha Resultado em 2 locais + Legado
Forte Global

Resultado em 3 ou mais locais +
Quorum Strong Global

Falha de nó único em vários locais Sem interrupção ou perda de
dados se:

• Existe pelo menos uma cópia
idêntica na grade.

• Existem pedaços suficientes
de EC na grade

Operações interrompidas e risco
de perda de dados se:

• Não existem cópias
duplicadas.

• Existem mandris CE
insuficientes

Sem interrupção ou perda de
dados se:

• Existe pelo menos uma única
cópia replicada na grade.

• Existem pedaços suficientes
de EC na grade

Operações interrompidas e risco
de perda de dados se:

• Não existem cópias
duplicadas.

• Existem pedaços de EC
insuficientes para recuperar o
objeto

Falha única de local Algumas operações do cliente
serão interrompidas até que a falha
seja resolvida. As operações GET
e HEAD continuarão sem
interrupção. Reduza a consistência
do bucket para leitura após nova
gravação ou um nível inferior para
continuar as operações sem
interrupção nesse estado de falha.

Nenhuma interrupção das
operações ou perda de dados.

Um único local e falhas de nó único Algumas operações do cliente
serão interrompidas até que a falha
seja resolvida. As operações da
HEAD continuarão sem
interrupção. As operações GET
continuarão sem interrupção se
existir uma cópia replicada ou
blocos EC suficientes. Reduza a
consistência do bucket para leitura
após nova gravação ou um nível
inferior para continuar as
operações sem interrupção nesse
estado de falha.

Sem interrupção das operações ou
perda de dados. Possível perda de
dados dependendo do número de
cópias replicadas. A codificação de
apagamento local pode prevenir a
perda de dados.
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Falha Resultado em 2 locais + Legado
Forte Global

Resultado em 3 ou mais locais +
Quorum Strong Global

Um único local mais um nó de cada
local restante

Existem apenas dois locais. Veja:
Site único mais um nó único.

As operações serão interrompidas
se o quórum de réplicas de
metadados não puder ser atingido.
Reduza a consistência do bucket
para leitura após nova gravação ou
um nível inferior para continuar as
operações sem interrupção nesse
estado de falha. Possível perda de
dados em caso de falha
permanente, dependendo do
número de cópias replicadas. A
codificação de apagamento local
pode prevenir a perda de dados.

Falha em vários locais Não restam locais operacionais.
Os dados serão perdidos se pelo
menos um dos sites não puder ser
recuperado em sua totalidade.

As operações serão interrompidas
se o quórum de réplicas de
metadados não puder ser atingido.
Reduza a consistência do bucket
para leitura após nova gravação ou
um nível inferior para continuar as
operações sem interrupção nesse
estado de falha. Possível perda de
dados em caso de falha
permanente se não restarem
blocos codificados de apagamento
suficientes. A codificação de
apagamento local ou cópias
replicadas podem evitar a perda de
dados.

Isolamento de rede de um site As operações do cliente serão
interrompidas até que a falha seja
resolvida. Reduza a consistência
do bucket para leitura após nova
gravação ou um nível inferior para
continuar as operações sem
interrupção nesse estado de falha.
Sem perda de dados

As operações serão interrompidas
no local isolado, mas não haverá
perda de dados. Reduza a
consistência do bucket para leitura
após nova gravação ou um nível
inferior para continuar as
operações sem interrupção nesse
estado de falha. Não houve
interrupção nas operações nos
locais restantes nem perda de
dados.

Uma implantação multi-grade em vários locais

Para adicionar uma camada extra de redundância, este cenário empregará dois clusters StorageGRID e usará
replicação entre grades para mantê-los sincronizados. Para esta solução, cada cluster StorageGRID terá três
sites. Dois sites serão usados para armazenamento de objetos e metadados, enquanto o terceiro site será
usado exclusivamente para metadados. Ambos os sistemas serão configurados com uma regra ILM
balanceada para armazenar sincronizadamente os objetos usando codificação de eliminação em cada um dos
dois sites de dados. Os buckets serão configurados com o modelo de consistência Quorum Strong Global.
Cada grade será configurada com replicação bidirecional entre grades em cada bucket. Isso fornece
replicação assíncrona entre as regiões. Opcionalmente, um balanceador de carga global pode ser
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implementado para gerenciar solicitações aos grupos de alta disponibilidade do balanceador de carga
integrado de ambos os sistemas StorageGRID para atingir um RPO zero.

A solução usará quatro locais divididos igualmente em duas regiões. A região 1 conterá os 2 locais de
armazenamento da grade 1 como a grade primária da região e o local de metadados da grade 2. A região 2
conterá os 2 locais de armazenamento da grade 2 como a grade primária da região e o local de metadados da
grade 1. Em cada região, o mesmo local pode abrigar o local de armazenamento da grade primária da região,
bem como o local de metadados único da grade de outras regiões. O uso de nós somente de metadados
como terceiro local fornecerá a consistência necessária para os metadados e não duplicará o storage de
objetos nesse local.

Essa solução com quatro locais separados oferece redundância completa de dois sistemas StorageGRID
separados que mantêm um RPO de 0 e usará a replicação síncrona de vários locais e a replicação assíncrona
de várias grades. Qualquer local pode falhar, mantendo operações de cliente ininterruptas em ambos os
sistemas StorageGRID.

Nessa solução, há quatro cópias codificadas de apagamento de cada objeto e 18 réplicas de todos os
metadados. Isso permite vários cenários de falha sem impactos nas operações do cliente. Após a falha, as
atualizações de recuperação da falha serão sincronizadas automaticamente com o local/nós com falha.

Cenários de falha multisite e de várias grades

Falha Resultado

Falha da unidade de nó único Cada dispositivo usa vários grupos de discos e pode
sustentar uma falha de pelo menos 1 unidade por
grupo sem interrupção ou perda de dados.

Falha de nó único em um local em uma grade Nenhuma interrupção das operações ou perda de
dados.
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Falha Resultado

Falha de nó único em um local em cada grade Nenhuma interrupção das operações ou perda de
dados.

Falha de vários nós em um local em uma grade Nenhuma interrupção das operações ou perda de
dados.

Falha de vários nós em um local em cada grade Nenhuma interrupção das operações ou perda de
dados.

Falha de nó único em vários locais em uma grade Nenhuma interrupção das operações ou perda de
dados.

Falha de nó único em vários locais em cada grade Nenhuma interrupção das operações ou perda de
dados.

Falha de um único local em uma grade Nenhuma interrupção das operações ou perda de
dados.

Falha de um único local em cada grade Nenhuma interrupção das operações ou perda de
dados.

Um único local e falhas de nó único em uma grade Nenhuma interrupção das operações ou perda de
dados.

Um único local mais um nó de cada local restante em
uma única grade

Nenhuma interrupção das operações ou perda de
dados.

Falha de local único Nenhuma interrupção das operações ou perda de
dados.

Falha de localização única em cada grade DC1 e
DC3

As operações serão interrompidas até que a falha
seja resolvida ou a consistência do balde seja
abaixada; cada grade perdeu 2 locais

Todos os dados ainda existem em 2 locais

Falha de localização única em cada grade DC1 e
DC4 ou DC2 e DC3

Nenhuma interrupção das operações ou perda de
dados.

Falha de localização única em cada grade DC2 e
DC4

Nenhuma interrupção das operações ou perda de
dados.

Isolamento de rede de um site As operações serão interrompidas para o local
isolado, mas nenhum dado será perdido

Sem interrupção das operações nos locais restantes
ou perda de dados.

Conclusão

Alcançar o objetivo de ponto de restauração (RPO) zero com o StorageGRID é uma meta essencial de
garantir a durabilidade e a disponibilidade dos dados em caso de falhas no local. Ao aproveitar as estratégias
robustas de replicação do StorageGRID, incluindo replicação síncrona em vários locais e replicação
assíncrona em várias grades, as organizações podem manter operações ininterruptas dos clientes e garantir a
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consistência dos dados em vários locais. A implementação de políticas de Gerenciamento do ciclo de vida das
informações (ILM) e o uso de nós somente metadados aumentam ainda mais a resiliência e o desempenho do
sistema. Com o StorageGRID, as empresas podem gerenciar seus dados com confiança, sabendo que eles
permanecem acessíveis e consistentes mesmo diante de cenários complexos de falhas. Essa abordagem
abrangente para gerenciamento e replicação de dados ressalta a importância do Planejamento e execução
meticulosos para alcançar RPO zero e proteger informações valiosas.

Crie o Cloud Storage Pool para AWS ou Google Cloud

Você pode usar um pool de armazenamento em nuvem se quiser mover objetos do
StorageGRID para um bucket externo do S3. O bucket externo pode pertencer ao
Amazon S3 (AWS) ou ao Google Cloud.

O que você vai precisar

• O StorageGRID 11,6 foi configurado.

• Você já configurou um bucket externo do S3 na AWS ou no Google Cloud.

Passos

1. No Gerenciador de Grade, navegue até ILM > Storage Pools.

2. Na seção Cloud Storage Pools da página, selecione criar.

A janela pop-up Create Cloud Storage Pool (criar pool de armazenamento na nuvem) é exibida.

3. Introduza um nome de apresentação.

4. Selecione Amazon S3 na lista suspensa tipo de provedor.

Esse tipo de provedor funciona para AWS S3 ou Google Cloud.

5. Insira o URI para o bucket do S3 a ser usado para o pool de armazenamento em nuvem.

Dois formatos são permitidos:

https://host:port

http://host:port

6. Introduza o nome do bucket S3.

O nome especificado deve corresponder exatamente ao nome do bucket do S3; caso contrário, a criação
do pool de armazenamento em nuvem falha. Você não pode alterar esse valor depois que o pool de
armazenamento em nuvem for salvo.

7. Opcionalmente, insira o ID da chave de acesso e a chave de acesso secreta.

8. Selecione não verificar certificado na lista suspensa.

9. Clique em Salvar.

Resultado esperado

Confirme se um pool de armazenamento em nuvem foi criado para o Amazon S3 ou o Google Cloud.

Por Jonathan Wong
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Criar Cloud Storage Pool para Azure Blob Storage

Você pode usar um pool de storage de nuvem se quiser mover objetos do StorageGRID
para um contêiner externo do Azure.

O que você vai precisar

• O StorageGRID 11,6 foi configurado.

• Você já configurou um contentor Azure externo.

Passos

1. No Gerenciador de Grade, navegue até ILM > Storage Pools.

2. Na seção Cloud Storage Pools da página, selecione criar.

A janela pop-up Create Cloud Storage Pool (criar pool de armazenamento na nuvem) é exibida.

3. Introduza um nome de apresentação.

4. Selecione armazenamento Blob Azure na lista suspensa tipo de provedor.

5. Insira o URI para o bucket do S3 a ser usado para o pool de armazenamento em nuvem.

Dois formatos são permitidos:

https://host:port

http://host:port

6. Introduza o nome do contentor Azure.

O nome que você especificar deve corresponder exatamente ao nome do contentor do Azure; caso
contrário, a criação do pool de armazenamento em nuvem falha. Você não pode alterar esse valor depois
que o pool de armazenamento em nuvem for salvo.

7. Opcionalmente, insira o nome da conta associada do Azure Container e a chave da conta para
autenticação.

8. Selecione não verificar certificado na lista suspensa.

9. Clique em Salvar.

Resultado esperado

Confirme se um Cloud Storage Pool foi criado para o Azure Blob Storage.

Por Jonathan Wong

Use um Cloud Storage Pool para backup

Você pode criar uma regra ILM para mover objetos para um pool de armazenamento em
nuvem para backup.

O que você vai precisar

• O StorageGRID 11,6 foi configurado.
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• Você já configurou um contentor Azure externo.

Passos

1. No Gerenciador de Grade, navegue até ILM > regras > criar.

2. Introduza uma descrição.

3. Introduza um critério para acionar a regra.

4. Clique em seguinte.

5. Replique o objeto para nós de storage.

6. Adicione uma regra de colocação.

7. Replique o objeto para o Cloud Storage Pool

8. Clique em seguinte.

9. Clique em Salvar.

Resultado esperado

Confirme se o diagrama de retenção mostra os objetos armazenados localmente no StorageGRID e em um
pool de storage de nuvem para backup.

Confirme que, quando a regra ILM é acionada, existe uma cópia no Cloud Storage Pool e você pode
recuperar o objeto localmente sem fazer uma restauração de objeto.

Por Jonathan Wong

Configurar o serviço de integração de pesquisa
StorageGRID

Este guia fornece instruções detalhadas para configurar o serviço de integração de
pesquisa do NetApp StorageGRID com o serviço Amazon OpenSearch ou o
Elasticsearch no local.

Introdução

O StorageGRID é compatível com três tipos de serviços de plataforma.

• Replicação do StorageGRID CloudMirror. Espelhe objetos específicos de um bucket do StorageGRID
para um destino externo especificado.

• Notificações. Notificações de eventos por bucket para enviar notificações sobre ações específicas
executadas em objetos para um Amazon Simple Notification Service (Amazon SNS) externo especificado.

• Serviço de integração de pesquisa. Envie metadados de objeto Simple Storage Service (S3) para um
índice Elasticsearch especificado, onde você pode pesquisar ou analisar os metadados usando o serviço
externo.

Os serviços de plataforma são configurados pelo locatário do S3 por meio da IU do Tenant Manager. Para
obter mais informações, "Considerações sobre o uso de serviços de plataforma"consulte .

Este documento serve como um suplemento ao "Guia do Locatário do StorageGRID 11,6" e fornece
instruções passo a passo e exemplos para a configuração de endpoint e bucket para serviços de integração
de pesquisa. As instruções de configuração do Amazon Web Services (AWS) ou do Elasticsearch no local
incluídas aqui são apenas para fins básicos de teste ou demonstração.
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Os públicos-alvo devem estar familiarizados com o Gerenciador de Grade, o Gerenciador do Locatário e ter
acesso ao navegador S3 para executar operações básicas de upload (PUT) e download (GET) para o teste de
integração de pesquisa do StorageGRID.

Crie inquilino e habilite serviços de plataforma

1. Crie um locatário S3 usando o Gerenciador de Grade, insira um nome de exibição e selecione o protocolo
S3.

2. Na página permissão, selecione a opção permitir Serviços de Plataforma. Opcionalmente, selecione
outras permissões, se necessário.

3. Configure a senha inicial do usuário raiz do locatário ou, se a federação identificar estiver habilitada na
grade, selecione qual grupo federado tem permissão de acesso raiz para configurar a conta do locatário.

4. Clique em entrar como root e selecione Bucket: Create and Manage Buckets.

Isso o leva à página do Gerenciador de Locações.

5. No Gerenciador do Tenant, selecione Minhas chaves de acesso para criar e baixar a chave de acesso S3
para testes posteriores.

PESQUISE serviços de integração com o Amazon OpenSearch

Configuração do serviço Amazon OpenSearch (anteriormente Elasticsearch)

Use este procedimento para uma configuração rápida e simples do serviço OpenSearch apenas para fins de
teste/demonstração. Se você estiver usando o Elasticsearch no local para serviços de integração de pesquisa,
consulte a PESQUISE serviços de integração com o Elasticsearch no localseção .

Você deve ter um login válido no console da AWS, chave de acesso, chave de acesso secreta e
permissão para assinar o serviço OpenSearch.

1. Crie um novo domínio usando as instruções do "AWS OpenSearch Service Introdução ao AWS
OpenSearch Service", exceto o seguinte:

◦ Passo 4. Nome de domínio: Sgdemo

◦ Passo 10. Controle de acesso refinado: Desmarque a opção Ativar Controle de Acesso fino com
Grained.
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◦ Passo 12. Política de acesso: Selecione Configurar política de acesso de nível, selecione a guia JSON
para modificar a política de acesso usando o exemplo a seguir:

▪ Substitua o texto realçado pelo seu próprio ID e nome de usuário do AWS Identity and Access
Management (IAM).

▪ Substitua o texto destacado (o endereço IP) pelo endereço IP público do computador local usado
para acessar o console da AWS.

▪ Abra uma guia do navegador para "https://checkip.amazonaws.com" encontrar seu IP público.

{

    "Version": "2012-10-17",

    "Statement": [

        {

        "Effect": "Allow",

        "Principal":

        {"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},

        "Action": "es:*",

        "Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

        },

        {

        "Effect": "Allow",

        "Principal": {"AWS": "*"},

        "Action": [

        "es:ESHttp*"

                ],

        "Condition": {

            "IpAddress": {

                "aws:SourceIp": [ "nnn.nnn.nn.n/nn"

                    ]

                }

        },

        "Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

        }

    ]

}
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2. Aguarde de 15 a 20 minutos para que o domínio fique ativo.

3. Clique em OpenSearch Dashboards URL para abrir o domínio em uma nova guia para acessar o painel.
Se você receber um erro de acesso negado, verifique se o endereço IP de origem da diretiva de acesso
está corretamente definido para o IP público do computador para permitir o acesso ao painel do domínio.

4. Na página de boas-vindas do painel, selecione explorar por conta própria. No menu, aceda a Gestão →
Ferramentas de desenvolvimento

5. Em Ferramentas de desenvolvimento → Console , digite PUT <index> onde você usa o índice para
armazenar metadados de objetos StorageGRID. Usamos o nome do índice 'sgmetadata' no exemplo a
seguir. Clique no símbolo de triângulo pequeno para executar o comando PUT. O resultado esperado é
exibido no painel direito, como mostrado no exemplo de captura de tela a seguir.

6. Verifique se o índice está visível a partir da IU do Amazon OpenSearch em sgdomain > índices.
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Configuração de endpoint de serviços de plataforma

Para configurar os endpoints de serviços da plataforma, siga estas etapas:

1. No Tenant Manager, vá para STORAGE(S3) > endpoints de serviços de plataforma.

2. Clique em criar ponto final, introduza o seguinte e, em seguida, clique em continuar:

◦ Exemplo de nome de exibição aws-opensearch

◦ O endpoint do domínio na captura de tela de exemplo na Etapa 2 do procedimento anterior no campo
URI.

◦ O ARN de domínio utilizado na Etapa 2 do procedimento anterior no campo URNA e adicione
/<index>/_doc ao final do ARN.

Neste exemplo, A URNA torna arn:aws:es:us-east-1:211234567890:domain/sgdemo
/sgmedata/_doc-se .
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3. Para acessar o sgdomain do Amazon OpenSearch, escolha chave de acesso como o tipo de autenticação
e insira a chave de acesso e chave secreta do Amazon S3. Para ir para a página seguinte, clique em
continuar.
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4. Para verificar o endpoint, selecione usar certificado e teste da CA do sistema operacional e criar endpoint.
Se a verificação for bem-sucedida, é apresentado um ecrã de ponto de extremidade semelhante à figura
seguinte. Se a verificação falhar, verifique se a URN inclui no final do caminho e se /<index>/_doc a
chave de acesso da AWS e a chave secreta estão corretas.

PESQUISE serviços de integração com o Elasticsearch no local

Configuração do Elasticsearch no local

Este procedimento é para uma configuração rápida do Elasticsearch no local e do Kibana usando o docker
apenas para fins de teste. Se o servidor Elasticsearch e Kibana já existir, vá para a Etapa 5.
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1. Siga isso "Procedimento de instalação do Docker" para instalar o docker. Usamos o "Procedimento de
instalação do Docker do CentOS"nesta configuração.

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo

https://download.docker.com/linux/centos/docker-ce.repo

sudo yum install docker-ce docker-ce-cli containerd.io

sudo systemctl start docker

◦ Para iniciar o docker após a reinicialização, digite o seguinte:

sudo systemctl enable docker

◦ Defina o vm.max_map_count valor como 262144:

sysctl -w vm.max_map_count=262144

◦ Para manter a configuração após a reinicialização, digite o seguinte:

echo 'vm.max_map_count=262144' >> /etc/sysctl.conf

2. Siga a "Elasticsearch Guia de início rápido"seção autogerenciada para instalar e executar o Elasticsearch
e o Kibana docker. Neste exemplo, instalamos a versão 8,1.

Observação abaixo o nome de usuário/senha e token criados pelo Elasticsearch, você
precisa deles para iniciar a autenticação de endpoint da plataforma Kibana UI e
StorageGRID.
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3. Depois que o contentor do Kibana docker for iniciado, o link URL https://0.0.0.0:5601 será exibido
no console. Substitua 0.0.0.0 pelo endereço IP do servidor no URL.

4. Faça login na IU do Kibana usando o nome de elastic usuário e a senha gerada pelo Elastic na etapa
anterior.

5. Para iniciar sessão pela primeira vez, na página de boas-vindas do painel, selecione explorar por conta
própria. No menu, selecione Gestão > Ferramentas de desenvolvimento.

6. Na tela Console de Ferramentas de Desenvolvimento, digite PUT <index> onde você usa esse índice
para armazenar metadados de objetos do StorageGRID. Usamos o nome do índice sgmetadata neste
exemplo. Clique no símbolo de triângulo pequeno para executar o comando PUT. O resultado esperado é
exibido no painel direito, como mostrado no exemplo de captura de tela a seguir.

Configuração de endpoint de serviços de plataforma

Para configurar endpoints para serviços de plataforma, siga estas etapas:

1. No Tenant Manager, vá para STORAGE(S3) > endpoints de serviços de plataforma

2. Clique em criar ponto final, introduza o seguinte e, em seguida, clique em continuar:

◦ Exemplo de nome de exibição: elasticsearch

◦ URI: https://<elasticsearch-server-ip or hostname>:9200

◦ URN: urn:<something>:es:::<some-unique-text>/<index-name>/_doc Onde o nome do
índice é o nome que você usou no console do Kibana. Exemplo:
urn:local:es:::sgmd/sgmetadata/_doc
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3. Selecione HTTP básico como o tipo de autenticação, insira o nome de elastic usuário e a senha
gerados pelo processo de instalação do Elasticsearch. Para ir para a página seguinte, clique em continuar.

4. Selecione não verificar certificado e teste e criar endpoint para verificar o endpoint. Se a verificação for
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bem-sucedida, uma tela de ponto final semelhante à seguinte captura de tela é exibida. Se a verificação
falhar, verifique se as entradas URN, URI e nome de usuário/senha estão corretas.

Configuração do serviço de integração de pesquisa de bucket

Depois que o endpoint do serviço da plataforma é criado, a próxima etapa é configurar esse serviço no nível
do bucket para enviar metadados de objeto para o endpoint definido sempre que um objeto é criado, excluído
ou seus metadados ou tags são atualizados.

Você pode configurar a integração de pesquisa usando o Gerenciador do locatário para aplicar um XML de
configuração StorageGRID personalizado a um bucket da seguinte forma:

1. No Tenant Manager, aceda a STORAGE(S3) > baldes

2. Clique em criar balde, introduza o nome do balde (por exemplo, sgmetadata-test ) e aceite a região
predefinida us-east-1.

3. Clique em continuar > criar balde.

4. Para abrir a página Visão geral do bucket, clique no nome do bucket e selecione Serviços da plataforma.

5. Selecione a caixa de diálogo Ativar integração de pesquisa. Na caixa XML fornecida, insira o XML de
configuração usando essa sintaxe.

A URNA realçada deve corresponder ao endpoint de serviços da plataforma que você definiu. Você pode
abrir outra guia do navegador para acessar o Gerenciador do Locatário e copiar a URN do endpoint de
serviços da plataforma definido.

Neste exemplo, não usamos nenhum prefixo, o que significa que os metadados de cada objeto neste
intervalo são enviados para o endpoint Elasticsearch definido anteriormente.
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<MetadataNotificationConfiguration>

    <Rule>

        <ID>Rule-1</ID>

        <Status>Enabled</Status>

        <Prefix></Prefix>

        <Destination>

            <Urn> urn:local:es:::sgmd/sgmetadata/_doc</Urn>

        </Destination>

    </Rule>

</MetadataNotificationConfiguration>

6. Use o navegador S3 para se conetar ao StorageGRID com a chave de acesso do locatário/segredo,
carregue objetos de teste para sgmetadata-test bucket e adicione tags ou metadados personalizados
a objetos.

7. Use a IU do Kibana para verificar se os metadados do objeto foram carregados para o índice do
sgmetadata.

a. No menu, selecione Gestão > Ferramentas de desenvolvimento.

b. Cole a consulta de exemplo no painel do console à esquerda e clique no símbolo do triângulo para
executá-la.

O resultado da amostra da consulta 1 na captura de tela de exemplo a seguir mostra quatro Registros.
Isto corresponde ao número de objetos no balde.
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GET sgmetadata/_search

{

    "query": {

        "match_all": { }

}

}

O resultado da amostra da consulta 2 na captura de tela a seguir mostra dois Registros com o tipo de
tag jpg.

30



GET sgmetadata/_search

{

    "query": {

        "match": {

            "tags.type": {

                "query" : "jpg" }

                }

            }

}

+
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Onde encontrar informações adicionais

Para saber mais sobre as informações descritas neste documento, consulte os seguintes documentos e/ou
sites:

• "O que são serviços de plataforma"

• "Documentação do StorageGRID 11,6"

Por Angela Cheng

Clone de nó

Considerações e performance sobre o clone de nó.

Considerações sobre o clone de nó

O clone de nó pode ser um método mais rápido para substituir os nós de dispositivo existentes para uma
atualização técnica, aumentar a capacidade ou aumentar a performance do seu sistema StorageGRID. O
clone de nó também pode ser útil para converter para criptografia de nó com um KMS ou alterar um nó de
storage de DDP8 para DDP16.

• A capacidade usada do nó de origem não é relevante para o tempo necessário para que o processo de
clone seja concluído. Clone de nó é uma cópia completa do nó, incluindo espaço livre no nó.

• Os aparelhos de origem e destino devem estar na mesma versão PGE

• O nó de destino deve sempre ter capacidade maior do que a origem

◦ Certifique-se de que o novo dispositivo de destino tem um tamanho de unidade maior do que a fonte

◦ Se o utilitário de destino tiver unidades do mesmo tamanho e estiver configurado para DDP8, você
poderá configurar o destino para DDP16. Se a origem já estiver configurada para DDP16, o clone do
nó não será possível.

◦ Ao passar de aparelhos SG5660 ou SG5760 para aparelhos SG6060, esteja ciente de que os SG5x60
têm unidades de capacidade de 60 TB, onde o SG6060 só tem 58 TB.

• O processo de clone de nó requer que o nó de origem fique off-line à grade durante o processo de
clonagem. Se um nó adicional ficar offline durante este período, os serviços do cliente podem ser
afetados.

• 11,8 e abaixo: Um nó de armazenamento só pode estar offline por 15 dias. Se a estimativa do processo de
clonagem estiver próxima de 15 dias ou exceder 15 dias, use os procedimentos de expansão e
desativação.

◦ 11,9: O limite de 15 dias foi removido.

• Para um SG6060U ou SG6160U com compartimentos de expansão, você precisa adicionar o tempo para
o tamanho correto da unidade de gaveta ao tempo do dispositivo base para obter a duração total do clone.

• O número de volumes em um dispositivo de storage de destino deve ser maior ou igual ao número de
volumes no nó de origem. Você não pode clonar um nó de origem com 16 volumes de armazenamento de
objetos (rangedb) para um dispositivo de storage de destino com 12 volumes de armazenamento de
objetos, mesmo que o dispositivo de destino tenha maior capacidade do que o nó de origem. A maioria
dos dispositivos de storage tem volumes de armazenamento de objetos de 16 TB, exceto o dispositivo de
storage SGF6112 que tem apenas volumes de armazenamento de objetos de 12 TB. Por exemplo, você
não pode clonar de um SG5760 para um SGF6112.
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Estimativas de performance do clone de nó

As tabelas a seguir contêm estimativas calculadas para a duração do clone do nó. As condições variam
assim, as entradas em BOLD podem correr o risco de exceder o limite de 15 dias para um nó para baixo.

DDP8

SG5612/SG5712/SG5812 → QUALQUER

Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

10 GB 1 dia 2 dias 2,5 dias 3 dias 4 dias 4,5 dias 5,5 dias

25 GB 1 dia 2 dias 2,5 dias 3 dias 4 dias 4,5 dias 5,5 dias

SG5660 → SG5760/SG5860

Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

10 GB 3,5 dia 7 dias 8,5 dias 10,5 dias 13,5 dias 15,5 dias 18,5 dias

25 GB 3,5 dia 7 dias 8,5 dias 10,5 dias 13,5 dias 15,5 dias 18,5 dias

SG5660 → SG6060/SG6160

Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

10 GB 2,5 dia 4,5 dias 5,5 dias 6,5 dias 9 dias 10 dias 12 dias

25 GB 2 dia 4 dias 5 dias 6 dias 8 dias 9 dias 10 dias

SG5760/SG5860 → SG5760/SG5860

Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

10 GB 3,5 dia 7 dias 8,5 dias 10,5 dias 13,5 dias 15,5 dias 18,5 dias
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Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

25 GB 3,5 dia 7 dias 8,5 dias 10,5 dias 13,5 dias 15,5 dias 18,5 dias

SG5760/SG5860 → SG6060/SG6160

Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

10 GB 2,5 dia 4,5 dias 5,5 dias 6,5 dias 9 dias 10 dias 12 dias

25 GB 2 dia 3,5 dias 4,5 dias 5,5 dias 7 dias 8 dias 9,5 dias

SG6060/SG6160 → SG6060/SG6160

Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

10 GB 2,5 dia 4,5 dias 5,5 dias 6,5 dias 8,5 dias 9,5 dias 11,5 dias

25 GB 2 dia 3 dias 4 dias 4,5 dias 6 dias 7 dias 8,5 dias

DDP16

SG5760/SG5860 → SG5760/SG5860

Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

10 GB 3,5 dia 6,5 dias 8 dias 9,5 dias 12,5 dias 14 dias 17 dias

25 GB 3,5 dia 6,5 dias 8 dias 9,5 dias 12,5 dias 14 dias 17 dias

SG5760/SG5860 → SG6060/SG6160
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Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

10 GB 2,5 dia 5 dias 6 dias 7,5 dias 10 dias 11 dias 13 dias

25 GB 2 dia 3,5 dias 4 dias 5 dias 6,5 dias 7 dias 8,5 dias

SG6060/SG6160 → SG6060/SG6160

Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

10 GB 3 dia 5 dias 6 dias 7 dias 9,5 dias 10,5 dias 13 dias

25 GB 2 dia 3,5 dias 4,5 dias 5 dias 7 dias 7,5 dias 9 dias

Compartimento de expansão (adicione acima de SG6060/SG6160 para cada gaveta no dispositivo de origem)

Velocidade da
interface de rede

4TB
tamanho
da
unidade

8TB
tamanho
da
unidade

10TB
tamanho
da
unidade

12TB
tamanho
da
unidade

16TB
tamanho
da
unidade

18TB
tamanho
da
unidade

22TB
tamanho
da
unidade

10 GB 3,5 dia 5 dias 6 dias 7 dias 9,5 dias 10,5 dias 12 dias

25 GB 2 dia 3 dias 4 dias 4,5 dias 6 dias 7 dias 8,5 dias

Por Aron Klein

Procedimento de realocação do local da grade e mudança
de rede em todo o local

Este guia descreve a preparação e o procedimento para a realocação do local do
StorageGRID em uma grade de vários locais. Você deve ter uma compreensão completa
deste procedimento e Planejar com antecedência para garantir um processo suave e
minimizar a interrupção para os clientes.

Se você precisar alterar a rede de Grade inteira, "Altere endereços IP para todos os nós na grade"consulte .

Considerações antes da realocação do local

• A movimentação do local deve ser concluída e todos os nós on-line em até 15 dias para evitar a
reconstrução do banco de dados Cassandra. "Recupere o nó de storage abaixo mais de 15 dias"

• Se qualquer regra de ILM na política ativa estiver usando comportamento de ingestão rigoroso, considere
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alterá-la para equilibrar ou se o cliente quiser continuar A COLOCAR objetos na grade durante a
realocação do local.

• Para dispositivos de storage com 60 unidades ou mais, nunca mova a gaveta com unidades de disco
instaladas. Rotule cada unidade de disco e remova-as do compartimento de armazenamento antes de
embalar/mover.

• A VLAN da rede da grade do StorageGRID pode ser executada remotamente pela rede admin ou pela
rede cliente. Ou então Planeje estar no local para realizar a mudança antes ou depois da realocação.

• Verifique se o aplicativo do cliente está usando HEAD ou OBTER objeto de não existência antes DE
COLOCAR. Em caso afirmativo, altere a consistência do bucket para strong-site para evitar o erro HTTP
500. Se não tiver certeza, verifique S3 visão geral gráficos Grafana Gerenciador de Grade > suporte >
métricas, passe o Mouse sobre o gráfico 'Total Completed Request'. Se houver uma contagem muito alta
de 404 Get Object ou 404 head object, provavelmente uma ou mais aplicações estão usando head ou get
nonexistence object. A contagem é acumulativa, passe o Mouse sobre a linha do tempo diferente para ver
a diferença.

Procedimento para alterar o endereço IP da grade antes da realocação do local

Passos

1. Se a nova sub-rede da rede Grid for usada no novo local, "Adicione a sub-rede à lista de sub-rede da rede
Grid"

2. Faça login no nó de administração principal, use o Change-ip para fazer a alteração de IP de grade, deve
stage a alteração antes de desligar o nó para realocação.

a. Selecione 2 e, em seguida, 1 para a alteração de IP de Grade
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b. selecione 5 para mostrar as alterações

c. selecione 10 para validar e aplicar a alteração.
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d. Deve selecionar stage nesta etapa.

e. Se o nó de administrador principal estiver incluído na alteração acima, digite 'a' para reiniciar o nó de
administrador principal manualmente
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f. Prima ENTER para regressar ao menu anterior e sair da interface Change-ip.

3. No Grid Manager, baixe o novo pacote de recuperação. Gerenciador de grade > Manutenção > Pacote
de recuperação

4. Se a alteração de VLAN for necessária no dispositivo StorageGRID, consulte a Alteração da VLAN do
dispositivoseção .

5. Encerre todos os nós e/ou dispositivos no local, rotule/remova as unidades de disco, se necessário,
desprenda, embale e mova.

6. Se você planeja alterar o ip da rede de administração e/ou a VLAN do cliente e o endereço ip, poderá
realizar a alteração após a realocação.

Alteração da VLAN do dispositivo

O procedimento abaixo assume que você tem acesso remoto ao administrador ou à rede cliente do
StorageGRID Appliance para executar a alteração remotamente.

Passos

1. Antes de desligar o aparelho, "coloque o aparelho no modo de manutenção".

2. Usando um navegador para acessar a GUI do instalador do StorageGRID Appliance usando
https://<admin-or-client-network-ip>:8443o . Não é possível usar o Grid IP como o novo Grid IP já no lugar
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quando o aparelho for inicializado no modo de manutenção.

3. Altere a VLAN da rede Grid. Se você estiver acessando o dispositivo pela rede cliente, não poderá alterar
a VLAN do cliente neste momento, poderá alterá-la após a movimentação.

4. ssh para o dispositivo e desligue o nó usando 'shutdoown -h now'

5. Depois que os dispositivos estiverem prontos em um novo site, acesse a GUI do instalador do
StorageGRID Appliance usando https://<grid-network-ip>:8443o . Confirme se o armazenamento está em
ótimo estado e conetividade de rede com outros nós de Grade usando ferramentas de ping/nmap na GUI.

6. Se pretende alterar o IP da rede do cliente, pode alterar a VLAN do cliente nesta fase. A rede do cliente
não estará pronta até atualizar o ip da rede do cliente usando a ferramenta Change-ip na etapa posterior.

7. Sair do modo de manutenção. No Instalador de dispositivos StorageGRID, selecione Avançado >
Reiniciar controlador e, em seguida, selecione Reiniciar no StorageGRID.

8. Depois que todos os nós estiverem ativos e Grid não mostrar nenhum problema de conetividade, use
Change-ip para atualizar a rede de administração do dispositivo e a rede cliente, se necessário.

Migração de storage baseado em objetos do ONTAP S3
para o StorageGRID

Habilitação de nível empresarial S3 com a migração otimizada de storage baseado
em objetos do ONTAP S3 para o StorageGRID

Habilitação de nível empresarial S3 com a migração otimizada de storage baseado em
objetos do ONTAP S3 para o StorageGRID

Demonstração de migração

Esta é uma demonstração sobre a migração de usuários e buckets do ONTAP S3 para o StorageGRID.

Habilitação de nível empresarial S3 com a migração otimizada de storage baseado
em objetos do ONTAP S3 para o StorageGRID

Habilitação de nível empresarial S3 com a migração otimizada de storage baseado em
objetos do ONTAP S3 para o StorageGRID

Preparando o ONTAP

Para fins de demonstração, criaremos um servidor de armazenamento de objetos SVM, usuário, grupo,
política de grupo e buckets.

Crie a Máquina Virtual de armazenamento

No Gerenciador de sistema do ONTAP, navegue até VMs de storage e adicione uma nova VM de storage.
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Selecione as caixas de verificação "Ativar S3" e "Ativar TLS" e configure as portas HTTP(S). Defina o IP, a
máscara de sub-rede e defina o gateway e o domínio de broadcast se não estiver usando o padrão ou o
necessário em seu ambiente.
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Como parte da criação do SVM, um usuário será criado. Transfira as S3 teclas para este utilizador e feche a
janela.
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Depois que o SVM tiver sido criado, edite o SVM e adicione as configurações de DNS.
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Defina o nome DNS e o IP.

Crie o SVM S3 User

Agora podemos configurar os usuários e o grupo do S3. Edite as definições do S3.
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Adicionar um novo utilizador.
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Introduza o nome de utilizador e a expiração da chave.

Transfira as S3 teclas para o novo utilizador.
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Crie o grupo SVM S3

Na guia grupos das configurações SVM S3, adicione um novo grupo com as permissões de usuário criado
acima e FullAccess.
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Criar buckets do SVM S3

Navegue até a seção baldes e clique no botão Adicionar.
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Digite um nome, capacidade e desmarque a caixa de seleção "Ativar acesso ao ListBucket…" e clique no
botão "mais opções".
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Na seção "mais opções", marque a caixa de seleção Ativar controle de versão e clique no botão "Salvar".
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Repita o processo e crie um segundo bucket sem o controle de versão ativado. Insira um nome, a mesma
capacidade que um bucket, e desmarque a caixa de seleção "Enable ListBucket Access…" e clique no botão
"Save" (Salvar).
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Por Rafael Guedes, e Aron Klein

Habilitação de nível empresarial S3 com a migração otimizada de storage baseado
em objetos do ONTAP S3 para o StorageGRID

Habilitação de nível empresarial S3 com a migração otimizada de storage baseado em
objetos do ONTAP S3 para o StorageGRID

Preparando o StorageGRID

Continuando a configuração para esta demonstração, criaremos um locatário, usuário, grupo de segurança,
política de grupo e bucket.

Crie o locatário

Navegue até a guia "inquilinos" e clique no botão "criar"
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Preencha os detalhes para o locatário que fornece um nome de locatário, selecione S3 para o tipo de cliente e
nenhuma cota é necessária. Não há necessidade de selecionar serviços de plataforma ou permitir S3 Select.
Você pode optar por usar a própria fonte de identidade, se você escolher. Defina a senha raiz e clique no
botão concluir.

Clique no nome do locatário para ver os detalhes do locatário. Você precisará do ID do locatário mais tarde,
então copie-o. Clique no botão Iniciar sessão. Isso o levará ao login do portal do locatário. Salve o URL para
uso futuro.

Isso o levará ao login do portal do locatário. Salve o URL para uso futuro e insira as credenciais do usuário
raiz.
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Crie o usuário

Navegue até a guia usuários e crie um novo usuário.
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Agora que o novo usuário foi criado, clique no nome do usuário para abrir os detalhes do usuário.

Copie o ID do usuário do URL a ser usado mais tarde.
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Para criar as S3 teclas, clique no nome de usuário.

Selecione a guia "teclas de acesso" e clique no botão "criar chave". Não há necessidade de definir um tempo
de expiração. Faça o download das teclas S3, pois elas não podem ser recuperadas novamente assim que a
janela for fechada.
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Crie o grupo de segurança

Agora vá para a página grupos e crie um novo grupo.

57



Defina as permissões do grupo como somente leitura. Estas são as permissões de IU do locatário, não as
permissões S3.
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As permissões S3 são controladas com a política de grupo (diretiva IAM). Defina a política de grupo como
personalizada e cole a política json na caixa. Esta política permitirá que os usuários deste grupo listem os
buckets do locatário e executem quaisquer operações do S3 no bucket chamado "bucket" ou subpastas no
bucket chamado "bucket".
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{

    "Statement": [

      {

        "Effect": "Allow",

        "Action": "s3:ListAllMyBuckets",

        "Resource": "arn:aws:s3:::*"

      },

      {

         "Effect": "Allow",

        "Action": "s3:*",

        "Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]

      }

    ]

}

Finalmente, adicione o usuário ao grupo e termine.

60



Crie dois baldes

Navegue até a guia buckets e clique no botão Create bucket (criar bucket).

Defina o nome e a região do intervalo.
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Neste primeiro bucket, ative o controle de versão.

Agora crie um segundo bucket sem o controle de versão ativado.
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Não ative o controle de versão neste segundo bucket.

Por Rafael Guedes, e Aron Klein
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Preencha o repositório de origem

Vamos colocar alguns objetos no bucket do ONTAP de origem. Vamos usar o S3Browser para esta
demonstração, mas você pode usar qualquer ferramenta com a qual você está confortável.

Usando as teclas do usuário ONTAP S3 criadas acima, configure o S3Browser para se conetar ao seu sistema
ONTAP.
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Agora permite carregar alguns arquivos para o bucket habilitado para versionamento.
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Agora vamos criar algumas versões de objetos no bucket.

Eliminar um ficheiro.

Faça upload de um arquivo que já existe no bucket para copiar o arquivo sobre si mesmo e criar uma nova
versão dele.
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Em S3Browser podemos ver as versões dos objetos que acabamos de criar.

Estabeleça a relação de replicação

Vamos começar a enviar dados do ONTAP para o StorageGRID.

No Gerenciador de sistemas ONTAP, navegue até "proteção/Visão geral". Role para baixo até "Cloud object
stores" e clique no botão "Adicionar" e selecione "StorageGRID".
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Insira as informações do StorageGRID fornecendo um nome, estilo de URL (para esta demonstração,
usaremos URLs Path-styl). Defina o escopo do armazenamento de objetos como "Storage VM".

Se você estiver usando SSL, defina a porta de endpoint do balanceador de carga e copie no certificado de

69



endpoint do StorageGRID aqui. Caso contrário, desmarque a caixa SSL e insira a porta de endpoint HTTP
aqui.

Insira as chaves S3 e o nome do bucket do usuário do StorageGRID na configuração do StorageGRID acima
para o destino.

Agora que temos um destino configurado, podemos configurar as configurações de política para o destino.
Expanda "local policy settings" (Definições de política local) e selecione "Continuous" (contínuo).

Edite a política contínua e altere o "objetivo do ponto de recuperação" de "1 horas" para "3 segundos".
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Agora podemos configurar o SnapMirror para replicar o bucket.

SnapMirror create -source-path sv_demo: /Bucket/bucket -destination-path sgws_demo: /Objstore -policy
contínuo

O balde agora mostrará um símbolo de nuvem na lista de buckets sob proteção.

Se selecionarmos o bucket e irmos para a guia "SnapMirror (ONTAP ou nuvem)", veremos o status do
SnapMirror Repationship.
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Os detalhes da replicação

Agora temos um bucket replicando com sucesso do ONTAP para o StorageGRID. Mas o que está realmente
replicando? Nossa origem e destino são ambos buckets versionados. As versões anteriores também replicam
para o destino? Se olharmos para o nosso bucket do StorageGRID com S3Browser, veremos que as versões
existentes não replicaram e nosso objeto excluído não existe, nem um marcador de exclusão para esse
objeto. Nosso objeto duplicado tem apenas a versão 1 no bucket do StorageGRID.

Em nosso bucket do ONTAP, vamos adicionar uma nova versão ao nosso mesmo objeto que usamos
anteriormente e ver como ele se replica.
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Se olharmos para o lado do StorageGRID, veremos que uma nova versão foi criada neste bucket também,
mas está faltando a versão inicial de antes do relacionamento do SnapMirror.

Isso ocorre porque o processo ONTAP SnapMirror S3 replica apenas a versão atual do objeto. É por isso que
criamos um bucket versionado no lado StorageGRID para ser o destino. Desta forma, o StorageGRID pode
manter um histórico de versões dos objetos.

Por Rafael Guedes, e Aron Klein
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Migrar S3 chaves

Para uma migração, na maioria das vezes você vai querer migrar as credenciais para os usuários em vez de
gerar novas credenciais no lado do destino. O StorageGRID fornece apis para permitir que as chaves S3
sejam importadas para um usuário.

Fazer login na IU de gerenciamento do StorageGRID (não na IU do gerenciador de locatários) abra a página
do Swagger de Documentação da API.

Expanda a seção "Contas", selecione o "POST /grid/account-enable-S3-key-import", clique no botão
"Experimente" e clique no botão executar.

Agora role para baixo ainda em "Contas" para "POST /grid/accounts/"id"/Users/"user_id"/S3-access-keys"

Aqui é onde vamos inserir o ID do locatário e o ID da conta de usuário que coletamos anteriormente.
Preencha os campos e as chaves de nosso usuário do ONTAP na caixa json. Você pode definir a expiração
das chaves ou remover o " , "expira": 123456789" e clique em executar.
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Depois de concluir todas as suas importações de chave de usuário, você deve desativar a função de
importação de chave em "Contas" "POST /grid/account-disable-S3-key-import"

Se olharmos para a conta de usuário na IU do gerenciador de inquilinos, podemos ver a nova chave foi
adicionada.
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O corte final

Se a intenção é ter um bucket de replicação perpetuamente de ONTAP para StorageGRID, você pode
terminar aqui. Se esta é uma migração do ONTAP S3 para o StorageGRID, então é hora de acabar com isso e
cortar.

Dentro do gerenciador do sistema ONTAP, edite o grupo S3 e defina-o como "ReadOnlyAccess". Isso evitará
mais que os usuários escrevam no bucket do ONTAP S3.
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Tudo o que resta a fazer é configurar o DNS para apontar do cluster do ONTAP para o ponto de extremidade
do StorageGRID. Certifique-se de que o seu certificado de endpoint está correto e, se você precisar de
solicitações de estilo hospedadas virtuais, adicione os nomes de domínio de endpoint no StorageGRID
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Seus clientes precisarão esperar que o TTL expire ou liberar DNS para resolver para o novo sistema para que
você possa testar se tudo está funcionando. Tudo o que resta é limpar as chaves S3 temporárias iniciais que
usamos para testar o acesso a dados StorageGRID (NÃO as chaves importadas), remover as relações
SnapMirror e remover os dados ONTAP.

Por Rafael Guedes, e Aron Klein
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