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Guias de recursos do produto

Alcancar RPO zero com o StorageGRID: Um guia
abrangente para replicagao em varios locais

Este relatorio técnico fornece um guia completo para a implementagao de estratégias de
replicagao do StorageGRID , visando atingir um Objetivo de Ponto de Recuperacéao
(RPO) de zero em caso de falha do site. O documento detalha varias opgdes de
implantacao para o StorageGRID, incluindo replicagdo sincrona em varios locais e
replicagao assincrona em varias grades. Este documento explica como as politicas de
Gerenciamento do Ciclo de Vida da Informacéo (ILM) do StorageGRID podem ser
configuradas para garantir a durabilidade e a disponibilidade dos dados em varios locais.
Além disso, o relatério aborda consideracées de desempenho, cenarios de falha e
processos de recuperacgao para manter as operacdes do cliente ininterruptas. O objetivo
deste documento é fornecer informagdes para garantir que os dados permanegam
acessiveis e consistentes, mesmo em caso de falha total do site, utilizando técnicas de
replicagcao sincrona e assincrona.

Visao geral do StorageGRID

O NetApp StorageGRID € um sistema de storage baseado em objeto que da suporte a APl Amazon Simple
Storage Service (Amazon S3) padréao do setor.

O StorageGRID fornece um namespace Unico em varios locais, com niveis de servigo variaveis orientados
pelas politicas de gerenciamento do ciclo de vida das informagées (ILM). Com essas politicas de ciclo de vida,
vocé pode otimizar onde seus dados ficam ao longo de seu ciclo de vida.

O StorageGRID permite durabilidade e disponibilidade configuraveis de seus dados em solugdes locais e
distribuidas geograficamente. Nao importa se seus dados estdo no local ou em uma nuvem publica, os fluxos
de trabalho de nuvem hibrida integrada permitem que sua empresa aproveite servicos de nuvem como
Amazon Simple Notification Service (Amazon SNS), Google Cloud, Microsoft Azure Blob, Amazon S3 Glacier,
Elasticsearch e muito mais.

StorageGRID Scale

Uma implementagéo minima do StorageGRID consiste em um n6 de administracao e 3 nos de
armazenamento em um unico local. Uma unica grade pode crescer até 220 nos. O StorageGRID pode ser
implementado em um unico local ou expandido para até 16 locais.

O né Admin contém a interface de gerenciamento, um ponto central para métricas e registros, e mantém a
configuragdo dos componentes do StorageGRID . O n6 Admin também contém um balanceador de carga
integrado para acesso a API S3.

O StorageGRID pode ser implantado somente como software, como dispositivos de maquina virtual VMware
ou como dispositivos desenvolvidos especificamente para esse fim.

Um né de armazenamento pode ser implantado da seguinte forma:

* Um n6 somente de metadados que maximiza a contagem de objetos



* Um no6 de armazenamento de objetos apenas maximizando o espago do objeto
* Um n6 combinado de metadados e armazenamento de objetos que adiciona contagem de objetos e
espaco de objetos

Cada n6 de armazenamento pode ser dimensionado para capacidade de varios petabytes para
armazenamento de objetos, permitindo um unico namespace de centenas de petabytes. O StorageGRID
também fornece um balanceador de carga integrado para operag¢des da APl S3, chamado de né de gateway.

Delivery paths for any workload
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O StorageGRID consiste em uma colegéo de nds colocados em uma topologia de site. Um site no
StorageGRID pode ser um local fisico exclusivo ou residir em um local fisico compartilhado com outros sites
na grade como uma construgéo logica. Um site StorageGRID nao deve abranger varios locais fisicos. Um site
representa uma infraestrutura de rede local (LAN) compartilhada e um dominio de falha.

Dominios de StorageGRID e falha

O StorageGRID contém varias camadas de dominios de falha a serem considerados para decidir como

arquitetar sua solugédo, como armazenar seus dados e onde eles devem ser armazenados para reduzir 0s
riscos de falhas.

Nivel da grade - Uma grade composta por varios locais pode ter falhas ou isolamento do local e o(s)
local(s) acessivel(s) pode continuar operando como a grade.

Nivel do local - falhas dentro de um local podem afetar as operacdes desse local, mas ndo afetardo o
resto da grade.

* Nivel do n6 - Uma falha do n6 nao afetara a operagao do local.

* Nivel do disco - uma falha de disco n&o afetara a operagao do no.

Dados e metadados de objetos

Com o armazenamento de objetos, a unidade de armazenamento € um objeto, em vez de um arquivo ou um



bloco. Ao contrario da hierarquia semelhante a uma arvore de um sistema de arquivos ou armazenamento em
bloco, 0 armazenamento de objetos organiza os dados em um layout plano e ndo estruturado. O
armazenamento de objetos separa a localizagao fisica dos dados do método usado para armazenar e
recuperar esses dados.

Cada objeto em um sistema de storage baseado em objeto tem duas partes: Dados de objeto e metadados de
objeto.

* Os dados de objeto representam os dados subjacentes reais, por exemplo, uma fotografia, um filme ou um
registro médico.

» Metadados de objetos sdo qualquer informagéo que descreva um objeto.

O StorageGRID usa metadados de objetos para rastrear os locais de todos os objetos na grade e gerenciar o
ciclo de vida de cada objeto ao longo do tempo.

Os metadados de objeto incluem informagdes como as seguintes:

* Metadados do sistema, incluindo um ID exclusivo para cada objeto, o nome do objeto, 0 nome do bucket
do S3, o nome ou ID da conta do locatario, o tamanho légico do objeto, a data e a hora em que o objeto foi
criado pela primeira vez e a data e a hora em que o objeto foi modificado pela ultima vez.

» Local de armazenamento atual da cépia replicada ou do fragmento codificado por apagamento de cada
objeto.

* Quaisquer pares de valor-chave de metadados de usuario personalizados associados ao objeto.
» Para objetos S3D, qualquer par de chave-valor de marca de objeto associado ao objeto

» Para objetos segmentados e objetos multipartes, identificadores de segmento e tamanhos de dados.

Os metadados de objetos séo personalizaveis e expansiveis, tornando-os flexiveis para uso dos aplicativos.
Para obter informagdes detalhadas sobre como e onde o StorageGRID armazena metadados de objetos, va
para "Gerenciar o storage de metadados de objetos".

O sistema de gerenciamento do ciclo de vida das informagdes (ILM) da StorageGRID ¢ usado para orquestrar
0 posicionamento, a duragdo e o comportamento de ingestdo de todos os dados de objetos em seu sistema
StorageGRID. As regras do ILM determinam como o StorageGRID armazena objetos ao longo do tempo
usando réplicas dos objetos ou codificando o objeto de apagamento em nos e sites. Este sistema ILM é
responsavel pela consisténcia de dados do objeto dentro de uma grade.

Codificagdo de apagamento

O StorageGRID oferece a capacidade de apagar dados de cédigo no nivel do né e no nivel da unidade. Com
os dispositivos StorageGRID , apagamos o cédigo dos dados armazenados em cada n6 em todas as
unidades dentro do no, fornecendo protecao local contra falhas de multiplos discos que causam perda de
dados ou interrupgdes. Reconstrugdes a partir de falhas de unidade séo locais no n6 e ndo exigem dados
replicados pela rede.

Além disso, os dispositivos StorageGRID usam esquemas de codificagao de eliminagao para armazenar
dados de objetos nos nds de um site ou distribuidos em trés ou mais sites no sistema StorageGRID , por meio
das regras de ILM do StorageGRID, que protegem contra falhas de nos.

A codificagdo de apagamento fornece um layout de armazenamento resiliente a falhas de nés e sites, com
uma sobrecarga menor do que a replicagcao. Todos os esquemas de codificagdo de apagamento do
StorageGRID podem ser implementados em um Unico local, desde que o nimero minimo de nds necessarios
para armazenar os blocos de dados seja atendido. Isso significa que, para um esquema EC de 4+2, é
necessario haver no minimo 6 nés disponiveis para receber os dados.


https://docs.netapp.com/us-en/storagegrid/admin/managing-object-metadata-storage.html

Erasure-coding Minimum number Recommended Total Site loss Storage overhead
scheme (k+m) of deployed sites number of recommended protection?

Storage Nodes at number of

each site Storage Nodes
442 3 3 9 Yes 50%
6+2 - 3 12 Yes 33%
8+2 5 3 15 Yes 25%
6+3 3 4 12 Yes 50%
9+3 4 4 16 Yes 33%
2+1 3 3 9 Yes 50%
4+1 5 3 15 Yes 25%
E6+1 7 3 21 Yes 17%
T+5 3 3 15 Yes T1%

Consisténcia de metadados

No StorageGRID, os metadados geralmente sédo armazenados com trés réplicas por local para garantir
consisténcia e disponibilidade. Essa redundancia ajuda a manter a integridade e a acessibilidade dos dados
mesmo em caso de falha.

A consisténcia padrao é definida em um nivel amplo de grade. Os usuarios podem alterar a consisténcia no
nivel do balde a qualquer momento.

As opgodes de consisténcia de bucket disponiveis no StorageGRID sao:
* Todos: Fornece o mais alto nivel de consisténcia. Todos os nds na grade recebem os dados
imediatamente, ou a solicitagao falhara.
* Forte-global:

o Legado Global Robusto: Garante consisténcia de leitura apds gravacgao para todas as solicitagdes do
cliente em todos os sites.

= Este € o comportamento padrao para todos os sistemas atualizados da versao 11.9 ou anterior
para a versao 12.0 sem a alteragdo manual para o novo Quorum Strong Global.

o Quorum Strong-global: Garante consisténcia de leitura apds gravagao para todas as solicitagdes de
clientes em todos os sites. Oferece consisténcia para varios nés ou até mesmo uma falha de site se o
quorum de réplica de metadados for alcangavel.

= Este € o comportamento padrao para todos os sistemas recém-instalados na versédo 12.0 ou
superior.

= A consisténcia do QUORUM ¢ definida como um quorum de réplicas de metadados do n6 de
armazenamento, onde cada site tem 3 réplicas de metadados. Pode ser calculado da seguinte
forma: 1+((N*3)/2) onde N é o numero total de sites

= Por exemplo, um minimo de 5 réplicas devem ser feitas a partir de uma grade de 3 sites, com um



maximo de 3 réplicas dentro de um site.

« * Strong-site*: Garante consisténcia de leitura-apds-gravagao para todas as solicitagdes de clientes dentro
de um site.

» Read-after-novo-write (padréo): Fornece consisténcia de leitura-apds-gravagao para novos objetos e
consisténcia para atualizagdes de objetos. Oferece alta disponibilidade e garantias de protegao de dados.
Recomendado para a maioria dos casos.

* Disponivel: Fornece consisténcia eventual para novos objetos e atualizagdes de objetos. Para buckets do
S3, use somente conforme necessario (por exemplo, para um bucket que contém valores de log
raramente lidos, ou para operagdes HEAD ou GET em chaves que néo existem). Nao compativel com
buckets do FabricPool S3.

Consisténcia de dados do objeto

Embora os metadados sejam replicados automaticamente dentro e entre locais, cabe a vocé decidir sobre a
disposigao do storage de objetos. Os dados de objetos podem ser armazenados em réplicas dentro e entre
sites, codificados para apagamento dentro ou entre sites, ou uma combinagéo ou réplicas e esquemas de
armazenamento codificados para apagamento. As regras de ILM podem se aplicar a todos os objetos ou ser
filtradas para se aplicar apenas a determinados objetos, buckets ou locatarios. As regras do ILM definem
como os objetos sdo armazenados, réplicas e/ou codificados para apagamento, quanto tempo os objetos sao
armazenados nesses locais, se 0 numero de réplicas ou esquema de codificagdo de apagamento deve mudar
ou os locais devem mudar com o tempo.

Cada regra de ILM sera configurada com um dos trés comportamentos de ingestéo para proteger objetos:
Commit duplo, balanceado ou rigoroso.

A opcao de confirmagao dupla criara duas copias em quaisquer dois nds de armazenamento diferentes na
grade imediatamente e retornara a solicitagdo como bem-sucedida ao cliente. A selecéo do n6 sera tentada
dentro do site da solicitagdo, mas podera usar nés de outro site em algumas circunstancias. O objeto é
adicionado a fila ILM para ser avaliado e posicionado de acordo com as regras do ILM.

A opgéao balanceada avalia o objeto em relagéo a politica ILM imediatamente e o coloca de forma sincrona
antes de retornar a solicitagdo como bem-sucedida ao cliente. Caso a regra ILM n&o possa ser atendida
imediatamente devido a uma interrupgdo ou armazenamento inadequado para atender aos requisitos de
alocacgao, o protocolo de confirmacao dupla sera utilizado em seu lugar. Assim que o problema for resolvido, o
ILM posicionara automaticamente o objeto com base na regra definida.

A opgéo estrita avalia o objeto em relagéo a politica ILM imediatamente e o coloca de forma sincrona antes de
retornar a solicitagdo como bem-sucedida ao cliente. Se a regra ILM nao puder ser atendida imediatamente
devido a uma interrupg¢do ou armazenamento inadequado para atender aos requisitos de posicionamento, a
solicitacao falhara e o cliente precisara tentar novamente.

Balanceamento de carga

StorageGRID pode ser implantado com acesso de cliente através de nds de gateway integrado, um
balanceador de carga externo de 3 a de terceiros, round robin DNS ou diretamente para um né de storage.
Varios nos de gateway podem ser implantados em um local e configurados em grupos de alta disponibilidade,
fornecendo failover automatizado e failback no caso de uma interrupgao do né de gateway. Vocé pode
combinar métodos de balanceamento de carga em uma solugéo para fornecer um unico ponto de acesso para
todos os sites em uma solucéo.

Por padrao, os nos de gateway irdo balancear a carga entre os n6s de armazenamento no site onde o n6 de
gateway reside. O StorageGRID pode ser configurado para permitir que os nés de gateway equilibrem a carga
usando nos de varios locais. Essa configuragao adicionaria a laténcia entre esses sites a laténcia de resposta



das solicitagdes do cliente. Essa configuragdo so6 deve ser feita se a laténcia total for aceitavel para os
clientes.

Garantir um RTO (tempo de resposta) igual a zero pode ser alcangado com uma combinacgéo de
balanceamento de carga local e global. Garantir o acesso ininterrupto do cliente requer balanceamento de
carga das solicitagdes do cliente. Uma solugdo StorageGRID pode conter varios nds de gateway e grupos de
alta disponibilidade em cada local. Para garantir acesso ininterrupto aos clientes em qualquer local, mesmo
em caso de falha de um dos locais, vocé deve configurar uma solugao externa de balanceamento de carga
em conjunto com os nos do StorageGRID Gateway. Configure grupos de alta disponibilidade para os nés de
gateway, que gerenciam a carga em cada site, e utilize o balanceador de carga externo para distribuir a carga
entre os grupos de alta disponibilidade. O balanceador de carga externo deve ser configurado para realizar
uma verificagao de integridade, garantindo que as solicitagbes sejam enviadas apenas para sites
operacionais. Para obter mais informagdes sobre balanceamento de carga com StorageGRID, consulte o
seguinte: "Relatoério técnico do balanceador de carga StorageGRID".

Requisitos para RPO Zero com StorageGRID

Para alcancar o objetivo do ponto de restauragdo (RPO) zero em um sistema de storage de objetos, é crucial
que, no momento da falha:

* Os metadados e o conteudo do objeto estdo em sincronia e sdo considerados consistentes

* O conteudo do objeto permanece acessivel apesar da falha.

Para uma implantagdo em varios sites, o Quorum Strong Global € o modelo de consisténcia preferido para
garantir que os metadados sejam sincronizados em todos os sites, o que o torna essencial para atender ao
requisito de RPO zero.

Os objetos no sistema de armazenamento sdo armazenados com base em regras de Gerenciamento do Ciclo
de Vida da Informacgao (ILM, na sigla em inglés), que ditam como e onde os dados sdo armazenados ao longo
de seu ciclo de vida. Para replicagcéo sincrona, pode-se optar entre execucgao estrita ou execucéo balanceada.

» A execugao estrita dessas regras ILM é necessaria para RPO zero, pois garante que os objetos sejam
colocados nos locais definidos sem qualquer atraso ou retorno, mantendo a disponibilidade e a
consisténcia dos dados.

* O comportamento de ingestao de equilibrio de ILM da StorageGRID fornece um equilibrio entre alta
disponibilidade e resiliéncia, permitindo que os usuarios continuem ingerindo dados mesmo em caso de
falha do site.

Implantag6es sincronas em varios locais

Solugdes multisite: O StorageGRID permite que vocé replique objetos em varios sites dentro da grade de
forma sincrona. Ao configurar regras de Gerenciamento do Ciclo de Vida da Informagéo (ILM) com
comportamento equilibrado ou rigoroso, os objetos s&o colocados imediatamente nos locais especificados.
Configurar o nivel de consisténcia do bucket para Quorum Strong Global também garantira a replicagcao
sincrona de metadados. O StorageGRID usa um Unico namespace global, armazenando locais de
posicionamento de objetos como metadados, para que cada no saiba onde todas as copias ou partes
codificadas para eliminagao estao localizadas. Se um objeto n&o puder ser recuperado do site onde a
solicitacao foi feita, ele sera recuperado automaticamente de um site remoto sem a necessidade de
procedimentos de failover.

Uma vez que a falha é resolvida, ndo sao necessarios esforcos de failback manual. O desempenho da
replicagdo depende do local com a taxa de transferéncia de rede mais baixa, a laténcia mais alta e o
desempenho mais baixo. O desempenho de um site € baseado no nimero de nds, contagem e velocidade de
nucleos da CPU, memédria, quantidade de unidades e tipos de unidades.


https://www.netapp.com/media/17068-tr4626.pdf

Solugodes de varias grades: a StorageGRID pode replicar locatarios, usuarios e buckets entre varios
sistemas StorageGRID usando replicacdo entre grades (CGR). O CGR pode estender dados selecionados
para mais de 16 locais, aumentar a capacidade utilizavel do seu armazenamento de objetos e fornecer
recuperacgao de desastres. A replicagdo de buckets com CGR inclui objetos, versdes de objetos e metadados
e pode ser bidirecional ou unidirecional. O objetivo do ponto de restauragao (RPO) depende do desempenho
de cada sistema StorageGRID e das conexdes de rede entre eles.

Resumo:

» Areplicacao intra-grade inclui replicagéo sincrona e assincrona, configuravel usando o comportamento de
ingestao de ILM e o controle de consisténcia de metadados.

* Areplicagao inter-grid € assincrona somente.

Uma implantagcao de Multi-site de Grade unica

Nos cenarios a seguir, as solu¢des StorageGRID sao configuradas com um balanceador de carga externo
opcional, que gerencia as solicitagcdes para os grupos de alta disponibilidade do balanceador de carga
integrado. Isso resultara em um RTO de zero, além de um RPO de zero. O ILM estéa configurado com
protegéo de ingestao balanceada para posicionamento sincrono. Cada bucket é configurado com a versao
Quorum do modelo de consisténcia global forte para grids de 3 ou mais sites e com a versao Legacy do
modelo de consisténcia global forte para 2 sites.

Cenario 1:

Em uma solugéo StorageGRID com dois sites, existem pelo menos duas réplicas de cada objeto e seis
réplicas de todos os metadados. Apds a recuperacgao da falha, as atualizagdes da interrupgéo seréo
sincronizadas automaticamente com o site/nds recuperados. Com apenas 2 sites, € improvavel que se
alcance um RPO zero em cenarios de falha que ultrapassem a perda total de um dos sites.
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Site 1 Storage Node

Site 2 Storage Node
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Cenario 2:

Em uma solugéo StorageGRID com trés ou mais sites, existem pelo menos 3 réplicas ou 3 blocos EC de cada
objeto e 9 réplicas de todos os metadados. Apds a recuperagao da falha, as atualizagdes da interrupgao serédo
sincronizadas automaticamente com o site/nds recuperados. Com trés ou mais locais, € possivel atingir um
RPO zero.
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Cenarios de falha em varios locais
Falha Resultado em 2 locais + Legado Resultado em 3 ou mais locais +
Forte Global Quorum Strong Global
Falha da unidade de no unico Cada dispositivo usa varios grupos Cada dispositivo usa varios grupos

de discos e pode sustentar uma de discos e pode sustentar uma
falha de pelo menos 1 unidade por falha de pelo menos 1 unidade por
grupo sem interrupgéo ou perda de grupo sem interrupcao ou perda de

dados. dados.
Falha de né unico em um local Nenhuma interrupcao das Nenhuma interrupgcao das
operagdes ou perda de dados. operagdes ou perda de dados.
Falha de varios nés em um local Interrupgao das operacdes do As operagdes sao direcionadas a
cliente direcionadas para este site, todos os outros sites e
mas sem perda de dados. permanecem ininterruptas e sem

perda de dados.
As operacgdes direcionadas para o
outro site permanecem
ininterruptas e sem perda de
dados.



Falha

Falha de n6 Unico em varios locais

Falha unica de local

Um Unico local e falhas de n6é Unico

10

Resultado em 2 locais + Legado
Forte Global

Sem interrupgdo ou perda de
dados se:

» Existe pelo menos uma copia
idéntica na grade.

» Existem pedagos suficientes
de EC na grade

Operagoes interrompidas e risco
de perda de dados se:

* Nao existem copias
duplicadas.

» Existem mandris CE
insuficientes

Algumas operacgdes do cliente

serdo interrompidas até que a falha

seja resolvida. As operagcoes GET
e HEAD continuardo sem

interrupcéo. Reduza a consisténcia

do bucket para leitura apds nova
gravacao ou um nivel inferior para
continuar as operagdes sem
interrupg@o nesse estado de falha.

Algumas operacgdes do cliente

serao interrompidas até que a falha

seja resolvida. As operacgdes da
HEAD continuaréo sem
interrupcéo. As operacbes GET
continuarao sem interrupcao se
existir uma copia replicada ou
blocos EC suficientes. Reduza a
consisténcia do bucket para leitura
apos nova gravagao ou um nivel
inferior para continuar as
operagdes sem interrupgdo nesse
estado de falha.

Resultado em 3 ou mais locais +
Quorum Strong Global

Sem interrupgdo ou perda de
dados se:

 Existe pelo menos uma unica
copia replicada na grade.

» Existem pedagos suficientes
de EC na grade

Operagoes interrompidas e risco
de perda de dados se:

* Nao existem copias
duplicadas.

» Existem pedacos de EC
insuficientes para recuperar o
objeto

Nenhuma interrupcao das
operagdes ou perda de dados.

Sem interrupgéo das operagdes ou
perda de dados. Possivel perda de
dados dependendo do numero de
copias replicadas. A codificagédo de
apagamento local pode prevenir a
perda de dados.



Falha

Um Unico local mais um no6 de cada
local restante

Falha em varios locais

Isolamento de rede de um site

Resultado em 2 locais + Legado
Forte Global

Existem apenas dois locais. Veja:
Site Unico mais um né unico.

Nao restam locais operacionais.
Os dados serao perdidos se pelo
menos um dos sites ndo puder ser
recuperado em sua totalidade.

As operacdes do cliente serao
interrompidas até que a falha seja
resolvida. Reduza a consisténcia
do bucket para leitura apos nova
gravagao ou um nivel inferior para
continuar as operagdes sem
interrupcao nesse estado de falha.
Sem perda de dados

Uma implantagao multi-grade em varios locais

Resultado em 3 ou mais locais +
Quorum Strong Global

As operag¢des serdo interrompidas
se 0 quérum de réplicas de
metadados nao puder ser atingido.
Reduza a consisténcia do bucket
para leitura apos nova gravacao ou
um nivel inferior para continuar as
operagdes sem interrupgao nesse
estado de falha. Possivel perda de
dados em caso de falha
permanente, dependendo do
numero de cépias replicadas. A
codificagdo de apagamento local
pode prevenir a perda de dados.

As operagdes serdo interrompidas
se 0 quérum de réplicas de
metadados nao puder ser atingido.
Reduza a consisténcia do bucket
para leitura apos nova gravagao ou
um nivel inferior para continuar as
operagdes sem interrupgao nesse
estado de falha. Possivel perda de
dados em caso de falha
permanente se nao restarem
blocos codificados de apagamento
suficientes. A codificagédo de
apagamento local ou copias
replicadas podem evitar a perda de
dados.

As operagdes serao interrompidas
no local isolado, mas nao havera
perda de dados. Reduza a
consisténcia do bucket para leitura
apos nova gravagao ou um nivel
inferior para continuar as
operagdes sem interrupcao nesse
estado de falha. Nao houve
interrupcao nas operacdes nos
locais restantes nem perda de
dados.

Para adicionar uma camada extra de redundancia, este cenario empregara dois clusters StorageGRID e usara
replicagao entre grades para manté-los sincronizados. Para esta solugéo, cada cluster StorageGRID tera trés
sites. Dois sites serdo usados para armazenamento de objetos e metadados, enquanto o terceiro site sera
usado exclusivamente para metadados. Ambos os sistemas serédo configurados com uma regra ILM
balanceada para armazenar sincronizadamente os objetos usando codificagéo de eliminagdo em cada um dos
dois sites de dados. Os buckets serdo configurados com o modelo de consisténcia Quorum Strong Global.
Cada grade sera configurada com replicacao bidirecional entre grades em cada bucket. Isso fornece
replicagdo assincrona entre as regides. Opcionalmente, um balanceador de carga global pode ser
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implementado para gerenciar solicitagdes aos grupos de alta disponibilidade do balanceador de carga
integrado de ambos os sistemas StorageGRID para atingir um RPO zero.

A solucao usara quatro locais divididos igualmente em duas regides. A regido 1 contera os 2 locais de
armazenamento da grade 1 como a grade primaria da regido e o local de metadados da grade 2. A regido 2
contera os 2 locais de armazenamento da grade 2 como a grade primaria da regido e o local de metadados da
grade 1. Em cada regido, o mesmo local pode abrigar o local de armazenamento da grade primaria da regiéo,
bem como o local de metadados unico da grade de outras regides. O uso de nés somente de metadados
como terceiro local fornecera a consisténcia necessaria para os metadados e nao duplicara o storage de
objetos nesse local.

/ Region 1 \ / Region 2 \
DC1

DC3

Region 1

Region 2

GRID 1 site

000

D Grid 1, Site 1 Storage Node

Grid 1, Site 2 Storage Node

Grid 1, Site 3 Metadata-only Node

D GRID 2 site

Grid 2, Site 1 Storage Node

E Grid 2, Site 2 Storage Node

E Grid 2, Site 3 Metadata-only Node

Essa solugdo com quatro locais separados oferece redundancia completa de dois sistemas StorageGRID
separados que mantém um RPO de 0 e usara a replicagao sincrona de varios locais e a replicagdo assincrona
de varias grades. Qualquer local pode falhar, mantendo operagdes de cliente ininterruptas em ambos os
sistemas StorageGRID.

Nessa solugdo, ha quatro copias codificadas de apagamento de cada objeto e 18 réplicas de todos os
metadados. Isso permite varios cenarios de falha sem impactos nas operagdes do cliente. Apds a falha, as
atualizagbes de recuperagao da falha serdo sincronizadas automaticamente com o local/nés com falha.

Cenarios de falha multisite e de varias grades

Falha Resultado

Falha da unidade de né unico Cada dispositivo usa varios grupos de discos e pode
sustentar uma falha de pelo menos 1 unidade por
grupo sem interrupgéo ou perda de dados.

Falha de né unico em um local em uma grade Nenhuma interrupgao das operagdes ou perda de
dados.
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Falha

Falha de n6 unico em um local em cada grade

Falha de varios nés em um local em uma grade

Falha de varios n6s em um local em cada grade

Falha de né unico em varios locais em uma grade

Falha de né unico em varios locais em cada grade

Falha de um unico local em uma grade

Falha de um unico local em cada grade

Um unico local e falhas de né Unico em uma grade

Um unico local mais um né de cada local restante em

uma unica grade

Falha de local Unico

Falha de localizagédo unica em cada grade DC1 e
DC3

Falha de localizagdo unica em cada grade DC1 e
DC4 ou DC2 e DC3

Falha de localizagédo unica em cada grade DC2 e
DC4

Isolamento de rede de um site

Conclusao

Resultado

Nenhuma interrupgao das operagdes ou perda de
dados.

Nenhuma interrupgao das operagdes ou perda de
dados.

Nenhuma interrupgao das operacdes ou perda de
dados.

Nenhuma interrupgao das operacdes ou perda de
dados.

Nenhuma interrupgao das operagdes ou perda de
dados.

Nenhuma interrupgao das operagdes ou perda de
dados.

Nenhuma interrupgao das operagdes ou perda de
dados.

Nenhuma interrupgao das operagdes ou perda de
dados.

Nenhuma interrupgao das operagdes ou perda de
dados.

Nenhuma interrupgao das operagdes ou perda de
dados.

As operagdes serdo interrompidas até que a falha
seja resolvida ou a consisténcia do balde seja
abaixada; cada grade perdeu 2 locais

Todos os dados ainda existem em 2 locais

Nenhuma interrupgao das operagdes ou perda de
dados.

Nenhuma interrupgao das operagdes ou perda de
dados.

As operagdes serdo interrompidas para o local
isolado, mas nenhum dado sera perdido

Sem interrupgéo das operagdes nos locais restantes

ou perda de dados.

Alcancgar o objetivo de ponto de restauracédo (RPO) zero com o StorageGRID é uma meta essencial de

garantir a durabilidade e a disponibilidade dos dados em caso de falhas no local. Ao aproveitar as estratégias

robustas de replicagdo do StorageGRID, incluindo replicagdo sincrona em varios locais e replicagéo

assincrona em varias grades, as organizagdes podem manter operagdes ininterruptas dos clientes e garantir a



consisténcia dos dados em varios locais. A implementagéo de politicas de Gerenciamento do ciclo de vida das
informacgdes (ILM) e o uso de nds somente metadados aumentam ainda mais a resiliéncia e o desempenho do
sistema. Com o StorageGRID, as empresas podem gerenciar seus dados com confianga, sabendo que eles
permanecem acessiveis e consistentes mesmo diante de cenarios complexos de falhas. Essa abordagem
abrangente para gerenciamento e replicagdo de dados ressalta a importancia do Planejamento e execugéo
meticulosos para alcangar RPO zero e proteger informagdes valiosas.

Crie o Cloud Storage Pool para AWS ou Google Cloud

Vocé pode usar um pool de armazenamento em nuvem se quiser mover objetos do
StorageGRID para um bucket externo do S3. O bucket externo pode pertencer ao
Amazon S3 (AWS) ou ao Google Cloud.

O que vocé vai precisar
* O StorageGRID 11,6 foi configurado.

* Vocé ja configurou um bucket externo do S3 na AWS ou no Google Cloud.

Passos
1. No Gerenciador de Grade, navegue até ILM > Storage Pools.

2. Na sec¢ao Cloud Storage Pools da pagina, selecione criar.
A janela pop-up Create Cloud Storage Pool (criar pool de armazenamento na nuvem) é exibida.

3. Introduza um nome de apresentacao.

4. Selecione Amazon S3 na lista suspensa tipo de provedor.
Esse tipo de provedor funciona para AWS S3 ou Google Cloud.
5. Insira o URI para o bucket do S3 a ser usado para o pool de armazenamento em nuvem.
Dois formatos séo permitidos:
https://host:port
http://host:port
6. Introduza o nome do bucket S3.
O nome especificado deve corresponder exatamente ao nome do bucket do S3; caso contrario, a criagdo
do pool de armazenamento em nuvem falha. Vocé néo pode alterar esse valor depois que o pool de

armazenamento em nuvem for salvo.

7. Opcionalmente, insira o ID da chave de acesso e a chave de acesso secreta.
8. Selecione nao verificar certificado na lista suspensa.

9. Clique em Salvar.

Resultado esperado
Confirme se um pool de armazenamento em nuvem foi criado para o Amazon S3 ou o Google Cloud.

Por Jonathan Wong
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Criar Cloud Storage Pool para Azure Blob Storage

Vocé pode usar um pool de storage de nuvem se quiser mover objetos do StorageGRID
para um contéiner externo do Azure.

O que vocé vai precisar
» O StorageGRID 11,6 foi configurado.

* Vocé ja configurou um contentor Azure externo.

Passos
1. No Gerenciador de Grade, navegue até ILM > Storage Pools.

2. Na secao Cloud Storage Pools da pagina, selecione criar.
A janela pop-up Create Cloud Storage Pool (criar pool de armazenamento na nuvem) € exibida.

3. Introduza um nome de apresentagéo.
4. Selecione armazenamento Blob Azure na lista suspensa tipo de provedor.

5. Insira o URI para o bucket do S3 a ser usado para o pool de armazenamento em nuvem.
Dois formatos séo permitidos:
https://host:port
http://host:port
6. Introduza o nome do contentor Azure.
O nome que vocé especificar deve corresponder exatamente ao nome do contentor do Azure; caso
contrario, a criacdo do pool de armazenamento em nuvem falha. Vocé n&do pode alterar esse valor depois

que o pool de armazenamento em nuvem for salvo.

7. Opcionalmente, insira 0 nome da conta associada do Azure Container e a chave da conta para
autenticacao.

8. Selecione nao verificar certificado na lista suspensa.

9. Clique em Salvar.

Resultado esperado
Confirme se um Cloud Storage Pool foi criado para o Azure Blob Storage.

Por Jonathan Wong

Use um Cloud Storage Pool para backup

Vocé pode criar uma regra ILM para mover objetos para um pool de armazenamento em
nuvem para backup.

O que voceé vai precisar
» O StorageGRID 11,6 foi configurado.
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* Vocé ja configurou um contentor Azure externo.

Passos
1. No Gerenciador de Grade, navegue até ILM > regras > criar.

Introduza uma descricéo.

Introduza um critério para acionar a regra.
Clique em seguinte.

Replique o objeto para nés de storage.
Adicione uma regra de colocagao.

Replique o objeto para o Cloud Storage Pool

Clique em seguinte.

© ® N o g &~ WD

Clique em Salvar.

Resultado esperado

Confirme se o diagrama de retengdo mostra os objetos armazenados localmente no StorageGRID e em um
pool de storage de nuvem para backup.

Confirme que, quando a regra ILM é acionada, existe uma cépia no Cloud Storage Pool e vocé pode
recuperar o objeto localmente sem fazer uma restauragao de objeto.

Por Jonathan Wong

Configurar o servico de integracao de pesquisa
StorageGRID

Este guia fornece instrugdes detalhadas para configurar o servico de integracéo de
pesquisa do NetApp StorageGRID com o servigo Amazon OpenSearch ou o
Elasticsearch no local.

Introducgao

O StorageGRID é compativel com trés tipos de servigos de plataforma.

* Replicagao do StorageGRID CloudMirror. Espelhe objetos especificos de um bucket do StorageGRID
para um destino externo especificado.

* Notificagoes. NotificacOes de eventos por bucket para enviar notificagbes sobre agdes especificas
executadas em objetos para um Amazon Simple Notification Service (Amazon SNS) externo especificado.

» Servigo de integragao de pesquisa. Envie metadados de objeto Simple Storage Service (S3) para um
indice Elasticsearch especificado, onde vocé pode pesquisar ou analisar os metadados usando o servigo
externo.

Os servicos de plataforma sao configurados pelo locatario do S3 por meio da IU do Tenant Manager. Para
obter mais informagdes, "Consideracoes sobre o uso de servigos de plataforma“consulte .

Este documento serve como um suplemento ao "Guia do Locatario do StorageGRID 11,6" e fornece
instrugbes passo a passo e exemplos para a configuracao de endpoint e bucket para servigos de integragao
de pesquisa. As instrugcdes de configuragdo do Amazon Web Services (AWS) ou do Elasticsearch no local
incluidas aqui sdo apenas para fins basicos de teste ou demonstragao.
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Os publicos-alvo devem estar familiarizados com o Gerenciador de Grade, o Gerenciador do Locatario e ter
acesso ao navegador S3 para executar operagdes basicas de upload (PUT) e download (GET) para o teste de
integracdo de pesquisa do StorageGRID.

Crie inquilino e habilite servigos de plataforma

1.

Crie um locatario S3 usando o Gerenciador de Grade, insira um nome de exibi¢gao e selecione o protocolo
S3.

. Na pagina permisséao, selecione a opgao permitir Servicos de Plataforma. Opcionalmente, selecione

outras permissoes, se necessario.

Create a tenant

(:) Enter details o Selact permitsiong

Select permissions
Select the permosssons fior this lenant account
Alow platierm services @

Use owm identity source §

ilbow 53 Selegt @

. Configure a senha inicial do usuério raiz do locatario ou, se a federacao identificar estiver habilitada na

grade, selecione qual grupo federado tem permissao de acesso raiz para configurar a conta do locatario.

. Cliqgue em entrar como root e selecione Bucket: Create and Manage Buckets.

Isso o leva a pagina do Gerenciador de Locagdes.

. No Gerenciador do Tenant, selecione Minhas chaves de acesso para criar e baixar a chave de acesso S3

para testes posteriores.

PESQUISE servicos de integragdo com o Amazon OpenSearch

Configuracao do servigo Amazon OpenSearch (anteriormente Elasticsearch)

Use este procedimento para uma configuragéo rapida e simples do servico OpenSearch apenas para fins de
teste/demonstracdo. Se vocé estiver usando o Elasticsearch no local para servigos de integragdo de pesquisa,
consulte a PESQUISE servigos de integragdo com o Elasticsearch no localse¢ao .

@ Vocé deve ter um login valido no console da AWS, chave de acesso, chave de acesso secreta e

permissao para assinar o servico OpenSearch.

1. Crie um novo dominio usando as instrugdes do "AWS OpenSearch Service Introdugéo ao AWS

OpenSearch Service", exceto o seguinte:
> Passo 4. Nome de dominio: Sgdemo

> Passo 10. Controle de acesso refinado: Desmarque a opgéo Ativar Controle de Acesso fino com
Grained.
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o Passo 12. Politica de acesso: Selecione Configurar politica de acesso de nivel, selecione a guia JSON
para modificar a politica de acesso usando o exemplo a seguir:

= Substitua o texto realgado pelo seu préprio ID e nome de usuario do AWS Identity and Access
Management (IAM).

= Substitua o texto destacado (o endereco IP) pelo endereco IP publico do computador local usado
para acessar o console da AWS.

= Abra uma guia do navegador para "https://checkip.amazonaws.com" encontrar seu IP publico.

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal":
{"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},
"Action": "es:*",
"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"
by
{
"Effect": "Allow",

"Principal": {"AWS": "*"},
"Action": [
"es:ESHttp*"
I
"Condition": {
"IpAddress": {
"aws:Sourcelp": [ "nnn.nnn.nn.n/nn"

]
I

"Resource": "arn:aws:es:us-east-1l:nnnnnn:domain/sgdemo/*"

}
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Fine-grained access control

Fine-gr asned aoens controd peovides numeroun featre to help you keep your dats secure Featuees include documens-level secusity, feld-
bevel vecurity, read -only usen, and OpenSearch Deahboandh/Kibana ternent. Fine-grained accen control regueres 2 master user. Learn more

=z

Enable fine-grained access control

SAML authentication for OpenSearch Dashboards/Kibana

SAML puthentiaton Lot you ute your erating identey provider for wngle ugn-on for OpenSearch Dahboant/M2una Learn meore [

@ Touse SAML authentication, you must first enable fine-grained access control.

Amazon Cognito authentication

Enable to uwe Amaron Cognito suthentication for OpenSearch Dashboardu/Xibana Amazon Cognita supports a variety of identity providen
for viername -panword authentication Lesm more B

Enable Amazon Cognito authentication

Access policy
Acurus poticeey control whether a request s sccepted or repected when it resches the Amazon Openfearch Sermce domain Hf you spedity an
SLeoUnt, uier, of role in this policy, you Mmunt g your reguests. Learn more [

Domain access policy
Only use fine-grained access control

Allow open sotEs 1o the domuan

Do not set domain level access policy
Al reguests to the dorman will be dersed

© Configure domain level access policy

Visual editor Import policy

Access policy
j- “tatesent”; | -
& |
L | "Lffece”: "Allow",
L5 “Principal”: {
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L b
L “Action®: “es:tt,
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2. Aguarde de 15 a 20 minutos para que o dominio fique ativo.

Amazon OpenSearch Service Domaing sgdemo

sgdemo .. Delete Actions ¥

General information

Nama

sgdemn

Domain ARN

es amazonaus com (4

3. Clique em OpenSearch Dashboards URL para abrir o dominio em uma nova guia para acessar o painel.
Se vocé receber um erro de acesso negado, verifique se o endereco IP de origem da diretiva de acesso
esta corretamente definido para o IP publico do computador para permitir o acesso ao painel do dominio.

4. Na pagina de boas-vindas do painel, selecione explorar por conta propria. No menu, aceda a Gestdo —
Ferramentas de desenvolvimento

5. Em Ferramentas de desenvolvimento — Console , digite PUT <index> onde vocé usa o indice para
armazenar metadados de objetos StorageGRID. Usamos o nome do indice 'sgmetadata’ no exemplo a
seguir. Clique no simbolo de tridngulo pequeno para executar o comando PUT. O resultado esperado é
exibido no painel direito, como mostrado no exemplo de captura de tela a seguir.

> OpenSearch Dashboards

= Dev Tools

Console

History Settings Help

1 PUT sgmetadata D=, 1+
) "acknowledged” : true,
3 “shards_acknowledged” : true,
4 "index" : "sgmetadata"

6. Verifiqgue se o indice esta visivel a partir da IU do Amazon OpenSearch em sgdomain > indices.
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Configuragcao de endpoint de servigos de plataforma

Para configurar os endpoints de servigos da plataforma, siga estas etapas:

1. No Tenant Manager, va para STORAGE(S3) > endpoints de servigos de plataforma.

2. Clique em criar ponto final, introduza o seguinte e, em seguida, clique em continuar:

° Exemplo de nome de exibicdo aws-opensearch

> O endpoint do dominio na captura de tela de exemplo na Etapa 2 do procedimento anterior no campo

URI.

o O ARN de dominio utilizado na Etapa 2 do procedimento anterior no campo URNA e adicione
/<index>/ doc ao final do ARN.

Neste exemplo, AURNAtorna arn:aws:es:us-east-1:211234567890:domain/sgdemo

/sgmedata/_doc-se .
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

aws-opensearch

URl @
https://search-sgdemo-/ | i -co50-]e

URN ©

r

sestus-east- 1 ——— 0200 sgdemo/ sgmetadata/_doc

3. Para acessar o sgdomain do Amazon OpenSearch, escolha chave de acesso como o tipo de autenticagéao
e insira a chave de acesso e chave secreta do Amazon S3. Para ir para a pagina seguinte, clique em

continuar.
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Create endpoint

@ Enter details — ‘Se!ectauthenhcatlun type @ Verify server

' Ophional L Ophional

Authentication type @

Select the method used to authenticate connections to the endpoint.
Access Key v
Access key ID @
AK | | O

Secret access key @

Previous Continue

4. Para verificar o endpoint, selecione usar certificado e teste da CA do sistema operacional e criar endpoint.
Se a verificagéo for bem-sucedida, € apresentado um ecra de ponto de extremidade semelhante a figura
seguinte. Se a verificagao falhar, verifique se a URN inclui no final do caminho e se /<index>/ doc a
chave de acesso da AWS e a chave secreta estéo corretas.

Platform services endpoints

A platform services endpoint stores the information StorageGRIC needsto use an external resource as a target for a platform service (CloudMirror replication, notifications, or search integration . You must
configure an endpoint for each pletform service you plan to use

1 endpoint Create endpoint

Display mame Last error Type
CERIE B g : U@ * ueN @ %
& e e
A5 hittps://search-sgdemo- sz - armawsesus-east-
Search i B
opensearch L.es.amazonaws.comy/ 1 b | 01121 sgd enio,sgmetadata)_doc

PESQUISE servicos de integragdao com o Elasticsearch no local

Configuragao do Elasticsearch no local

Este procedimento é para uma configuragéo rapida do Elasticsearch no local e do Kibana usando o docker
apenas para fins de teste. Se o servidor Elasticsearch e Kibana ja existir, va para a Etapa 5.
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1. Siga isso "Procedimento de instalacao do Docker" para instalar o docker. Usamos o "Procedimento de
instalacao do Docker do CentOS"nesta configuragéo.

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo
https://download.docker.com/linux/centos/docker-ce.repo
sudo yum install docker-ce docker-ce-cli containerd.io
sudo systemctl start docker

o Para iniciar o docker ap0s a reinicializagao, digite o seguinte:
sudo systemctl enable docker

° Defina 0 vm.max_map count valor como 262144:
sysctl -w vm.max map count=262144

o Para manter a configuragdo apos a reinicializagao, digite o seguinte:
echo 'vm.max map count=262144' >> /etc/sysctl.conf

2. Siga a "Elasticsearch Guia de inicio rapido"seg¢ao autogerenciada para instalar e executar o Elasticsearch
e o Kibana docker. Neste exemplo, instalamos a versao 8,1.

Observagao abaixo o nome de usuario/senha e token criados pelo Elasticsearch, vocé
precisa deles para iniciar a autenticagao de endpoint da plataforma Kibana Ul e
StorageGRID.
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Elasticsearch Service || Self-managed

install and run Elasticsearch
1. Install and start Docker Desktop.

2. Run:

VWhen you start Elasticsearch for the first time, the following security configuration
occurs automatically:
s Certificates and keys are generated for the transport and HTTP layers.

* The Transport Layer Security (TLS) configuration settings are written to
elasticsearch.yml.
* A password is generated for the elastic user

= An enroliment token is generated for Kibana.

You might need to scroll back a bit in the terminal to view the password

wore and enrollment token.

3. Copy the generated password and enrollment token and save them in a secure
location. These values are shown only when you start Elasticsearch for the first time.

You'll use these to enroll Kibana with your Elasticsearch cluster and log in.

F:] If you need to reset the password for the elastic user or other built-in
h-reset-password tool. To generate new

NOTE Users, runthe elasticsearc
enrollment tokens for Kibana or Elasticsearch nodes, run the
-create-enrollment-toksn tool. These tools are available in

B e
TadolLliloid

the Elasticsearch bin directory.

Install and run Kibana

To analyze, visualize, and manage Elasticsearch data using an intuitive Ul, install Kibana.

1. In a new terminal session, run:

docker pull docker.elastic.co/kibana/kibana:3

docker run --pname kib-81 --net elastic -p ! docker.elastic.co/fk

When you start Kibana, a unique link is output to your terminal.
2. To access Kibana, click the generated link in your terminal.
a. In your browser, paste the enrollment token that you copied and click the
bution to connect your Kibana instance with Elasticsearch.
b. Legin to Kibana as the elastic user with the password that was generated

when you started Elasticsearch.
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3. Depois que o contentor do Kibana docker for iniciado, o link URL https://0.0.0.0:5601 sera exibido
no console. Substitua 0.0.0.0 pelo enderego IP do servidor no URL.

4. Faca login na IU do Kibana usando o nome de elastic usuario e a senha gerada pelo Elastic na etapa
anterior.

5. Para iniciar sessao pela primeira vez, na pagina de boas-vindas do painel, selecione explorar por conta
propria. No menu, selecione Gestao > Ferramentas de desenvolvimento.

6. Na tela Console de Ferramentas de Desenvolvimento, digite PUT <index> onde vocé usa esse indice
para armazenar metadados de objetos do StorageGRID. Usamos o nome do indice sgmetadata neste
exemplo. Clique no simbolo de tridngulo pequeno para executar o comando PUT. O resultado esperado é
exibido no painel direito, como mostrado no exemplo de captura de tela a seguir.

& elastic

= . Dev Tools Console
Console Search Profiler Grok Debugger Painless Lab sera

History Settings Help

=

1 PUT sgmetadata b2 -

Configuragcao de endpoint de servigos de plataforma
Para configurar endpoints para servigos de plataforma, siga estas etapas:

1. No Tenant Manager, va para STORAGE(S3) > endpoints de servicos de plataforma
2. Clique em criar ponto final, introduza o seguinte e, em seguida, clique em continuar:
° Exemplo de nome de exibicdo: elasticsearch
° URI: https://<elasticsearch-server-ip or hostname>:9200

° URN: urn:<something>:es:::<some-unique-text>/<index-name>/ doc Onde o nome do
indice € o nome que vocé usou no console do Kibana. Exemplo:
urn:local:es:::sgmd/sgmetadata/ doc
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

elasticsearch

URl @

Attps: /10 ——— . ()

URN ©

urn:local:es::sgmd/sgmetadata/_doc

| o m

3. Selecione HTTP basico como o tipo de autenticagéo, insira 0 nome de elastic usudrio e a senha
gerados pelo processo de instalacdo do Elasticsearch. Para ir para a pagina seguinte, clique em continuar.

Authentication type @

Select the method used to authenticate connections to the endpoint.
Basic HTTP W
Username @
elastic

Password @

[ — ®

FJ I-(‘.‘.IiD“% m

4. Selecione nao verificar certificado e teste e criar endpoint para verificar o endpoint. Se a verificagado for
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bem-sucedida, uma tela de ponto final semelhante a seguinte captura de tela é exibida. Se a verificagao
falhar, verifique se as entradas URN, URI e nome de usuario/senha estao corretas.

Platform services endpoints

L) platform senvices endpoant s1ores the information S’.CFJ.'."C-::H: neads to use an external resource as a target tora plathorm service CloucMrrar replicateon, notifcations, or search imtegration ). You must

configure an encpoint for each platform service you plen 1o use,

2 el poirits Create endpolnt

Dkl rusime Laterrer e
= > e o P wme s hisoth
= rpsfsesrch-spdemo-Tow 22 3hodpeElacorpe 3y SrteTius-east: ETLANR RS- Ea s
aw t Search
s amaronanwscomf 12105116000 558 domaingsgdamo) sprmetad ata,_do
asticeanch Saarch et L0 — - 1) umiocst eregmad, sgmetadatal_doc

Configuracao do servigo de integracao de pesquisa de bucket

Depois que o endpoint do servigo da plataforma € criado, a proxima etapa é configurar esse servigo no nivel
do bucket para enviar metadados de objeto para o endpoint definido sempre que um objeto é criado, excluido
ou seus metadados ou tags sao atualizados.

Vocé pode configurar a integragéo de pesquisa usando o Gerenciador do locatario para aplicar um XML de
configuragédo StorageGRID personalizado a um bucket da seguinte forma:

1.
2.

No Tenant Manager, aceda a STORAGE(S3) > baldes

Clique em criar balde, introduza o nome do balde (por exemplo, sgmetadata-test ) e aceite a regiao
predefinida us-east-1.

3. Clique em continuar > criar balde.

Para abrir a pagina Visao geral do bucket, clique no nome do bucket e selecione Servigos da plataforma.

5. Selecione a caixa de didlogo Ativar integracéo de pesquisa. Na caixa XML fornecida, insira o XML de
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configuragdo usando essa sintaxe.

A URNA realgada deve corresponder ao endpoint de servigos da plataforma que vocé definiu. Vocé pode
abrir outra guia do navegador para acessar o Gerenciador do Locatario e copiar a URN do endpoint de
servicos da plataforma definido.

Neste exemplo, ndo usamos nenhum prefixo, o que significa que os metadados de cada objeto neste
intervalo sdo enviados para o endpoint Elasticsearch definido anteriormente.



<MetadataNotificationConfiguration>
<Rule>
<ID>Rule-1</ID>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Urn> urn:local:es:::sgmd/sgmetadata/ doc</Urn>
</Destination>
</Rule>
</MetadataNotificationConfiguration>

6. Use o navegador S3 para se conetar ao StorageGRID com a chave de acesso do locatario/segredo,

carregue objetos de teste para sgmetadata-test bucket e adicione tags ou metadados personalizados
a objetos.

o 53 Breweer 855 - Fres Version (for non-commercial use only) (Administrater) - 3g6060-platform-service — | 4
Accounts  Buckets Files  Tools Upgradeto Prof  Heip New version available
l{’fl-?\hw bucket = Path: EI SBT3
L sgmetadata-test File Sire Type Last Modsfied Storage Class

a Koala jpg B2R1KB | | 319/2022 123552 AM | STANDARD

& Lighthouse jpg S4B.12KB JPG File NSA022 123952 AM  STANDARD

feastl b 45 bytes Text Document 31972022 123952 AM  STANDARD

| 1es1Z o 35 bytas Taxt Document IHZZ 123952 AM  STANDARD
1:1 Upload = E_Dmndn.ld ﬁ Delete | 5] New Felder i.-'i‘f Refresh L (TRE S g e e

Tasks (14) Permissions Hup Headers Ta3gs Propedies Preview Versions Evenilog

URL:  https://10.193.204.106: 10445/ sgmetadata-test/Koala. jpg (3 Copy
| Key Value

date 01-01-2020

wmnar lestuser

project lest

type IPg

G Add J” Edit Delele | Dafault Tags o Apply changes | o= Raload

7. Use a IU do Kibana para verificar se os metadados do objeto foram carregados para o indice do
sgmetadata.

a. No menu, selecione Gestao > Ferramentas de desenvolvimento.

b. Cole a consulta de exemplo no painel do console a esquerda e clique no simbolo do tridngulo para
executa-la.

O resultado da amostra da consulta 1 na captura de tela de exemplo a seguir mostra quatro Registros.
Isto corresponde ao nimero de objetos no balde.
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GET sgmetadata/ search

"query": {
"match all": { }

= . Dow Tool Conaole
Console Search Profiler Grok Debugger Painless Lab  sers
Histary Seltings Halp
GET sgeatadats) search P
o alse
satch At a
cass ful”
5 3 o,
a (1]
La
alum &
alat Y -
n 1.8,
*h
testl. txt
"
"tuicket” “sEEetadata-test”,
Y o 1L B o
A C O il 7 4 ¥ [ ]
i{Fre" -
i -ydln fi AL 0
P EALT
...... i
na 6 158" ¥ Saf7 fadchrsaza d & 151
tags™ 1
e EeStuser”
project “TEST
a6fl
-\.'- Ta3iel
2 BT84 4 e 101 ibetafl™

O resultado da amostra da consulta 2 na captura de tela a seguir mostra dois Registros com o tipo de
tag jpg.



GET

sgmetadata/ search

"query": {
"match":

{

"tags.type":
" query"

}

{
"jpg"

}

— . Dhe Tocila Carriacls
Cansolo Search Profiler Grok Debugger
Mty  Batbings  Haip

I-_n gt acatal i

sy
mitch i :
¥E e i Ll e
[
e &

Painless Lab

BT

fCellabiolBL

cchefRSi o a5 iS4

SFLCEDMGDAL2A el bat

fapalfaideerd”

wiafi”
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Onde encontrar informagdes adicionais

Para saber mais sobre as informagdes descritas neste documento, consulte os seguintes documentos e/ou
sites:

* "O que sao servigos de plataforma"

* "Documentagao do StorageGRID 11,6"

Por Angela Cheng

Clone de no

Consideracodes e performance sobre o clone de né.

Consideragoes sobre o clone de né

O clone de n6 pode ser um método mais rapido para substituir os nés de dispositivo existentes para uma

atualizacao técnica, aumentar a capacidade ou aumentar a performance do seu sistema StorageGRID. O
clone de né também pode ser util para converter para criptografia de né com um KMS ou alterar um né de
storage de DDP8 para DDP16.

* A capacidade usada do n6 de origem n&o € relevante para o tempo necessario para que o processo de
clone seja concluido. Clone de né é uma copia completa do né, incluindo espago livre no no.

* Os aparelhos de origem e destino devem estar na mesma versao PGE
* O n6 de destino deve sempre ter capacidade maior do que a origem
o Certifique-se de que o novo dispositivo de destino tem um tamanho de unidade maior do que a fonte

> Se o utilitario de destino tiver unidades do mesmo tamanho e estiver configurado para DDP8, vocé
podera configurar o destino para DDP16. Se a origem ja estiver configurada para DDP16, o clone do
né nao sera possivel.

> Ao passar de aparelhos SG5660 ou SG5760 para aparelhos SG6060, esteja ciente de que os SG5x60
tém unidades de capacidade de 60 TB, onde o SG6060 so6 tem 58 TB.

* O processo de clone de n6 requer que o n6 de origem fique off-line a grade durante o processo de
clonagem. Se um né adicional ficar offline durante este periodo, os servigos do cliente podem ser
afetados.

* 11,8 e abaixo: Um n6 de armazenamento s6 pode estar offline por 15 dias. Se a estimativa do processo de
clonagem estiver préoxima de 15 dias ou exceder 15 dias, use os procedimentos de expansao e
desativacao.

> 11,9: O limite de 15 dias foi removido.

» Para um SG6060U ou SG6160U com compartimentos de expansao, vocé precisa adicionar o tempo para
o tamanho correto da unidade de gaveta ao tempo do dispositivo base para obter a duracéo total do clone.

* O numero de volumes em um dispositivo de storage de destino deve ser maior ou igual ao nimero de
volumes no no de origem. Vocé néo pode clonar um no de origem com 16 volumes de armazenamento de
objetos (rangedb) para um dispositivo de storage de destino com 12 volumes de armazenamento de
objetos, mesmo que o dispositivo de destino tenha maior capacidade do que o n6 de origem. A maioria
dos dispositivos de storage tem volumes de armazenamento de objetos de 16 TB, exceto o dispositivo de
storage SGF6112 que tem apenas volumes de armazenamento de objetos de 12 TB. Por exemplo, vocé
nao pode clonar de um SG5760 para um SGF6112.
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Estimativas de performance do clone de né

As tabelas a seguir contém estimativas calculadas para a duracao do clone do ndé. As condi¢des variam
assim, as entradas em BOLD podem correr o risco de exceder o limite de 15 dias para um né para baixo.

DDP8

S$G5612/SG5712/SG5812 — QUALQUER

Velocidade da 4TB
interface de rede tamanho
da
unidade
10 GB 1 dia
25 GB 1 dia
SG5660 — SG5760/SG5860
Velocidade da 4TB
interface de rede tamanho
da
unidade
10 GB 3,5 dia
25 GB 3,5 dia
SG5660 — SG6060/SG6160
Velocidade da 4TB
interface de rede tamanho
da
unidade
10 GB 2,5 dia
25 GB 2 dia

SG5760/SG5860 — SG5760/SG5860

Velocidade da 4TB

interface de rede tamanho
da
unidade

10 GB 3,5 dia

8TB
tamanho
da
unidade

2 dias

2 dias

8TB
tamanho
da
unidade

7 dias

7 dias

8TB
tamanho
da
unidade

4.5 dias

4 dias

8TB
tamanho
da
unidade

7 dias

10TB
tamanho
da
unidade

2,5 dias

2,5 dias

10TB
tamanho
da
unidade

8,5 dias

8,5 dias

10TB
tamanho
da
unidade

5,5 dias

5 dias

10TB
tamanho
da
unidade

8,5 dias

12TB
tamanho
da
unidade

3 dias

3 dias

12TB
tamanho
da
unidade

10,5 dias

10,5 dias

12TB
tamanho
da
unidade

6,5 dias

6 dias

12TB
tamanho
da
unidade

10,5 dias

16TB
tamanho
da
unidade

4 dias

4 dias

16TB
tamanho
da
unidade

13,5 dias

13,5 dias

16TB
tamanho
da
unidade

9 dias

8 dias

16TB
tamanho
da
unidade

13,5 dias

18TB
tamanho
da
unidade

4.5 dias

4.5 dias

18TB
tamanho
da
unidade

15,5 dias

15,5 dias

18TB
tamanho
da
unidade

10 dias

9 dias

18TB
tamanho
da
unidade

15,5 dias

22TB
tamanho
da
unidade

5,5 dias

5,5 dias

22TB
tamanho
da
unidade

18,5 dias

18,5 dias

22TB
tamanho
da
unidade

12 dias

10 dias

22TB
tamanho
da
unidade

18,5 dias
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Velocidade da 4TB

interface de rede tamanho
da
unidade

25 GB 3,5 dia

SG5760/SG5860 — SG6060/SG6160

Velocidade da 4TB
interface de rede tamanho
da
unidade
10 GB 2,5 dia
25 GB 2 dia

S$G6060/SG6160 — SG6060/SG6160

Velocidade da 4TB
interface de rede tamanho
da
unidade
10 GB 2,5 dia
25 GB 2 dia
DDP16

SG5760/SG5860 — SG5760/SG5860

Velocidade da 4TB
interface de rede tamanho
da
unidade
10 GB 3,5 dia
25 GB 3,5 dia

S$G5760/SG5860 — SG6060/SG6160
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8TB
tamanho
da
unidade

7 dias

8TB
tamanho
da
unidade

4.5 dias

3,5 dias

8TB
tamanho
da
unidade

4.5 dias

3 dias

8TB
tamanho
da
unidade

6,5 dias

6,5 dias

10TB
tamanho
da
unidade

8,5 dias

10TB
tamanho
da
unidade

5,5 dias

4.5 dias

10TB
tamanho
da
unidade

5,5 dias

4 dias

10TB
tamanho
da
unidade

8 dias

8 dias

12TB
tamanho
da
unidade

10,5 dias

12TB
tamanho
da
unidade

6,5 dias

5,5 dias

12TB
tamanho
da
unidade

6,5 dias

4.5 dias

12TB
tamanho
da
unidade

9,5 dias

9,5 dias

16TB
tamanho
da
unidade

13,5 dias

16TB
tamanho
da
unidade

9 dias

7 dias

16TB
tamanho
da
unidade

8,5 dias

6 dias

16TB
tamanho
da
unidade

12,5 dias

12,5 dias

18TB
tamanho
da
unidade

15,5 dias

18TB
tamanho
da
unidade

10 dias

8 dias

18TB
tamanho
da
unidade

9,5 dias

7 dias

18TB
tamanho
da
unidade

14 dias

14 dias

22TB
tamanho
da
unidade

18,5 dias

22TB
tamanho
da
unidade

12 dias

9,5 dias

22TB
tamanho
da
unidade

11,5 dias

8,5 dias

22TB
tamanho
da
unidade

17 dias

17 dias



Velocidade da
interface de rede

10 GB

25GB

4TB
tamanho
da
unidade

2,5 dia

2 dia

SG6060/SG6160 — SG6060/SG6160

Velocidade da
interface de rede

10 GB

25GB

4TB
tamanho
da
unidade

3 dia

2 dia

8TB
tamanho
da
unidade

5 dias

3,5 dias

8TB
tamanho
da
unidade

5 dias

3,5 dias

10TB
tamanho
da
unidade

6 dias

4 dias

10TB
tamanho
da
unidade

6 dias

4.5 dias

12TB
tamanho
da
unidade

7,5 dias

5 dias

12TB
tamanho
da
unidade

7 dias

5 dias

16TB
tamanho
da
unidade

10 dias

6,5 dias

16TB
tamanho
da
unidade

9,5 dias

7 dias

18TB
tamanho
da
unidade

11 dias

7 dias

18TB
tamanho
da
unidade

10,5 dias

7,5 dias

22TB
tamanho
da
unidade

13 dias

8,5 dias

22TB
tamanho
da
unidade

13 dias

9 dias

Compartimento de expansao (adicione acima de SG6060/SG6160 para cada gaveta no dispositivo de origem)

Velocidade da
interface de rede

10 GB

25GB

Por Aron Klein

4TB
tamanho
da
unidade

3,5 dia

2 dia

8TB
tamanho
da
unidade

5 dias

3 dias

10TB
tamanho
da
unidade

6 dias

4 dias

12TB
tamanho
da
unidade

7 dias

4.5 dias

16TB
tamanho
da
unidade

9,5 dias

6 dias

18TB
tamanho
da
unidade

10,5 dias

7 dias

22TB
tamanho
da
unidade

12 dias

8,5 dias

Procedimento de realocacao do local da grade e mudanca
de rede em todo o local

Este guia descreve a preparacao e o procedimento para a realocagao do local do
StorageGRID em uma grade de varios locais. Vocé deve ter uma compreensdo completa
deste procedimento e Planejar com antecedéncia para garantir um processo suave e
minimizar a interrupcao para os clientes.

Se vocé precisar alterar a rede de Grade inteira, "Altere enderecos IP para todos os nés na grade"consulte .

Consideracoes antes da realocacao do local

» A movimentacgéao do local deve ser concluida e todos os nds on-line em até 15 dias para evitar a
reconstru¢ao do banco de dados Cassandra. "Recupere o no de storage abaixo mais de 15 dias"

« Se qualquer regra de ILM na politica ativa estiver usando comportamento de ingestao rigoroso, considere
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https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html

altera-la para equilibrar ou se o cliente quiser continuar A COLOCAR objetos na grade durante a
realocacéao do local.

 Para dispositivos de storage com 60 unidades ou mais, nunca mova a gaveta com unidades de disco
instaladas. Rotule cada unidade de disco e remova-as do compartimento de armazenamento antes de
embalar/mover.

* AVLAN da rede da grade do StorageGRID pode ser executada remotamente pela rede admin ou pela
rede cliente. Ou ent&do Planeje estar no local para realizar a mudanga antes ou depois da realocagao.

« Verifique se o aplicativo do cliente esta usando HEAD ou OBTER objeto de ndo existéncia antes DE
COLOCAR. Em caso afirmativo, altere a consisténcia do bucket para strong-site para evitar o erro HTTP
500. Se nao tiver certeza, verifique S3 visdo geral graficos Grafana Gerenciador de Grade > suporte >
métricas, passe o Mouse sobre o grafico "Total Completed Request'. Se houver uma contagem muito alta
de 404 Get Object ou 404 head object, provavelmente uma ou mais aplicagdes estdo usando head ou get
nonexistence object. A contagem é acumulativa, passe o Mouse sobre a linha do tempo diferente para ver
a diferenca.

129K
150

1

10.2 Mil
1.52 Mil
258K

Total Completed Requests

Procedimento para alterar o endereco IP da grade antes da realocacgao do local

Passos

1. Se a nova sub-rede da rede Grid for usada no novo local, "Adicione a sub-rede a lista de sub-rede da rede
Grid"

2. Faga login no n6 de administragéo principal, use o Change-ip para fazer a alteragao de IP de grade, deve
stage a alteracéo antes de desligar o n6 para realocagéo.

a. Selecione 2 e, em seguida, 1 para a alteracao de IP de Grade
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Editing: Hode IP/subnet and gateway

Ose up arrow to recall a previously typed wvalue, which you can then edit
Use d or 0.0.0.0/0 as the IPfmask to delete the metwork from the mode

Ose g to complete the editing session early and return to the previous menu
Press <enter> to use the wvalue shown in square brackets

Site: LONDON

=2

LONDON-ADMI Grid IP/mask
LONDON-51 Grid IP/mask

L45.74.14/2¢6
45,74, 16/2¢6

45.74.248/26
E5.74.26/26

ol o e B
2.9

ol e O o B
o aaa
T
]
\
[R I —

LONDON-52 Grid IP/mask LA25.74.1 .45.74.27/26
LONDON-53 Grid IB/mask .45.74.18/26 0.45.74.28/26
LONDON-ADM1 Grid Gateway [ 10.45.74.1 ]:

LONDON-51 Grid Gateway [ 12.45.74.1 ]:

LONDON-52 Grid Gateway [ 12.45.74.1 ]:

LONDON-53 Grid Gateway [ 12.45.74.1 ]:

Site: OXFCRD

OXFCRD-ADM1 Grid IF/mask [ 10.45.75.14/26 ]:

OXFCRD-51 Grid IF/mask [ 10.45.75.16/26 ]:

OXFCRD-52 Grid IF/mask [ 10.45.75.17/26 1:

OXFCRD-53 Grid IF/mask [ 10.45.75.18/26 ]:

OXFCRD-ADM1 Grid Gateway [ I 45:759:1 1:

OXFCRD-51 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-52 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-53 Grid Gateway [ 10.45.75.1 ]:

Finished editing. Press Enter to return to menu.l

b. selecione 5 para mostrar as altera¢des

Site: LONDON

10.45.74.14/26
10.45.74.16/2¢6
10.45.74.17/26
10.45.74.18/26

LONDON-ADM1 Grid IF
LONDON-51 Grid IF
LONDON-52 Grid IF
LONDON-53 Grid IF
Press Enter to cnntinuel

oM m M

[
1
1

c. selecione 10 para validar e aplicar a alteracéo.
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Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1: SELECT HCDES to edit

2: EDIT IP/mask and gateway

3: EDIT admin network subnet lists

4: EDIT grid metwork subnet list

5: SHOW changes

[ SHOW full configuration, with changes highlighted
T: VALIDATE changes

8: SAVE changes, so you can resume later
GS: CLEAR all changes, to start fresh

10: APPLY changes to the grid

0: Exit

Selection: lGI

d. Deve selecionar stage nesta etapa.

Validating new networking configuration... L
{Checking for Grid Network IP address swaps...

Applyving these changes will update the following nodes:

LONDON-ADM1
LONDON-51
LONDCON-52
LONDON-53

The following nodes will also require restarting:
LONDOH-ADM]
LONDON-51
LONDCH-52
LONDON-53
Select one of the following options:
apply: apply all changes and automatically restart nodes {if necessary)
stage: stage the changes; no changes will take effect until the nodes are restarted

cancel: do not make any network changes at this time

[apply/stagefcancel] > stagel

e. Se o n6 de administrador principal estiver incluido na alteragéo acima, digite 'a' para reiniciar o n6 de
administrador principal manualmente



EP 10.45.74.14 - PuTTY

Validating new networking configuration... P
Checking for Grid Network IP address swaps..

Applying these changes will update the following nodes:

LONDCN-ADHL
LONDCN-51
LONDON-52
LONDON=53

The following nodes will also require restarting:

LONDON=-RDM1
LONDCN-51
LONDON=52
LONDCN-53

Select one of the following options:

apply: apply all changes and automatically restart nodes (if necessary)
stage: scage the changes; no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time

[apply/stage/cancel]> stage

Generating new grid networking description file... PASSED.
Running provisioning... PASSED.

Updating nectwork configuration on LONDON-51...
Updating network configuration on LOMDOM-52...
Updating nectwork configuration on LONDON-53... -
Updating network configuration on LONDOM-RDML... ED

Finished staging network changes. You must manually restart these nodes for the changes to take effect:

LONDON-ADM1 (has IP 10.45.74.14 until restart)
LONDON=51 (has IP 10.45.74.1€ until restart)
LONDON-52 (has IP 10.45.74.17 uncil rescarc)
LONDON-53 (has IP 10.45.74.18 until restart)

Importing bundles..

...................

ol IMPORTANT *

A new recovery package has been generated as a result of the *
configuration change. Select Maintenance > Recovery Package
in the Grid Manager to download it.

Hetwork Update Complete. Primary admin restart required. Select 'continue’ to restart this node immediately, 'abort' TO restart manually.
Enter a to abort, ¢ to continue [afc]>

f. Prima ENTER para regressar ao menu anterior e sair da interface Change-ip.

Network Update Complete. Primary admin restart required. Select "continue' to restart this node immediately, '"abort' to restart manually.
Encer a to abort, © ©o continus [afc]l> a

Restart aborced. You must manually rescart this node as soon as possible

Eress Enter to return to the previous mnu..

3. No Grid Manager, baixe o novo pacote de recuperagao. Gerenciador de grade > Manutencgao > Pacote
de recuperagao

4. Se a alteracao de VLAN for necessaria no dispositivo StorageGRID, consulte a Alteracao da VLAN do
dispositivosegao .

5. Encerre todos os nés e/ou dispositivos no local, rotule/remova as unidades de disco, se necessario,
desprenda, embale e mova.

6. Se vocé planeja alterar o ip da rede de administragao e/ou a VLAN do cliente e o endereco ip, podera
realizar a alteragdo apds a realocacao.

Alteracao da VLAN do dispositivo

O procedimento abaixo assume que vocé tem acesso remoto ao administrador ou a rede cliente do
StorageGRID Appliance para executar a alteragdo remotamente.

Passos
1. Antes de desligar o aparelho, "coloque o aparelho no modo de manutencao".

2. Usando um navegador para acessar a GUI do instalador do StorageGRID Appliance usando
https://<admin-or-client-network-ip>:84430 . Ndo é possivel usar o Grid IP como o novo Grid IP ja no lugar

39


https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://<admin-or-client-network-ip>:8443

quando o aparelho for inicializado no modo de manutengéao.

3. Altere a VLAN da rede Grid. Se vocé estiver acessando o dispositivo pela rede cliente, ndo podera alterar
a VLAN do cliente neste momento, podera altera-la apds a movimentacéao.

4. ssh para o dispositivo e desligue o né usando 'shutdoown -h now'

5. Depois que os dispositivos estiverem prontos em um novo site, acesse a GUI do instalador do
StorageGRID Appliance usando https://<grid-network-ip>:84430 . Confirme se o armazenamento esta em
6timo estado e conetividade de rede com outros nos de Grade usando ferramentas de ping/nmap na GUI.

6. Se pretende alterar o IP da rede do cliente, pode alterar a VLAN do cliente nesta fase. A rede do cliente
nao estara pronta até atualizar o ip da rede do cliente usando a ferramenta Change-ip na etapa posterior.

7. Sair do modo de manutencgao. No Instalador de dispositivos StorageGRID, selecione Avangado >
Reiniciar controlador e, em seguida, selecione Reiniciar no StorageGRID.

8. Depois que todos os nods estiverem ativos e Grid ndo mostrar nenhum problema de conetividade, use
Change-ip para atualizar a rede de administragéo do dispositivo e a rede cliente, se necessario.

Migracao de storage baseado em objetos do ONTAP S3
para o StorageGRID

Habilitagao de nivel empresarial S3 com a migragao otimizada de storage baseado
em objetos do ONTAP S3 para o StorageGRID

Habilitacdo de nivel empresarial S3 com a migracao otimizada de storage baseado em
objetos do ONTAP S3 para o StorageGRID

Demonstragao de migragao

Esta € uma demonstragédo sobre a migragéo de usuarios e buckets do ONTAP S3 para o StorageGRID.

Habilitagdao de nivel empresarial S3 com a migragao otimizada de storage baseado
em objetos do ONTAP S3 para o StorageGRID

Habilitagdo de nivel empresarial S3 com a migracao otimizada de storage baseado em
objetos do ONTAP S3 para o StorageGRID

Preparando o ONTAP

Para fins de demonstragao, criaremos um servidor de armazenamento de objetos SVM, usuario, grupo,
politica de grupo e buckets.

Crie a Maquina Virtual de armazenamento

No Gerenciador de sistema do ONTAP, navegue até VMs de storage e adicione uma nova VM de storage.
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https://<grid-network-ip>:8443

= [ ONTAP System Manager

DASHBOARD clustert

INSIGHTS
Health

@-,

STORAGE

Overview

Volumes

LUNs 4 SIMBOX
Consistency groups [ |
NVMe namespaces

Shares

Buckets

Qtrees

Quotas

Storage VMs

Selecione as caixas de verificagdo "Ativar S3" e "Ativar TLS" e configure as portas HTTP(S). Defina o IP, a
mascara de sub-rede e defina o gateway e o dominio de broadcast se nao estiver usando o padréao ou o
necessario em seu ambiente.
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Add storage VM

STORAGE VM NAME

svm_demo

Access protocol

() SMB/CIFS, NFS, S3  iSCS f NVMe

[ ] Enable SMB/CIFS
[ enable NFS
B Enable s3

S3 SERVER NAME

s3portal.demo.netapp.com

B enable TLs

PORT

‘443@

CERTIFICATE
(© use system-generated certificate (i )

O Use external-CA signed certificate

[] use HTTP (non-secure)

PORT

‘ 8080 B

DEFAULT LANGUAGE ()

cutf 8

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

onPrem-01

IP ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN AND PORT V74

Add optional gateway

192.168.0.200 24| Default v

Storage VM administration

[_] enable maximum capacity limit
The maximum capacity that all volumes in this storage VM can allocate. Lea

[ Manage administrator account

kave

Como parte da criagdo do SVM, um usuario sera criado. Transfira as S3 teclas para este utilizador e feche a
janela.




Added storage VM

STORAGE VM 53 SERVER NAME
svm_demo s3portal.demo.netapp.com

User details

USER NAME
sm_s3_user

1\ The secret key won't be displayed again. Save this key for future use.

ACCESS KEY

34EH21411SMW1YOV3NQY

SECRET KEY

Download

Depois que o SVM tiver sido criado, edite o SVM e adicione as configuracdes de DNS.

Services

NIS Name service switch

Not configured Services lookup order @
HOSTS
Files, then DNS

GROUP
Files

NAME MAP
Files

NETGROUP

DNS

Not configured




Defina o nome DNS e o IP.

Add DNS domain

DNS domains

demo.netapp.com

Name servers

192.168.0.253

Crie o SVM S3 User

Agora podemos configurar os usuarios e o grupo do S3. Edite as definicdes do S3.
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Protocols

NFS

Not configured

NVMe

Not configured

Adicionar um novo utilizador.

2 @& SMB/CIFS

Not configured

S3

STATUS

() Enabled

s
Disabled

HTTP
Enabled
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Storage VMs

~+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT

Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY Valid forever

Introduza o nome de utilizador e a expiragao da chave.

Storage VMs

+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT
Disabled 443

HTTP HTTP PORT

Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY Valid forever

Transfira as S3 teclas para o novo utilizador.




Added user

USER NAME
demo_s3_user

ACCESS KEY

3TVPI142)JGE3Y7FV2KCO

SECRET KEY

75a1QqKBU4quA132twl4g4iC4Gg5PP30ncy0sPES

KEY EXPIRATION TIME
Valid forever

/\ The secret key won't be displayed again. Save this key for future use.

Download iflq:pse

Crie o grupo SVM S3

Na guia grupos das configuragdes SVM S3, adicione um novo grupo com as permissdes de usuario criado
acima e FullAccess.
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Add group

NAME

demo_s3_group

USERS

demo_s3 user x

POLICIES

FullAccess x

Criar buckets do SVM S3

Navegue até a secgao baldes e clique no botdo Adicionar.
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= [ ONTAP System Manager

DASHBOARD Buckets

INSIGHTS +~d
STORAGE

Overview

Volumes

LUNs

Consistency groups
NVMe namespaces

Shares

Buckets

Qtrees
Quotas
Storage VMs
Tiers

Digite um nome, capacidade e desmarque a caixa de seleg¢ao "Ativar acesso ao ListBucket..." e clique no
botao "mais op¢des".




Add bucket

NAME

bucket

CAPACITY

100@”&3 v|

|:| Enable ListBucket access for all users on the storage VM “svm_demo®.

Enabling this will allow users to access the bucket.

fMore options

Na sec¢ao "mais opgdes”, marque a caixa de selegao Ativar controle de versao e clique no botao "Salvar".
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Add bucket

NAME

‘ bucket

FOLDER (OPTIONAL)

Specify the folder to map to this bucket. Know more

CAPACITY

‘ 100

[ | Use for tiering

If you select this option, the system will try to select low-cost media with optimal performance for the tiered data.

. Enable versioning

Versioning-enabled buckets allow you to recover objects that were accidentally deleted or overwritten. After versioning is enabled, it can't be
disabled. However, you can suspend versioning.

PERFORMANCE SERVICE LEVEL

Extreme

Not sure?

Repita o processo e crie um segundo bucket sem o controle de versao ativado. Insira um nome, a mesma
capacidade que um bucket, e desmarque a caixa de selegao "Enable ListBucket Access..." e clique no botédo
"Save" (Salvar).
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Add bucket

NAME

ontap-dummy

CAPACITY

1OOHHGiB v|

|:| Enable ListBucket access for all users on the storage VM "svm_demo”,

Enabling this will allow users to access the bucket.

More options

Por Rafael Guedes, e Aron Klein

Habilitagao de nivel empresarial S3 com a migragao otimizada de storage baseado
em objetos do ONTAP S3 para o StorageGRID

Habilitagdo de nivel empresarial S3 com a migracao otimizada de storage baseado em
objetos do ONTAP S3 para o StorageGRID

Preparando o StorageGRID

Continuando a configuragao para esta demonstragéo, criaremos um locatario, usuario, grupo de seguranga,
politica de grupo e bucket.

Crie o locatario

Navegue até a guia "inquilinos" e clique no bot&o "criar"
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= N NetApp | StorageGRID Grid Manager

DASHBOARD

ALERTS @ ¥ Te n a n tS

NODES

TENANTS

™ v

CONFIGURATION
Name @ % Logical spaceused @ & Quota utilization @ % Quota @ 2 Objectcount @ 2 Signin/Copy URL @

MAINTENANCE

SUPPORT

No tenants found

Preencha os detalhes para o locatario que fornece um nome de locatario, selecione S3 para o tipo de cliente e
nenhuma cota é necessaria. Nao ha necessidade de selecionar servigos de plataforma ou permitir S3 Select.
Vocé pode optar por usar a prépria fonte de identidade, se vocé escolher. Defina a senha raiz e clique no

botao concluir.

Clique no nome do locatario para ver os detalhes do locatario. Vocé precisara do ID do locatario mais tarde,
entdo copie-o. Clique no botao Iniciar sessé&o. Isso o levara ao login do portal do locatario. Salve o URL para

uso futuro.

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
tenant name
Name @ 2 Logical spaceused @ = Quota utilization @ = Quota @ = Objectcount @ = Sign in/Copy URL @
ANt ¢ 0 bytes 0 = [E]
)
1

Isso o levara ao login do portal do locatario. Salve o URL para uso futuro e insira as credenciais do usuario
raiz.
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192.168.0.80/?accountld=27041610751165

DA

C A Notsecure
Q LabStatus @

StorageGRIDi Tenant Manager

Recent
Account ID
Username

NetApp

Password

Crie o usuario

Navegue até a guia usuarios e crie um novo usuario.

= N NetApp | StorageGRID Tenant Manager

Optional b

27041610751165610501

root

Sign in

DASHBOARD
STORAGE ($3) N U Se rS
My access keys
ew local and federated users. Edit properties and group membership of local users.
Buckets

Platform services endpoints

ACCESS MANAGEMENT A

Groups
Users
Username & FullName 3 Denied %
Identity federation
Root

54
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Enter user credentials

Create a new local user and configure user access.
Fullname @

Demo S3 User

Username @

demo_s3_user

Password

serennes

Confirm password

Deny access

Do you want to prevent this user from signing in regardless of assigned group permissions?

Agora que o novo usuario foi criado, clique no nome do usuario para abrir os detalhes do usuario.

Copie o ID do usuario do URL a ser usado mais tarde.
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A Notsecure | hips://192.168.0.80/ui/#/users/ebc132e2-cfc3-42c0-3445-3b4465cb523c

@ PowerControls @ Accounts m clusterl-mgmt @ cluster2-mgmt @ Blus XP

etApp | StorageGRID Tenant Manager

Demo S3 User

~
Overview
Full name: @ Demo S3 User /'
endpoints
Username: @ demo_s3_user
EMENT A
User type: @ Local
Denied access: @ Yes
Access mode: @ No Groups
Group membership: @ None
Password Access [r\r Access keys Groups

Change password

Change this user's password.

Para criar as S3 teclas, clique no nome de usuario.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) A U S e rS
My access keys
View local and federated users. Edit properties and group membership of local users
Buckets

Platform services endpoints 2 users m

ACCESS MANAGEMENT A

Groups.
Users
Username S FullName 32 Denied 3 Type =
Identity federation
Root Local
m L\ user Demo S3 User v Local

Selecione a guia "teclas de acesso" e clique no botao "criar chave". Nao ha necessidade de definir um tempo
de expiragdo. Faga o download das teclas S3, pois elas ndo podem ser recuperadas novamente assim que a
janela for fechada.
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Create access key

@ Choose expiration time a Download access key

Download access key

To save the keys for future reference, select Download .csv, or copy and paste the values to another location.

0 You will not be able to view the Access key ID or Secret access key after you close this dialog.

Access key ID

TCT7L1IXSMIOS091E86TR @j

Secret access key

RIJNCSN5SFX9RSWgFdj6SQ7wMrfRZYuSbQLANQTOC rD

o}, Download .csv Finish

Crie o grupo de seguranga

Agora va para a pagina grupos e crie um novo grupo.
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Create group

° Choose a group type @ Manage permissions @ Set S3 group policy @

Choose a group type @

Create a new local group or import a group from the external identity source.

Local group Federated group

Create local groups to assign permissions to any local users you defined in StorageGRID.
Display name

Demo S3 Group

Unique name @

demo_s3_group

Cancel Continue

Y,

Defina as permisses do grupo como somente leitura. Estas sdo as permissées de |U do locatario, néo as
permissoes S3.
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@ Choose a group type - . e Manage permissions -

Manage group permissions

Select an access mode for this group and select one or more permissions.

Access mode @

Select whether users can change settings and perform operations or whether they can only view settings and features.

Read-write @ Read-only

Group permissions @

Select the permissions you want to assign to this group.

Root access

Allows users to access all administration features. Root access permission supersedes all other permissions.

Manage all buckets Manage endpoints Manage your own S3
credentials

Allows users to change settings of Allows users to configure

all S3 buckets (or Swift endpoints for platform services. Allows users to create and delete

containers) in this account. their own S3 access keys.

pre"‘OUS m

As permissdes S3 sao controladas com a politica de grupo (diretiva IAM). Defina a politica de grupo como
personalizada e cole a politica json na caixa. Esta politica permitira que os usuarios deste grupo listem os
buckets do locatario e executem quaisquer operagdes do S3 no bucket chamado "bucket" ou subpastas no
bucket chamado "bucket".
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"Statement": |

{

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Allow",

"Action": "s3:*",

"Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]
}

Create group

Choose a group type - Manage permissions ——— Set S3group policy ———— it
g g 4 -

Set S3 group policy @

An S3 group policy controls user access permissions to specific specific S3 resources, including buckets. Non-root users have no access
by default.

No S3 Access

"Effect": "Allow",
Read Only Access "Action": "s3:ListAlIMyBuckets",

"Resource": "arn:aws:s3:::
Full Access h

@ Custom "Effect": "Allow",

"Action": "s3:"",
"Resource": ["arn:aws:s3:::bucket”,"arn:aws:s3:::bucket !|

(o]
v

B m

Finalmente, adicione o usuario ao grupo e termine.
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Create group

@ Choose agrouptype ——— @ Manage permissions - @ Set S3 group policy ——— o Mdumm

Add users

Select local users to add to the group Demo S$3 Group.

Username 3 FullName % Denied S
demo_s3_user Demo S3 User v
Previous Create group

Crie dois baldes

Navegue até a guia buckets e clique no botdo Create bucket (criar bucket).

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A B u C kets

My access keys
Create buckets and manage bucket settings

Buckets
Platform services endpoints 0 buckets Create |~(kﬂ

ACCESS MANAGEMENT A
Console [4

Groups

Users
Name 3 Region & ObjectCount @ % SpaceUsed @ 3 Date Created %

Identity federation

No buckets found

Create bucket

Defina o nome e a regiao do intervalo.
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Create bucket

. M ge object settings
o Enter details "‘( =l

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

bucket]

Region @

us-east-1 v

Neste primeiro bucket, ative o controle de verséo.

Create bucket

@ Enter details ° hf?nége object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

Previous Create iucket

Agora crie um segundo bucket sem o controle de versao ativado.
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Create bucket

- Manage object settings
° Enter details @ . . -

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

sp,dummy{

Region @

us-east-1 v

Nao ative o controle de versao neste segundo bucket.

Create bucket

@ Enter details a N‘la..nlajg‘e BUJRCL Bt

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

_‘-hc reate bucket

Por Rafael Guedes, e Aron Klein
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Habilitagao de nivel empresarial S3 com a migragao otimizada de storage baseado
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Habilitagdo de nivel empresarial S3 com a migragao otimizada de storage baseado em
objetos do ONTAP S3 para o StorageGRID
Preencha o repositério de origem

Vamos colocar alguns objetos no bucket do ONTAP de origem. Vamos usar o S3Browser para esta
demonstragéo, mas vocé pode usar qualquer ferramenta com a qual vocé esta confortavel.

Usando as teclas do usuario ONTAP S3 criadas acima, configure o S3Browser para se conetar ao seu sistema
ONTAP.
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| Add New Account - O X

© AddNewAccount online help
i

Enter new account details and click Add new account

Display name:

IBucket (onginal and post-migration) I

Assign any name to your account

Account type:

\83 Compatible Storage vJ
Choose the storage you want to work with. Default is Amazon S3 Storage

1 REST Endpoint:

[s3portal.demo.netapp.com:8080

Specify S3-compatible AP| endpoint It can be found in storage documentation. Example: rest server.com:8080

Access Key ID:
|3TVPI142JGE3Y7FV2KCO

Required to sign the requests you send to Amazon S3, see more details at hitps://s3browser.com/keys

Secret Access Key:

Required to sign the requests you send to Amazon S3, see more details at https://s3browser.com/keys

[[] Encrypt Access Keys with a password:

Tum this option on if you want to protect your Access Keys with a master password.

[[] Use secure transfer (SSL/TLS)
If checked. all communications with the storage will go through encrypted SSL/TLS channel

4 advanced settings.. & Add "&?cw‘“ @ Cancel

Agora permite carregar alguns arquivos para o bucket habilitado para versionamento.
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S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) S
g 9 B e 7

Accounts Buckets Files Bookmark Tools UpgradetoPro! Help

T

New bucket &8 Add external bucket == Refresh Path: | /
=

----- {__| ontap-dummy

Name Size - Type LastModified Storage Class

B (st
m Upload folder(s)

QUP"”G -I | Download % Delete m New Folder E& Refresh
g

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Task Size %  Progress Status Speed
E S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (oniginal and post-migration) ) .
[ open X
| T " > ThisPC > Downloads v O Search Downloads Pl
Organize v New folder v @ @
‘ Downloads # # Name i Date modified Type Size
Documents # [ ] 9141P1_q imagetgz 3/22/20241:225AM  TGZFile 2,641,058 KB
[&] Pictures  # clusterl_demo_s3_user_s3_user.bt 3/23/202411:04PM  Text Document 1KB
[ This PC cluster1_svm_demo_s3_details (1).txt 3/23/202411:03PM  Text Document 1KB
—j ——— cluster]_svm_demo_s3_details.bt 3/23/202411:01PM  Text Document 1KB
9 8 his.exe 3/22/20241:24AM  Application 2121KB
&8 Cloud Storage o [ hotfix-install-11.6.0.14 3/23/202411:55AM 14 File 717,506 KB
I Desktop 7/18/20206:39PM  Shortcut 2K8
putty
Documents ¢l s3browser-11-6-7.exe 3/23/202412:36 PM  Application 9,807 KB
Jl Downloads
D Music
(&= Pictures
B videos
‘is Local Disk (C:)
v
: e
File name: | "s3browselemo_s3_user_s3_user.bt” cluster_svm_demo_s3_details (1).b¢" “cluster]_svm_demo_s3_details.bd" "hfs.exe" "putty” v|
| Open I l Cancel J
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E S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) = 9% l‘
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
s New bucket & Add external bucket %2 Refresh Path:
; ‘;1 ontap-dummy Name Size Type Last Modified Storage Class
& bucket =l clusterl_dem... 157 bytes TextDocument  3/23/2024 11:23:25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23.25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[ putty exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD
N
ﬁ‘ Upload ~ Download Delete @ New Folder ' ,E%J Refresh
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Agora vamos criar algumas versodes de objetos no bucket.
Eliminar um ficheiro.
g] S3 Browser 11.6.7 - Free Version (for non-commercial use o - Bucket (original and post-migration 2 =
e . - B W 7 =
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket 42 Refresh Path:
{_x ontap-dummy Name Size - Type Last Modified Storage Class
+{-] bucket E clusterl_dem... 157 bytes TextDocument  3/23/2024 11:23:25PM STANDARD
=l clusterl_svm... 211 bytes Text Document 3/23/2024 11:23:25PM STANDARD
=l clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[#putty.exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM  STANDARD

Confirm File Delete

\ N ; ;
/é_ Upload ~ 8 Download % Delete @ New Folde 0 Are you sure to delete ‘putty.exe’?

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

| f z | No
Task Size %  Progress Status - s

Faga upload de um arquivo que ja existe no bucket para copiar o arquivo sobre si mesmo e criar uma nova
versao dele.



1 & > ThisPC > Downloads v &  Search Downloads P
. Storage Class
Organize ¥ New folder v [N e
L 1 STANDARD
~ n -
& Downloads Name Date modified Type Size W STANDARD
El * M . - > £A1 LR ¥ W STANDARD
] Documents | | 9141P1_g_image.tgz TGZ File 2,641,058 KB
= pi 3 , W STANDARD
[&=] Pictures * || cluster]_demo_s3_user_s3_user.bt Text Document 1KB
[ cluster! d 3_details (1).bt Text D 1KB i ISTANDARD
X cluster1_svm_demo_s: ails (1) ext Document X
& This PC sl e ‘ .
- . || clusterl_svm_demo_s3_details.bdt 3/23/2024 11:01 PM  Text Document 1KB
) 3D Objects ——
&2 hfs.exe 3/22/20241:224 AM  Application 2,121KB
2 Cloud Storage o 3 S ﬁ X -
B 9 | hotfix-install-11.6.0.14 3 AM  14File
[ Desktop P putty Shortcut
|s| Documents ¢y s3browser-11-6-7.exe Application
JL Downloads
D Music
[&=] Pictures
B videos
‘s Local Disk (C:)
v
File name: | hfs.exe v
n — AS -2
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
&2 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) = 7l - =] b2
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help .
o New bucket ofs Add external bucket £2 Refresh patr:[ /| /28713
] ontap-dummy Name Sze Type LastModified Storage Class
{2 bucket [ clusterl_dem.. 157bytes TextDocument  3/23/2024 11:2325PM STANDARD
" clusterl_svm.. 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
“ clusterl_svm... 211bytes TextDocument 3/23/2024 11:23:25PM  STANDARD
[Ehfs exe 207MB Application 3/23/2024 11:23:36 PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM  STANDARD
é‘\lplead 2 Download Delete E@Nmraldu ‘ iF Refresh S fles (11.65M5) and 0 folders
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key B o B - " LastModified - ETag Size Storage Class T Owner " Versionld i
[ cluster1_demo_s3_user_s3_user.t
revision # 1 (current) 3/23/2024 11:23:25 PM acf4c9543e97ef3678b2b6ed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQTMDAWL.
[7] cluster1_svm_demo_s3_details (1)txt
revision #: 1 (current) 3/23/2024 11:23:25 PM 407753b646abcfef19fde 71 eefb 504 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAw.
[ cluster1_svm_demo_s3_details tt
revision #: 1 (current) 3/23/2024 11:23:25 PM 17d20651856f480a587af39%feccc10e2 211 bytes STANDARD Unknown (Unknown) NTU2NzIOMDAWL.
[ hfs.exe
revision #: 2 (current) 3/23/2024 11:23:36 PM 9e8557e98ed1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) NzQ1OTE4MDAwW.
revision # 1 N 3/23/2024 11:23:25 PM 9e8557¢98ed1269372f0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwLn.
[Eputty.exe -
revision # 2 (deleted) 3 024 11:2331PM Unknown (Unknown) NjMzMDAWMC52
revision # 1 3 2325PM 54cb91395cdaad9d47882533c21fc0e9d 834.05KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
[Fs3browser-11-6-7.exe
revision # 1 (current) 3/23/2024 11:23:26 PM 2e36b97054782962d6937¢5df082f0-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDEu.

Estabeleca a relagao de replicacao

Vamos comegar a enviar dados do ONTAP para o StorageGRID.

No Gerenciador de sistemas ONTAP, navegue até "protecao/Visao geral". Role para baixo até "Cloud object
stores" e clique no botédo "Adicionar" e selecione "StorageGRID".
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= [PIONTAP System Manager Search actions, objects, and pages Q Qo ©

Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed up ‘ Lets you protect a consistency group with a zero
DASHBOARD e don't need to protect entire storage VMs. to a cloud destination. ‘ recovery time objective.

INSIGHTS
(@ Netapp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent

STORAGE

NETWORK

Bucket protection
SnapMirror (local or remote)
PROTECTION | 2 of the 2 buckets aren't protected.

EVENTS & JOBS

Relationships Back up to cloud
2 of the 2 buckets aren't backed up to the cloud.
HOSTS

CLUSTER

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

(—%SmrageGRlD o
Il oness

aws Amazon S3 o

=
{5 others plicate data or metadata to the cloud target. A valid data container must be created with the object store provider. This assumes that the user has valid
bject store provider to access the data bucket.

+add v

Insira as informagdes do StorageGRID fornecendo um nome, estilo de URL (para esta demonstragéo,
usaremos URLs Path-styl). Defina o escopo do armazenamento de objetos como "Storage VM".

Add cloud object store

NAME

sgws_demo

URL STYLE

Path-style URL

OBJECT STORE SCOPE

O Cluster O Storage VM

USE BY o

O SnapMirror O ONTAP S3 SnapMirror

SERVER NAME (FQDN)

192.168.0.80

Se vocé estiver usando SSL, defina a porta de endpoint do balanceador de carga e copie no certificado de




endpoint do StorageGRID aqui. Caso contrario, desmarque a caixa SSL e insira a porta de endpoint HTTP
aqui.

Insira as chaves S3 e o nome do bucket do usuario do StorageGRID na configuragéo do StorageGRID acima
para o destino.

ACCESS KEY

7CT7L1IX5MIOS5091E86TR

SECRET KEY

L P e L T

CONTAINER NAME ()

bucketl

Network for cloud object store

NODE IP ADDRESS SUBNET MASK BROADCAST DOMAIN GATEWAY

onPrem-01 192.168.0.113 24 Default 192.168.0.1

[ ] use HTTP proxy

Agora que temos um destino configurado, podemos configurar as configuragdes de politica para o destino.
Expanda "local policy settings" (Definicbes de politica local) e selecione "Continuous" (continuo).

Pl ONTAP System Manager Search actions, objects, and pages
Back up to cloud
DASHBOARD 2 of the 2 buckets aren't backed up to the cloud.

INSIGHTS

STORAGE

NETWORK

EVENTS & JORS Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

PROTECTION

~ Local policy settings @
Relationships
HOSTS

Protection policies = Snapshot policies =2 Schedules
CLUSTER
Applicable when this cluster is the destination Applicable when this cluster is the source or wh...
AL0,5,10, 15,20,25, 30, 35, 40, 45, 50, and 55 minutes past the

AtS minutes past the hour, every hour 3 Schedules hour, every he

No schedules 3 Schedules AL12:15 AM, 06:15 AM, 12:15 PM and 06:15 PM, every day

s AL0215 AM, 10:15 AM and 0:15 PM, every day

o M AL, 102030 40 3 it st e o, vy b

Edite a politica continua e altere o "objetivo do ponto de recuperacao" de "1 horas" para "3 segundos".




Policies protect

Protection policies

Policy type

Continuous (Al

Continuous Policy for S3 bucket mirroring. Continuous Cluster

THROTTLE RECOVERY POINT OBJECTIVE
Unlimited 1 Hours

Agora podemos configurar o SnapMirror para replicar o bucket.

SnapMirror create -source-path sv_demo: /Bucket/bucket -destination-path sgws_demo: /Objstore -policy
continuo

@ clusterl-mgmt

O balde agora mostrara um simbolo de nuvem na lista de buckets sob protecéo.
Buckets

Lifecycle rules  Capacity (available | total)

0 100 Gi8 100 Gi8

0 100 Gi8 100 Gi8

Se selecionarmos o bucket e irmos para a guia "SnapMirror (ONTAP ou nuvem)", veremos o status do
SnapMirror Repationship.
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bucket

ru SnapMirror (ONTAP or cloud)

Destination Relationship health State

sgws_demo:/objstore

© Healthy © Mirrored

Os detalhes da replicagao

Agora temos um bucket replicando com sucesso do ONTAP para o StorageGRID. Mas o que esta realmente
replicando? Nossa origem e destino sdo ambos buckets versionados. As versdes anteriores também replicam
para o destino? Se olharmos para o nosso bucket do StorageGRID com S3Browser, veremos que as versdes
existentes néo replicaram e nosso objeto excluido ndo existe, nem um marcador de exclusdo para esse
objeto. Nosso objeto duplicado tem apenas a versao 1 no bucket do StorageGRID.

[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp] - =] X
Accounts  Buckets Files Bookmarks Tools UpgradetoPro!  Help

& New bucket & Add extemal bucket 2 Refresh path:[ 7 |

/8 Y05
bucket Name Size Type LastModified Storage Class
i sg-dummy cluster]_dem.. 157bytes TextDocument  3/24/2024 121353 AM  STANDARD
cluster]_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353 AM  STANDARD
W 207MB 3/24/2024 12:1353 AM | STANDARD
W s3brdser-11.. 958MB Application 3/24/2024 121353AM  STANDARD
Upload ~ Download Delet 1| New Folder ., Refresh
ploa g Download | gp Delete [ 2] NewFolder |, Refre

Tasks(1) Permissions Headers Tags Properiies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe

() copy
Key LastModified ETag

Size Storage Class Owner
[¥lhfs.exe

Version Id
revision #: 1 (current) 3/24/2024 121353 AM "9e8557e98ed1269372ff0ace91d63477" 207MB STANDARD tenant_demo (27041610751...  NjUSRDhCNDItRT.

Em nosso bucket do ONTAP, vamos adicionar uma nova versdo ao nosso mesmo objeto que usamos
anteriormente e ver como ele se replica.
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[ 53 Browser 11.6.7 - Free Version (for I use only) - Bucks i and p

- 8 X
w 2
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
45 New bucket s Add extemal bucket £ Refresh path [ / | /B0 703
] ontap-dummy Name Sze Type LastModified Storage Class
& bucket clusterl_dem.. 157bytes TextDocument  3/23/2024 11:23:25PM  STANDARD
7 cluster_svm.. 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
[ putty.exe 83405KB Application 3/23/2024 11:2325PM  STANDARD
[Ehfs exe 207MB Application 3/24/2024 121452 AM - STANDARD
[@s3browser-11.. 958MB Application 3/23/2024 11:2326 PM STANDARD
4 Uplosd - ownload Delete L‘@Nm Folder |, Refresh O ALl w0 ey
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key LastModified ETag Size Storage Class Owner Versionld
cluster]_demo_s3_user_s3_user
revision #: 1 (current) 3/23/2024 112325 PM acf4c9543e97ef3678b2bGedba60e 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMQTMDAWL
cluster!_svm_demo_s3_details (1)
revision # 1 (current) 3/23/2024 11:2325PM 407753b646a6cfef19fde71eefS4 211bytes STANDARD Unknown (Unknown) NDgOMQIMDAW.
cluster!_svm_demo_s3_details txt
revision #: 1 (current) 3/23/2024 11:2325PM 17d206518561480a587af3%feccc10e2 211bytes STANDARD Unknown (Unknown) NTU2NzZIOMDAWL
[hfs exe
revision # 3 curent)
revision|, ;2 3/23/2024 112336 PM 9e8557€982d1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) NzQ10TE4MDAW.
revision #: 1 3/23/2024 11:2325PM 9e8557698ed1269372Mace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAWLN.
[@putty.exe
revision #: 1 (curent) 3/23/2024 11:2325PM 54cb91395¢cdaad9dd7882533c21c0e9 83405KB STANDARD Unknown (Unknown) NzE2NZEyMDAWL.
[Es3browser-11-67.exe
revision #: 1 (current) 3/23/2024 11:2326 PM 2e36/b970514782962d6937c5df08210-2 958MB STANDARD Unknown (Unknown) NDY20DcwMDEU

Se olharmos para o lado do StorageGRID, veremos que uma nova versao foi criada neste bucket também,
mas esta faltando a verséo inicial de antes do relacionamento do SnapMirror.

[ 3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

—
w 2
Accounts  Buckets Files Bookmarks Tools UpgradetoPro!  Help
o New bucket s Add external bucket 2 Refresh path: [/ | w /08
£ bucket Name sze Type LastModified Storage Class
&l sg-dummy clusterl_dem... 157bytes TextDocument  3/24/2024 121353AM  STANDARD
 clusterl_svm.. 211bytes TextDocument  3/24/2024121353AM  STANDARD
7 cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
[Eputty.exe 83405KB Application 3/24/2024 121428 AM  STANDARD
[Ehfs exe 207MB Application 3/24/2024 121456 AM  STANDARD
[Es3browser-11.. 953MB Application 3/24/2024 121353AM  STANDARD
4 Upload + | g Download | g Delte @ NewFolder ||, Refresh 108 (20708)
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [P
Key L LastModified ETag Size Storage Class Owner Version Id
[¥7hfs.exe
31242024 12:14:56 AM *928557e98ed1269372f0ace9 1k LTAM 207MB STANDARD tenant_demo (27041610751 OEMR]YANDgIRT.
revision # 1 3/24/2024 121353 AM "9¢8557e98ed1269372f0ace9 | iRLNEM STANDARD tenant_demo (27041610751... | NjUSRDhCNDIRT.

Isso ocorre porque o processo ONTAP SnapMirror S3 replica apenas a versao atual do objeto. E por isso que
criamos um bucket versionado no lado StorageGRID para ser o destino. Desta forma, o StorageGRID pode
manter um histdrico de versdes dos objetos.

Por Rafael Guedes, e Aron Klein

Habilitagao de nivel empresarial S3 com a migragcao otimizada de storage baseado
em objetos do ONTAP S3 para o StorageGRID

Habilitagcdo de nivel empresarial S3 com a migracao otimizada de storage baseado em
objetos do ONTAP S3 para o StorageGRID
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Migrar S3 chaves

Para uma migracdo, na maioria das vezes vocé vai querer migrar as credenciais para os usuarios em vez de
gerar novas credenciais no lado do destino. O StorageGRID fornece apis para permitir que as chaves S3

sejam importadas para um usuario.

Fazer login na IU de gerenciamento do StorageGRID (n&o na IU do gerenciador de locatarios) abra a pagina
do Swagger de Documentagéo da API.

Q @~ ZARootv

= N NetApp | StorageGRID Grid Manager

DASHBOARD Documentation Center

wers @ Dashboard S

NODES
About
Available Storage @

TENANTS
[ Overall st

CONFIGURATION

MAINTENANCE

Expanda a segéo "Contas", selecione o "POST /grid/account-enable-S3-key-import", clique no botédo
"Experimente" e clique no botdo executar.

accounts Operations on accounts

; SR Enables the Import S3 Credentials feature on this node. Warning: Enabling this feature allows Grid Manager users with Change Tenant Root Password permission o
/grid/account-enable-s3-key-import ;o fyll access to tenant data. This feature should be disabled immediately after use

Parameters

No parameters

T |

Agora role para baixo ainda em "Contas" para "POST /grid/accounts/"id"/Users/"user_id"/S3-access-keys"
Aqui é onde vamos inserir o ID do locatario e o ID da conta de usuario que coletamos anteriormente.

Preencha os campos e as chaves de nosso usuario do ONTAP na caixa json. Vocé pode definir a expiragéao
das chaves ou remover 0", "expira": 123456789" e clique em executar.
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m /grid/accounts/{id}/users/{user_id}/s3-access-keys Imports S3 credentials for a given user in a tenant account

Parameters
Name Description
Id * required
string ID of Storage Tenant Account
(path)

27041610751165610501
user_id " reauired
string ID of user in tenant account
(path)

ebc132e2-cfc3-42c0-a445-3b4465cb523c
body * e

Edit Value Model

(body)

{
"accessKey": “3TVPI142)GE3Y7FV2KCO",
"secretAccessKey™: "75a1QqKBU4quA132twI4g41CaGg5PP30OncyOsPES™

Depois de concluir todas as suas importagdes de chave de usuario, vocé deve desativar a fungao de
importacao de chave em "Contas" "POST /grid/account-disable-S3-key-import"

m /grid/account-disable-s3-key-import Disables the Import S3 Credentials feature on this node. a
Parameters Caﬁ‘iﬂ
No parameters
Responses Response content type I application/json v ]

Se olharmos para a conta de usuario na IU do gerenciador de inquilinos, podemos ver a nova chave foi
adicionada.
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Users > Demo S3 User

Overview
Full name: @ Demo S3 User /'
Username: @ demo_s3_user
User type: @ Local
Denied access: @ Yes
Access mode: @ Read-only
Group membership: @ Demo S3 Group
Password Access Access keys Groups

Manage access keys

Add or delete access keys for this user.

AccesskeylD S Expirationtime $

--------------- 86TR None

................ m None

O corte final

Se a intengdo é ter um bucket de replicagcao perpetuamente de ONTAP para StorageGRID, vocé pode
terminar aqui. Se esta € uma migragédo do ONTAP S3 para o StorageGRID, entédo é hora de acabar com isso e
cortar.

Dentro do gerenciador do sistema ONTAP, edite o grupo S3 e defina-o como "ReadOnlyAccess". Isso evitara
mais que os usuarios escrevam no bucket do ONTAP S3.
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Edit group

NAME

demo_s3_group

USERS

demo_s3_user x

POLICIES

ReadOnlyAccess x

Tudo o que resta a fazer é configurar o DNS para apontar do cluster do ONTAP para o ponto de extremidade
do StorageGRID. Certifique-se de que o seu certificado de endpoint esta correto e, se vocé precisar de
solicitagbes de estilo hospedadas virtuais, adicione os nomes de dominio de endpoint no StorageGRID
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of S3 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,

s3.example.co.uk, s3-east.example.com

Endpoint 1 s3portal.demo.netapp.com +

Seus clientes precisarao esperar que o TTL expire ou liberar DNS para resolver para o novo sistema para que
vocé possa testar se tudo esta funcionando. Tudo o que resta é limpar as chaves S3 temporarias iniciais que
usamos para testar o acesso a dados StorageGRID (NAO as chaves importadas), remover as relagdes
SnapMirror e remover os dados ONTAP.

Por Rafael Guedes, e Aron Klein
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Informacgoes sobre direitos autorais

Copyright © 2025 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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