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Diretrizes de expansão

Diretrizes para adicionar capacidade de objetos no
StorageGRID

Você pode expandir a capacidade de storage de objetos do seu sistema StorageGRID
adicionando volumes de storage a nós de storage existentes ou adicionando novos nós
de storage a locais existentes. Você precisa adicionar capacidade de storage de forma
que atenda aos requisitos da política de gerenciamento do ciclo de vida das informações
(ILM).

Diretrizes para adicionar volumes de armazenamento

Antes de adicionar volumes de storage a nós de storage existentes, consulte as diretrizes e limitações a
seguir:

• Você deve examinar as regras atuais do ILM para determinar onde e quando "adicione volumes de
armazenamento"aumentar o armazenamento disponível para "objetos replicados" ou "objetos com
codificação de apagamento".

• Não é possível aumentar a capacidade de metadados do sistema adicionando volumes de
armazenamento porque os metadados de objetos são armazenados apenas no volume 0.

• Cada nó de storage baseado em software pode dar suporte a um máximo de 48 volumes de storage. Se
você precisar adicionar capacidade além disso, precisará adicionar novos nós de storage.

• Você pode adicionar uma ou duas gavetas de expansão a cada dispositivo SG6060. Cada compartimento
de expansão adiciona 16 volumes de storage. Com ambas as gavetas de expansão instaladas, o SG6060
dá suporte a um total de 48 volumes de storage.

• Você pode adicionar uma ou duas gavetas de expansão a cada dispositivo SG6160. Cada compartimento
de expansão adiciona 60 volumes de storage. Com ambas as gavetas de expansão instaladas, o SG6160
dá suporte a um total de 180 volumes de storage.

• Não é possível adicionar volumes de armazenamento a qualquer outro dispositivo de armazenamento.

• Não é possível aumentar o tamanho de um volume de armazenamento existente.

• Não é possível adicionar volumes de armazenamento a um nó de armazenamento ao mesmo tempo em
que você está executando uma atualização do sistema, operação de recuperação ou outra expansão.

Depois de decidir adicionar volumes de storage e determinar quais nós de storage você deve expandir para
atender à política de ILM, siga as instruções para seu tipo de nó de storage:

• Para adicionar uma ou duas gavetas de expansão a um dispositivo de storage SG6060, vá para "Adicione
o compartimento de expansão ao SG6060 implantado".

• Para adicionar uma ou duas gavetas de expansão a um dispositivo de storage SG6160, vá para "Adicione
o compartimento de expansão ao SG6160 implantado"

• Para um nó baseado em software, siga as instruções para "Adição de volumes de storage aos nós de
storage".
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Diretrizes para a adição de nós de storage

Antes de adicionar nós de storage a sites existentes, consulte as diretrizes e limitações a seguir:

• Você deve examinar as regras atuais do ILM para determinar onde e quando adicionar nós de storage
para aumentar o storage disponível para "objetos replicados" ou "objetos com codificação de
apagamento".

• Você não deve adicionar mais de 10 nós de storage em um único procedimento de expansão.

• Você pode adicionar nós de storage a mais de um local em um único procedimento de expansão.

• Você pode adicionar nós de storage e outros tipos de nós em um único procedimento de expansão.

• Antes de iniciar o procedimento de expansão, deve confirmar se todas as operações de reparação de
dados efetuadas como parte de uma recuperação estão concluídas. "Verifique os trabalhos de reparação
de dados"Consulte .

• Se você precisar remover nós de storage antes ou depois de executar uma expansão, não deverá
desativar mais de 10 nós de storage em um único procedimento de nó de compactação.

• Adicione nós de armazenamento suficientes para manter o desempenho de E/S de armazenamento
subjacente. As operações de gravação serão distribuídas entre os nós de armazenamento com base na
capacidade de armazenamento disponível. Se os nós de armazenamento expandidos tiverem
significativamente mais capacidade de armazenamento disponível, esses nós receberão
significativamente mais gravações. Em particular, quando os nós de armazenamento existentes estiverem
quase cheios, novas gravações dependerão apenas dos nós de armazenamento expandidos. As
operações de leitura e exclusão serão tratadas de acordo com sua carga de trabalho específica.

Diretrizes para o serviço ADC em nós de storage

Ao configurar a expansão, você deve escolher se deseja incluir o serviço controlador de domínio
administrativo (ADC) em cada novo nó de armazenamento. O serviço ADC mantém o controle da localização
e disponibilidade dos serviços da grade.

• Você pode "mover o serviço ADC de um nó de armazenamento para outro no mesmo site" .

• O sistema StorageGRID requer que a "Quórum de serviços ADC"esteja disponível em cada local e em
todos os momentos.

• Pelo menos três nós de storage em cada local devem incluir o serviço ADC.

• Adicionar o serviço ADC a cada nó de armazenamento não é recomendado. Incluir muitos serviços ADC
pode causar lentidão devido ao aumento da quantidade de comunicação entre nós.

• Uma única grade não deve ter mais de 48 nós de storage com o serviço ADC. Isso equivale a 16 sites
com três serviços ADC em cada local.

• Em geral, ao selecionar a configuração Serviço ADC para um novo nó, você deve selecionar
Automático. Selecione Sim somente se o novo nó substituir outro nó de armazenamento que inclua o
serviço ADC. Como não é possível desativar um nó de armazenamento se houver poucos serviços ADC
restantes, selecionar Sim garante que um novo serviço ADC esteja disponível antes que o serviço antigo
seja removido.

Diretrizes para adicionar capacidade de metadados no
StorageGRID

Para garantir que o espaço adequado esteja disponível para metadados de objetos,
talvez seja necessário executar um procedimento de expansão para adicionar novos nós
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de storage em cada local.

O StorageGRID reserva espaço para metadados de objetos no volume 0 de cada nó de storage. Três cópias
de todos os metadados de objetos são mantidas em cada local, distribuídas uniformemente por todos os nós
de storage.

Você pode usar o Grid Manager para monitorar a capacidade dos metadados dos nós de storage e estimar a
rapidez com que a capacidade dos metadados está sendo consumida. Além disso, o alerta armazenamento
de metadados baixo é acionado para um nó de armazenamento quando o espaço de metadados usado
atinge determinados limites.

Observe que a capacidade de metadados de objetos de uma grade pode ser consumida mais rápido do que
sua capacidade de armazenamento de objetos, dependendo de como você usa a grade. Por exemplo, se
você costuma ingerir grandes quantidades de pequenos objetos ou adicionar grandes quantidades de
metadados ou tags de usuários a objetos, talvez seja necessário adicionar nós de storage para aumentar a
capacidade dos metadados, mesmo que haja capacidade suficiente de storage de objetos.

Para obter mais informações, consulte o seguinte:

• "Gerenciar o storage de metadados de objetos"

• "Monitore a capacidade dos metadados de objetos para cada nó de storage"

Diretrizes para aumentar a capacidade dos metadados

Antes de adicionar nós de storage para aumentar a capacidade dos metadados, leia as diretrizes e limitações
a seguir:

• Supondo que haja capacidade suficiente de storage de objetos disponível, ter mais espaço disponível para
metadados de objetos aumenta o número de objetos que você pode armazenar no sistema StorageGRID.

• Você pode aumentar a capacidade de metadados de uma grade adicionando um ou mais nós de storage a
cada local.

• O espaço real reservado para metadados de objetos em qualquer nó de armazenamento depende da
opção de armazenamento de espaço reservado de metadados (configuração de todo o sistema), da
quantidade de RAM alocada ao nó e do tamanho do volume do nó 0.

• Não é possível aumentar a capacidade dos metadados adicionando volumes de storage aos nós de
storage existentes, porque os metadados são armazenados apenas no volume 0.

• Não é possível aumentar a capacidade dos metadados adicionando um novo site.

• O StorageGRID mantém três cópias de todos os metadados de objetos em todos os locais. Por esse
motivo, a capacidade de metadados do sistema é limitada pela capacidade de metadados do seu menor
local.

• Ao adicionar capacidade de metadados, você deve adicionar o mesmo número de nós de storage a cada
local.

Os nós de storage somente de metadados têm requisitos específicos de hardware:

• Ao usar dispositivos StorageGRID, os nós somente de metadados podem ser configurados somente em
dispositivos SGF6112 com doze unidades de 1,9 TB ou doze unidades de 3,8 TB.

• Ao usar nós baseados em software, os recursos de nós somente metadados devem corresponder aos
recursos existentes dos nós de storage. Por exemplo:

◦ Se o local do StorageGRID existente estiver usando dispositivos SG6000 ou SG6100, os nós somente
de metadados baseados em software deverão atender aos seguintes requisitos mínimos:
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▪ 128 GB DE RAM

▪ CPU de 8 núcleos

▪ SSD de 8 TB ou armazenamento equivalente para o banco de dados Cassandra (rangedb/0)

◦ Se o site StorageGRID existente estiver usando nós de armazenamento virtuais com 24 GB de RAM,
CPU de 8 núcleos e 3 TB ou 4 TB de armazenamento de metadados, os nós somente de metadados
baseados em software deverão usar recursos semelhantes (24 GB de RAM, CPU de 8 núcleos e 4 TB
de armazenamento de metadados (rangedb/0)).

• Ao adicionar um novo site StorageGRID, a capacidade total de metadados do novo local deve, no mínimo,
corresponder aos locais StorageGRID existentes e os novos recursos do local devem corresponder aos
nós de storage nos locais StorageGRID existentes.

Consulte "Descrição do que é Metadata Reserved Space".

Como os metadados são redistribuídos quando você adiciona nós de storage

Quando você adiciona nós de storage a uma expansão, o StorageGRID redistribui os metadados de objetos
existentes aos novos nós em cada local, o que aumenta a capacidade geral dos metadados da grade.
Nenhuma ação do usuário é necessária.

A figura a seguir mostra como o StorageGRID redistribui os metadados de objetos quando você adiciona nós
de storage em uma expansão. O lado esquerdo da figura representa o volume 0 de três nós de storage antes
de uma expansão. Os metadados estão consumindo uma parte relativamente grande do espaço de
metadados disponível de cada nó, e o alerta armazenamento de metadados baixo foi acionado.

O lado direito da figura mostra como os metadados existentes são redistribuídos depois que dois nós de
storage são adicionados ao local. A quantidade de metadados em cada nó diminuiu, o alerta armazenamento
de metadados baixo não é mais acionado e o espaço disponível para metadados aumentou.

Diretrizes para adicionar nós de grade no StorageGRID

Você pode adicionar redundância ou recursos adicionais a um sistema StorageGRID
adicionando novos nós de grade a sites existentes.

Por exemplo, você pode optar por adicionar nós de gateway a serem usados em um grupo de alta
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disponibilidade (HA) ou adicionar um nó de administrador em um site remoto para permitir o monitoramento
usando um nó local.

Você pode adicionar um ou mais dos seguintes tipos de nós a um ou mais locais existentes em uma única
operação de expansão:

• Nós de administração não primários

• Nós de storage

• Nós de gateway

Ao se preparar para adicionar nós de grade, esteja ciente das seguintes limitações:

• O nó de administração principal é implantado durante a instalação inicial. Não é possível adicionar um nó
de administração principal durante uma expansão.

• Você pode adicionar nós de storage e outros tipos de nós na mesma expansão.

• Ao adicionar nós de storage, você deve Planejar cuidadosamente o número e o local dos novos nós.
"Diretrizes para adicionar capacidade de objeto"Consulte .

• Se a opção Definir novo nó padrão for Não confiável na guia Redes de clientes não confiáveis na
página Controle de firewall, os aplicativos clientes que se conectam aos nós de expansão usando a Rede
do cliente devem se conectar usando uma porta de ponto de extremidade do balanceador de carga
(Configuração > Segurança > Controle de firewall). Veja as instruções para"altere a configuração de
segurança do novo nó" e para"configurar pontos de extremidade do balanceador de carga" .

Diretrizes para adicionar um novo site no StorageGRID

Você pode expandir seu sistema StorageGRID adicionando um novo site.

Diretrizes para adicionar um site

Antes de adicionar um site, revise os seguintes requisitos e limitações:

• Só é possível adicionar um local por operação de expansão.

• Não é possível adicionar nós de grade a um site existente como parte da mesma expansão.

• Todos os locais devem incluir pelo menos três nós de storage.

• Adicionar um novo site não aumenta automaticamente o número de objetos que você pode armazenar. A
capacidade total de objeto de uma grade depende da quantidade de storage disponível, da política de ILM
e da capacidade de metadados em cada local.

• Ao dimensionar um novo local, você deve garantir que ele inclua capacidade suficiente de metadados.

O StorageGRID mantém uma cópia de todos os metadados de objetos em cada local. Ao adicionar um
novo local, você deve garantir que ele inclua capacidade de metadados suficiente para os metadados de
objetos existentes e capacidade de metadados suficiente para crescimento.

Para obter mais informações, consulte o seguinte:

◦ "Gerenciar o storage de metadados de objetos"

◦ "Monitore a capacidade dos metadados de objetos para cada nó de storage"

• Você deve considerar a largura de banda de rede disponível entre sites e o nível de latência de rede. As
atualizações de metadados são continuamente replicadas entre sites, mesmo que todos os objetos sejam
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armazenados apenas no local onde são ingeridos.

• Como o sistema StorageGRID permanece operacional durante a expansão, você deve revisar as regras
do ILM antes de iniciar o procedimento de expansão. Você deve garantir que as cópias de objeto não
sejam armazenadas no novo local até que o procedimento de expansão seja concluído.

Por exemplo, antes de iniciar a expansão, determine se alguma regra usa o pool de storage padrão (todos
os nós de storage). Se isso acontecer, você deverá criar um novo pool de storage que contenha os nós de
storage existentes e atualizar suas regras de ILM para usar o novo pool de storage. Caso contrário, os
objetos serão copiados para o novo site assim que o primeiro nó nesse site se tornar ativo.

Para obter mais informações sobre como alterar o ILM ao adicionar um novo site, consulte "Exemplo para
alterar uma política ILM".

6

https://docs.netapp.com/pt-br/storagegrid/ilm/example-6-changing-ilm-policy.html
https://docs.netapp.com/pt-br/storagegrid/ilm/example-6-changing-ilm-policy.html


Informações sobre direitos autorais

Copyright © 2026 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
gráfico, eletrônico ou mecânico, incluindo fotocópia, gravação, gravação em fita ou storage em um sistema de
recuperação eletrônica — sem permissão prévia, por escrito, do proprietário dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais está sujeito à seguinte licença e
isenção de responsabilidade:

ESTE SOFTWARE É FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLÍCITAS, INCLUINDO, SEM LIMITAÇÕES, GARANTIAS IMPLÍCITAS DE
COMERCIALIZAÇÃO E ADEQUAÇÃO A UM DETERMINADO PROPÓSITO, CONFORME A ISENÇÃO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPÓTESE ALGUMA A NETAPP SERÁ RESPONSÁVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITAÇÕES, AQUISIÇÃO DE PRODUTOS OU SERVIÇOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPÇÃO DOS NEGÓCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCÍPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUÍZO (INCLUINDO NEGLIGÊNCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp não assume nenhuma responsabilidade nem obrigação decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto não representam uma licença sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicação ou a divulgação pelo governo estão sujeitos a
restrições conforme estabelecido no subparágrafo (b)(3) dos Direitos em Dados Técnicos - Itens Não
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou serviço comercial (conforme definido no FAR
2.101) e são de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato são de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licença mundial limitada, irrevogável, não exclusiva, intransferível e
não sublicenciável para usar os Dados que estão relacionados apenas com o suporte e para cumprir os
contratos governamentais desse país que determinam o fornecimento de tais Dados. Salvo disposição em
contrário no presente documento, não é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovação prévia por escrito da NetApp, Inc. Os direitos de licença pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estão limitados aos direitos identificados na cláusula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informações sobre marcas comerciais

NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM são marcas comerciais da
NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietários.

7

http://www.netapp.com/TM

	Diretrizes de expansão : StorageGRID software
	Índice
	Diretrizes de expansão
	Diretrizes para adicionar capacidade de objetos no StorageGRID
	Diretrizes para adicionar volumes de armazenamento
	Diretrizes para a adição de nós de storage
	Diretrizes para o serviço ADC em nós de storage

	Diretrizes para adicionar capacidade de metadados no StorageGRID
	Diretrizes para aumentar a capacidade dos metadados
	Como os metadados são redistribuídos quando você adiciona nós de storage

	Diretrizes para adicionar nós de grade no StorageGRID
	Diretrizes para adicionar um novo site no StorageGRID
	Diretrizes para adicionar um site



