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Planejamento de expansao

Planejamento de expansao para dados replicados no
StorageGRID

Se a politica de gerenciamento do ciclo de vida das informagdes (ILM) da implantagao
incluir uma regra que crie copias replicadas de objetos, vocé devera considerar quanto
storage adicionar e onde adicionar os novos volumes de storage ou nés de storage.

Para obter orientacao sobre onde adicionar armazenamento adicional, examine as regras do ILM que criam
copias replicadas. Se as regras do ILM criarem duas ou mais copias de objetos, Planeje adicionar storage em
cada local em que as copias de objetos forem feitas. Como um exemplo simples, se vocé tem uma grade de
dois locais e uma regra ILM que cria uma copia de objeto em cada local, vocé deve "adicione
armazenamento” para cada local para aumentar a capacidade geral de objeto da grade. Para obter
informagdes sobre replicagdo de objetos, "O que é replicacao"consulte .

Por motivos de desempenho, vocé deve tentar manter a capacidade de storage e o poder de computagao
equilibrados em todos os locais. Portanto, para este exemplo, vocé deve adicionar o mesmo numero de nos
de storage a cada local ou volumes de storage adicionais em cada local.

Se vocé tiver uma politica de ILM mais complexa que inclua regras que coloquem objetos em locais diferentes
com base em critérios como nome do bucket ou regras que alterem os locais do objeto ao longo do tempo,
sua analise de onde o armazenamento é necessario para a expansao sera semelhante, mas mais complexa.

Tragar a rapidez com que a capacidade geral de armazenamento esta sendo consumida pode ajuda-lo a
entender quanto armazenamento adicionar na expansao e quando o espago de armazenamento adicional
sera necessario. Vocé pode usar o Gerenciador de Grade para "monitorar e mapear a capacidade de
armazenamento”.

Ao planejar o momento de uma expanséo, lembre-se de considerar quanto tempo pode levar para adquirir e
instalar armazenamento adicional. Para simplificar o planejamento da expansao, considere adicionar nés de
armazenamento quando os nés de armazenamento existentes atingirem 70% da capacidade.

Planejamento de expansao para dados com codificacao de
apagamento (EC) no StorageGRID

Se a politica de ILM incluir uma regra que faga copias codificadas por apagamento, vocé
deve Planejar onde adicionar um novo storage e quando adicionar um novo storage. A
quantidade de armazenamento que vocé adiciona e o tempo da adigcdo podem afetar a
capacidade de armazenamento utilizavel da grade.

A primeira etapa no Planejamento de uma expansao de storage € examinar as regras da politica de ILM que
criam objetos codificados por apagamento. Como o StorageGRID cria fragmentos k-m para cada objeto
codificado de apagamento e armazena cada fragmento em um no de storage diferente, vocé deve garantir
que pelo menos os nés de storage k-m tenham espago para novos dados codificados de apagamento apds a
expansdao. Se o perfil de codificacdo de apagamento fornecer protegéo contra perda de site, vocé precisara
adicionar storage a cada local. "O que sédo esquemas de codificagao de apagamento”Consulte para obter
informacgdes sobre perfis de codificagdo de apagamento.

O numero de nds que vocé precisa adicionar também depende de quéo cheios os nos existentes estao
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quando vocé executa a expansao.

Recomendacgao geral para adicionar capacidade de storage para objetos
codificados por apagamento

Se vocé quiser evitar calculos detalhados, pode adicionar dois nds de storage por local quando os nds de
storage existentes atingirem 70% de capacidade.

Esta recomendacao geral fornece resultados razoaveis em uma ampla variedade de esquemas de codificagao
de apagamento para grades de um unico local e para grades onde a codificagdo de apagamento fornece
protecéo contra perda de site.

Para entender melhor os fatores que levaram a esta recomendacao ou para desenvolver um plano mais
preciso para o seu site, "Consideracoes para rebalanceamento de dados codificados por
apagamento"consulte . Para obter uma recomendacédo personalizada otimizada para a sua situagao, entre em
Contato com o consultor de Servigos profissionais da NetApp.

Saiba mais sobre o rebalanceamento de EC apés a
expansao no StorageGRID.

Se vocé estiver executando uma expansao para adicionar nés de storage e usar regras
de ILM para apagar dados de codigo, talvez seja necessario executar o procedimento de
rebalanceamento de codificacdo de apagamento (EC) se nao for possivel adicionar nds
de storage suficientes para o esquema de codificagdo de apagamento que vocé esta
usando.

Depois de analisar estas consideragdes, execute a expansao e, em seguida, va para para "Rebalancear os
dados codificados por apagamento apos adicionar nos de storage" para executar o procedimento.

O que é o reequilibrio CE?

O rebalanceamento EC é um procedimento StorageGRID que pode ser necessario apos uma expansao do no
de storage. O procedimento é executado como um script de linha de comando a partir do né de administragao
principal. Ao executar o procedimento de rebalancear, o StorageGRID redistribui fragmentos codificados por
apagamento entre os nds de storage existentes e recém-adicionados em um local.

O procedimento de reequilibrio CE:

» Move apenas dados de objetos codificados por apagamento. Ele ndo move dados de objetos replicados.
* Redistribui os dados em um local. Ele ndo move dados entre sites.

» Redistribui dados entre todos os nos de storage em um local. Ele nao redistribui dados dentro de volumes
de storage.

 Tenta distribuir o mesmo numero de bytes para cada né. Os n6s que contém mais dados replicados
armazenarao menos dados codificados por eliminagdo apds a conclusao do rebalanceamento.

 Redistribui dados codificados para eliminagédo uniformemente entre os nés de armazenamento sem
considerar as capacidades relativas de cada né. Dados replicados sao incluidos no calculo.

» Nao distribuira dados codificados para eliminagéo para ndés de armazenamento que estejam mais de 80%
cheios.

* Pode diminuir o desempenho das operacdes ILM e das operacdes de cliente S3 quando executa& n.o
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8212;recursos adicionais sao necessarios para redistribuir os fragmentos de codificagdo de apagamento.
Quando o procedimento de reequilibrio CE estiver concluido:
* Os dados codificados por apagamento terdo migrado dos nds de storage com menos espaco disponivel
para os nds de storage com mais espaco disponivel.
» A protecado de dados de objetos codificados por apagamento ndo sera alterada.
» Os valores usados (%) podem ser diferentes entre nds de storage por dois motivos:
> As copias de objetos replicadas continuardo a consumir espago nos nos existentes& n.o 8212; o
procedimento de rebalanceamento EC ndo move dados replicados.
> Nos de maior capacidade estarao relativamente menos cheios do que nés de menor capacidade,

mesmo que todos os nés acabem com aproximadamente a mesma quantidade de dados.

Por exemplo, suponha que trés nés de 200 TB estejam preenchidos a 80% (200 e 215; 0,8: 160 TB
em cada no ou 480 TB para o local). Se vocé adicionar um n6 de 400 TB e executar o procedimento
de rebalancear, todos os nés agora terdo aproximadamente a mesma quantidade de dados de cédigo
de apagamento (480/4: 120 TB). No entanto, o usado (%) para o né maior sera menor do que o usado
(%) para os nés menores.

After addin
S — After EC rebalance ——
larger node
0% 30%
20% 20% 200% + 60% G0% 60%

Quando rebalancear os dados codificados por apagamento

O procedimento de rebalanceamento do EC redistribui os dados codificados para eliminagéo existentes para
garantir que os nés nao figuem ou permanegam cheios. O procedimento ajuda a garantir que a codificagao EC
possa continuar no site.

Execute o procedimento de rebalanceamento quando houver um viés preocupante na distribuicdo de dados
em um site e o site armazenar principalmente dados EC (ja que os dados replicados ndo podem ser movidos
pelo rebalanceamento).

Considere o seguinte cenario:

* O StorageGRID ¢ executado em um unico local, que contém trés nds de storage.

» A politica ILM usa uma regra de codificagdo de apagamento de mais de 2 1 para todos os objetos com
mais de 1,0 MB e uma regra de replicagdo de 2 copias para objetos menores.

» Todos 0s nds de storage ficaram completamente cheios. O alerta Low Object Storage foi acionado no
nivel de gravidade principal.



- Before expansion -

3 nodes are 100% full

O rebalancear nao sera necessario se vocé adicionar nés suficientes

Para entender quando o rebalanceamento de EC ndo é necessario, suponha que vocé adicionou trés (ou
mais) novos nos de storage. Nesse caso, vocé nao precisa executar o EC rebalanceamento. Os nds de
storage originais permanecerao cheios, mas novos objetos agora usarao os trés novos nos para 2 codificagao
de apagamento de mais de 1 e 8212; os dois fragmentos de dados e um fragmento de paridade podem ser
armazenados em um no diferente.

- Before expansion - After adding 3 nodes

3 nodes are 100% full 3 new nodes can be used for 2+1 EC

Embora vocé possa executar o procedimento de rebalanceamento EC nesse caso, mover 0s
dados codificados de apagamento diminuira temporariamente o desempenho da grade, o que
pode afetar as operacdes do cliente.

O rebalanceamento é necessario se vocé nao puder adicionar nés suficientes

Para entender quando o EC rebalanceamento é necessario, suponha que vocé sé possa adicionar dois nés
de storage, em vez de trés. Como o esquema 2-1U requer pelo menos trés nés de storage para ter espago
disponivel, os nos vazios ndo podem ser usados para novos dados codificados por apagamento.

- Before expansion - After adding 2 nodes

3 nodes are 100% full 2 new nodes cannot be used for EC




Para usar os novos nos de storage, execute o procedimento de rebalanceamento de EC. Quando esse
procedimento é executado, o StorageGRID redistribui dados codificados por apagamento e fragmentos de
paridade entre todos os nds de storage no local. Neste exemplo, quando o procedimento de rebalanceamento
do EC estiver concluido, todos os cinco nés agora estdo apenas 60% cheios e os objetos podem continuar a
ser ingeridos no 2 esquema de codificagdo de apagamento de mais de 1% em todos os nos de storage.

- Before expansion A ——— After adding 2 nodes ——— After EC rebalance

3 nodes are 100% full 2 new nodes cannot be used for EC 5 nodes are 60% full, EC can continue

Recomendacgodes para o reequilibrio CE

O NetApp requer rebalanceamento EC se all das seguintes afirmagdes forem verdadeiras:

» Vocé usa codificacdo de apagamento para seus dados de objeto.

» O alerta Low Object Storage foi acionado para um ou mais nés de storage em um local, indicando que os
nés estdo 80% ou mais cheios.

* Nao € possivel adicionar nds de storage novos suficientes para o esquema de codificagdo de apagamento
em uso. "Adicionar capacidade de storage para objetos codificados por apagamento"Consulte .

» Seus clientes S3 podem tolerar um desempenho inferior para suas operagdes de gravacgao e leitura
enquanto o procedimento EC Rebalanceance esta sendo executado.

Vocé pode, opcionalmente, executar o procedimento de rebalanceamento de EC se preferir que os nos de
storage sejam preenchidos a niveis semelhantes. Além disso, seus clientes do S3 podem tolerar uma
performance menor para as operagdes de gravacao e leitura enquanto o procedimento de rebalanceamento
de EC estiver em execucgao.

Como o procedimento EC Rebalanceance interage com outras tarefas de
manutencgao

N&o é possivel executar determinados procedimentos de manutengdo ao mesmo tempo que executa o
procedimento EC Rebalanceance.

Procedimento Permitido durante o procedimento de reequilibrio CE?

Procedimentos adicionais de Nao

reequilibrio da CE
S6 é possivel executar um procedimento de rebalanceamento EC de
cada vez.



Procedimento

Procedimento de desativacao

Trabalho de reparagéo de dados
EC

Procedimento de expansao

Procedimento de atualizacéo

Procedimento de clone de n6 do
dispositivo

Procedimento de correg¢ao

Outros procedimentos de
manutencao

Permitido durante o procedimento de reequilibrio CE?
Néao

« E impedido de iniciar um procedimento de desativagdo ou uma
reparagao de dados EC enquanto o procedimento de reequilibrio
EC esta em execucao.

« E impedido de iniciar o procedimento de rebalanceamento EC
enquanto um procedimento de desativagdo do né de storage ou um
reparo de dados EC estiver em execugéo.

N&o
Se vocé precisar adicionar novos nos de storage em uma expansao,

execute o procedimento de rebalanceamento do EC depois de adicionar
todos os novos nos.

Né&o

Se vocé precisar atualizar o software StorageGRID, execute o
procedimento de atualizagao antes ou depois de executar o
procedimento EC Rebalanceance. Conforme necessario, vocé pode

encerrar o procedimento EC Rebalanceance para realizar uma
atualizacao de software.

Né&o

Se vocé precisar clonar um no de storage de dispositivo, execute o
procedimento de rebalanceamento de EC depois de adicionar o novo
no.

Sim.

Vocé pode aplicar um hotfix do StorageGRID enquanto o procedimento
EC Rebalanceance estiver sendo executado.

Nao

Vocé deve terminar o procedimento EC Rebalanceance antes de
executar outros procedimentos de manutencéo.

Como o procedimento EC Rebalanceance interage com o ILM

Enquanto o procedimento de rebalanceamento EC estiver em execucao, evite fazer alteragdes no ILM que
possam alterar o local dos objetos codificados por apagamento existentes. Por exemplo, ndo comece a usar
uma regra ILM que tenha um perfil de codificagdo de apagamento diferente. Se vocé precisar fazer essas
alteragdes no ILM, vocé deve encerrar o procedimento EC Rebalanceance.
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