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Configurar backends

Um back-end define a relag&o entre o Astra Trident e um sistema de storage. Ele diz ao
Astra Trident como se comunicar com esse sistema de storage e como o Astra Trident
deve provisionar volumes a partir dele.

O Astra Trident oferece automaticamente pools de storage de back-ends que atendem aos requisitos definidos
por uma classe de storage. Saiba como configurar o back-end para o seu sistema de armazenamento.

+ "Configurar um back-end do Azure NetApp Files"

* "Configure um back-end do Cloud Volumes Service para o Google Cloud Platform"

+ "Configurar um back-end NetApp HCI ou SolidFire"

« "Configurar um back-end com drivers nas ONTAP ou Cloud Volumes ONTAP"

+ "Configure um back-end com drivers SAN ONTAP ou Cloud Volumes ONTAP"

* "Use o Astra Trident com o0 Amazon FSX para NetApp ONTAP"

Azure NetApp Files

Configurar um back-end do Azure NetApp Files

Vocé pode configurar o Azure NetApp Files (ANF) como back-end do Astra Trident. E possivel anexar volumes
NFS e SMB usando um back-end de ANF.

» "Preparag&o”

* "Opc¢des de configuracao e exemplos"

Consideragoes

» O servico Azure NetApp Files nao oferece suporte a volumes menores que 100 GB. O Astra Trident cria
automaticamente volumes de 100 GB se um volume menor for solicitado.

* O Astra Trident € compativel com volumes SMB montados em pods executados apenas em nés do
Windows.

* O Astra Trident ndo é compativel com a arquitetura WINDOWS ARM.
Prepare-se para configurar um back-end do Azure NetApp Files

Antes de configurar o back-end do Azure NetApp Files, vocé precisa garantir que os
seguintes requisitos sejam atendidos.

Se vocé estiver usando o Azure NetApp Files pela primeira vez ou em um novo local, sera
@ necessaria alguma configuracao inicial para configurar o Azure NetApp Files e criar um volume
NFS. Consulte a "Azure: Configure o Azure NetApp Files e crie um volume NFS".

Pré-requisitos para volumes NFS e SMB

Para configurar e usar um "Azure NetApp Files" back-end, vocé precisa do seguinte:


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://azure.microsoft.com/en-us/services/netapp/

* Um pool de capacidade. "Microsoft: Crie um pool de capacidade para o Azure NetApp Files"Consulte a .

* Uma sub-rede delegada ao Azure NetApp Files. "Microsoft: Delegar uma sub-rede ao Azure NetApp
Files"Consulte a .

* subscriptionID A partir de uma subscricdo do Azure com o Azure NetApp Files ativado.

* tenantID, clientID E clientSecret de um "Registo da aplicacao" no Azure ative Directory com
permissoes suficientes para o servigo Azure NetApp Files. O Registro de aplicativos deve usar:

o A funcéao proprietario ou Colaborador "Pré-definido pelo Azure".

° A"Funcao de Colaborador personalizada"no nivel da subscrigdo (assignableScopes) com as
seguintes permissoes limitadas apenas ao que o Astra Trident requer. Depois de criar a fungao
personalizada"Atribua a funcao usando o portal do Azure", .

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": ({

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [

"/subscriptions/<subscription-id>"
I
"permissions": [

{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

"
’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

e"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele
te",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/rea


https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal

d"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/wri

te" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/del

ete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/Get

Metadata/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r

ead",

"Microsoft
/read",

"Microsoft

/write",

"Microsoft.

/delete",

"Microsoft.

"Microsoft.

"Microsoft.

"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",

.Features/featureProviders/subscriptionFeatureRegistrations

.Features/featureProviders/subscriptionFeatureRegistrations

Features/featureProviders/subscriptionFeatureRegistrations

"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

Features/providers/features/register/action",
Features/providers/features/unregister/action",

Features/subscriptionFeatureRegistrations/read"

I
"notActions": [],
"dataActions": [],

"notDataActions": []

* O Azure location que contém pelo menos um "sub-rede delegada”. A partir do Trident 22,01, o
location parametro € um campo obrigatério no nivel superior do arquivo de configuragdo de back-end.
Os valores de localizagao especificados em pools virtuais sdo ignorados.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet

Requisitos adicionais para volumes SMB

Para criar um volume SMB, vocé deve ter:

« Ative Directory configurado e conetado ao Azure NetApp Files. "Microsoft: Crie e gerencie conexdes do

ative Directory para Azure NetApp Files"Consulte a .

* Um cluster do Kubernetes com um né de controlador Linux e pelo menos um né de trabalho do Windows
que executa o Windows Server 2019. O Astra Trident € compativel com volumes SMB montados em pods

executados apenas em nos do Windows.

* Pelo menos um segredo do Astra Trident que contém suas credenciais do ative Directory para que o
Azure NetApp Files possa se autenticar no ative Directory. Para gerar segredo smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* Um proxy CSI configurado como um servigo Windows. Para configurar um csi-proxy, "GitHub: CSI

Proxy"consulte ou "GitHub: CSI Proxy para Windows" para nés do Kubernetes executados no Windows.

Exemplos e opgoes de configuragcao de back-end do Azure NetApp Files

Saiba mais sobre as opgdes de configuragdo de back-end NFS e SMB para ANF e revise exemplos de

configuragéao.

O Astra Trident usa sua configuragao de back-end (sub-rede, rede virtual, nivel de servigo e local) para criar

volumes de ANF em pools de capacidade disponiveis no local solicitado e que correspondam ao nivel de

servigo e a sub-rede solicitados.

@ O Astra Trident nao é compativel com pools de capacidade de QoS manual.

Opcoes de configuracido de back-end

Os backends do ANF oferecem essas opgdes de configuragao.

Parametro Descrigcao

version

storageDriverName Nome do controlador de
armazenamento

backendName Nome personalizado ou back-end
de storage

subscriptionID O ID da assinatura da sua
assinatura do Azure

tenantID O ID do locatario de um Registro
de aplicativo

clientID A ID do cliente de um registo de
aplicagao

Padrao
Sempre 1

"ficheiros azure-NetApp"

Nome do condutor e carateres
aleatdrios


https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md

Parametro

clientSecret

servicelLevel

location

resourceGroups

netappAccounts

capacityPools

virtualNetwork

subnet

networkFeatures

nfsMountOptions

limitVolumeSize

Descricédo Padrao

O segredo do cliente de um
Registro de aplicativo

Um de Standard, Premium, ou " (aleatorio)
Ultra

Nome do local do Azure onde os
novos volumes serao criados

Lista de grupos de recursos para  "[]" (sem filtro)
filtragem de recursos descobertos

Lista de contas do NetApp para "[I" (sem filtro)
filtragem de recursos descobertos

Lista de pools de capacidade para "[]" (sem filtro, aleatorio)
filtrar recursos descobertos

Nome de uma rede virtual com uma
sub-rede delegada

Nome de uma sub-rede delegada
Microsoft.Netapp/volumes

Conjunto de recursos VNet para
um volume, pode ser Basic ou
Standard. Os recursos de rede
nao estao disponiveis em todas as
regides e podem ter que ser
ativados em uma assinatura.
Especificar networkFeatures
quando a funcionalidade nao esta
ativada faz com que o
provisionamento de volume falhe.

Controle refinado das opgbes de "3"
montagem NFS. Ignorado para
volumes SMB. Para montar
volumes usando o NFS versao 4,1,
inclua “nfsvers=4'na lista de
opc¢des de montagem delimitadas
por virgulas para escolher NFS
v4,1. As opgdes de montagem
definidas em uma definicdo de
classe de armazenamento
substituem as opcdes de
montagem definidas na
configuragao de back-end.

Falha no provisionamento se o
tamanho do volume solicitado
estiver acima desse valor

(n&o aplicado por padrao)



Parametro Descrigdo Padrao

debugTraceFlags Debug flags para usar ao nulo
solucionar problemas. Exemplo,
\{"api": false, "method":
true, "discovery": true}.
Nao use isso a menos que vocé
esteja solucionando problemas e
exija um despejo de log detalhado.

nasType Configurar a criagdo de volumes nfs
NFS ou SMB. As opcdes sdo nfs,
smb ou null. A configuragdo como
null padrao para volumes NFS.

@ Para obter mais informacdes sobre recursos de rede, "Configurar recursos de rede para um
volume Azure NetApp Files"consulte .

Permissoes e recursos necessarios

Se vocé receber um erro "sem pools de capacidade encontrados" ao criar um PVC, é provavel que o Registro
do aplicativo ndo tenha as permissdes e recursos necessarios (sub-rede, rede virtual, pool de capacidade)
associados. Se a depuracao estiver ativada, o Astra Trident registrara os recursos do Azure descobertos
quando o back-end for criado. Verifique se uma funcéo apropriada esta sendo usada.

Os valores para resourceGroups, netappAccounts, capacityPools,, virtualNetwork € subnet
podem ser especificados usando nomes curtos ou totalmente qualificados. Nomes totalmente qualificados sao
recomendados na maioria das situacdes, pois nomes curtos podem corresponder varios recursos com o
mesmo nome.

Os resourceGroups valores , netappAccounts, € capacityPools sao filtros que restringem o conjunto
de recursos descobertos aos disponiveis para esse back-end de armazenamento e podem ser especificados
em qualquer combinagédo. Nomes totalmente qualificados seguem este formato:

Tipo Formato

Grupo de recursos <resource group>

Conta NetApp <resource group>/ cliente NetApp account>

Pool de capacidade <resource group>/ cliente NetApp account>/<capacity
pool>

Rede virtual <resource group>/<virtual network>

Sub-rede <resource group>/<virtual network>/<subnet>

Provisionamento de volume

Vocé pode controlar o provisionamento de volume padrao especificando as seguintes opgdes em uma segao
especial do arquivo de configuragdo. Exemplos de configuracdesConsulte para obter detalhes.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features

Parametro Descrigao

Regras de exportagao para novos
volumes.

exportRule Deve ser uma lista
separada por virgulas de qualquer
combinacao de enderecos IPv4 ou
sub-redes IPv4 na notagao CIDR.
Ignorado para volumes SMB.

exportRule

Controla a visibilidade do diretério
.snapshot

snapshotDir

O tamanho padrao dos novos
volumes

size

As permissdes unix de novos
volumes (4 digitos octal). Ignorado
para volumes SMB.

unixPermissions

Exemplos de configuragoes

Exemplo 1: Configuragao minima

Padrao

"0,0.0,0/0"

"falso"

ll1 OOG“

(recurso de pré-visualizagao,
requer lista branca na assinatura)

Esta € a configuragdo minima absoluta de back-end. Com essa configuragéo, o Astra Trident descobre
todas as suas contas NetApp, pools de capacidade e sub-redes delegadas no ANF no local configurado
e coloca novos volumes aleatoriamente em um desses pools e sub-redes. Como nasType € omitido, o

nfs padrado se aplica e o back-end provisionara para volumes NFS.

Essa configuragao € ideal quando vocé esta apenas comegando o ANF e experimentando as coisas,
mas na pratica vocé vai querer fornecer um escopo adicional para os volumes provisionados.

version: 1
storageDriverName: azure-netapp-files
subscriptionID:
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91le5713aa
SECRET

eastus

clientSecret:
location:

9f87c765-4774-fake-ae98-a721add45451



Exemplo 2: Configuragao especifica de nivel de servigo com filtros de pool de capacidade

Essa configuragéo de back-end coloca volumes no local do Azure eastus em um Ultra pool de
capacidade. O Astra Trident descobre automaticamente todas as sub-redes delegadas no ANF nesse
local e coloca um novo volume em uma delas aleatoriamente.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2



Exemplo 3: Configuragdo avangada

Essa configuragao de back-end reduz ainda mais o escopo do posicionamento de volume para uma
Unica sub-rede e também modifica alguns padrées de provisionamento de volume.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi
unixPermissions: '0777'



Exemplo 4: Configuragao de pool virtual

Essa configuracao de back-end define varios pools de storage em um Unico arquivo. Isso é util quando

vocé tem varios pools de capacidade com suporte a diferentes niveis de servigo e deseja criar classes de

storage no Kubernetes que os representem. Rétulos de pool virtual foram usados para diferenciar os
pools com base performance no .

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

Definicdes da classe de armazenamento

As definicdes a seguir StorageClass referem-se aos pools de armazenamento acima.

10



Exemplos de definigdes usando parameter.selector campo

Usando parameter.selector vocé pode especificar para cada StorageClass pool virtual que é usado
para hospedar um volume. O volume tera os aspetos definidos no pool escolhido.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

Definicoes de exemplo para volumes SMB

Usando nasType, node-stage-secret-name € node-stage-secret-namespace, VOCé pode
especificar um volume SMB e fornecer as credenciais necessarias do ative Directory.

11



Exemplo 1: Configuragdo basica no namespace padrao

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

Exemplo 2: Usando diferentes segredos por namespace

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

"default"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

Exemplo 3: Usando segredos diferentes por volume

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

$S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret—-namespace:

12

S{pvc.namespace}



@ nasType: smb Filtros para pools compativeis com volumes SMB. nasType: ‘nfs Ou
nasType: “null filiros para NFS Pools.

Crie o backend

Depois de criar o arquivo de configuracado de back-end, execute o seguinte comando:

tridentctl create backend -f <backend-file>

Se a criagado do backend falhar, algo esta errado com a configuragéo do backend. Vocé pode exibir os logs
para determinar a causa executando o seguinte comando:

tridentctl logs

Depois de identificar e corrigir o problema com o arquivo de configuragéo, vocé pode executar o comando
create novamente.

Configure um back-end do Cloud Volumes Service para o
Google Cloud

Saiba como configurar o NetApp Cloud Volumes Service para Google Cloud como back-
end para sua instalagdo do Astra Trident usando as configuragdes de exemplo
fornecidas.

Saiba mais sobre o suporte ao Astra Trident para Cloud Volumes Service para
Google Cloud

O Astra Trident pode criar volumes Cloud Volumes Service em um de dois "tipos de servigo™

» CVS-Performance: O tipo de servigo padréo Astra Trident. Esse tipo de servigo otimizado para
performance € mais adequado para workloads de produgéo que valorizam a performance. O tipo de
servico CVS-Performance é uma opg¢ao de hardware que suporta volumes com um tamanho minimo de
100 GiB. Vocé pode escolher um dos "trés niveis de servico™:

° standard
° premium
° extreme

» CVS: O tipo de servigo CVS fornece alta disponibilidade por zonas com niveis de desempenho limitados a
moderados. O tipo de servigo CVS é uma opgéao de software que usa pools de armazenamento para dar
suporte a volumes tao pequenos quanto 1 GiB. O pool de storage pode conter até 50 volumes em que
todos os volumes compartilham a capacidade e a performance do pool. Vocé pode escolher um dos "dois
niveis de servigo":

° standardsw

° zoneredundantstandardsw

13


https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs_service_type

O que vocé vai precisar

Para configurar e usar o "Cloud Volumes Service para Google Cloud" back-end, vocé precisa do seguinte:

» Uma conta do Google Cloud configurada com o NetApp Cloud Volumes Service

* Numero do projeto da sua conta do Google Cloud

* Conta de servigo do Google Cloud com a netappcloudvolumes.admin fungao

* Arquivo de chave de API para sua conta Cloud Volumes Service

Opcoes de configuragao de back-end

Cada back-end provisiona volumes em uma unica regido do Google Cloud. Para criar volumes em outras
regides, vocé pode definir backends adicionais.

Parametro
version

storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

14

Descrigcao

Nome do controlador de
armazenamento

Nome personalizado ou back-end
de storage

Parametro opcional usado para
especificar o tipo de servigo CVS.
software Use para
selecionar o tipo de
servigco CVS. Caso
contrdrio, o Astra Trident
assume o tipo de servico
CVS-Performance
(“hardware).

Apenas tipo de servico CVS.
Parametro opcional usado para
especificar pools de
armazenamento para criagédo de
volume.

Numero do projeto da conta Google
Cloud. O valor é encontrado na
pagina inicial do portal do Google
Cloud.

Necessario se estiver usando uma
rede VPC compartilhada. Neste
cenario, projectNumber € 0
projeto de servigo, e
hostProjectNumber € 0 projeto
host.

Padrao
Sempre 1

"gcp-cvs"

Nome do driver e parte da chave
da API


https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident

Parametro

apiRegion

apiKey

proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

Descrigdo

Aregido do Google Cloud onde o

Astra Trident cria o Cloud Volumes

Service volumes. Ao criar clusters
de Kubernetes entre regides, os
volumes criados em um

apiRegion podem ser usados em

workloads programados em nés
em varias regides do Google
Cloud. O trafego entre regides
incorre em um custo adicional.

Chave de API para a conta de
servigo do Google Cloud com a
netappcloudvolumes.admin
fungéo. Ele inclui o contetdo

formatado em JSON do arquivo de

chave privada de uma conta de

servigo do Google Cloud (copiado

literalmente no arquivo de
configuragéo de back-end).

URL do proxy se o servidor proxy
for necessario para se conetar a

conta CVS. O servidor proxy pode

ser um proxy HTTP ou um proxy
HTTPS. Para um proxy HTTPS, a

validagao do certificado € ignorada

para permitir o uso de certificados
autoassinados no servidor proxy.
Os servidores proxy com
autenticacao ativada nao séo
suportados.

Controle refinado das opgbes de
montagem NFS.

Falha no provisionamento se o
tamanho do volume solicitado
estiver acima desse valor.

O nivel de servigo CVS-
Performance ou CVS para novos
volumes. Os valores CVS-
Performance sdo standard,
premium, extreme ou . Os
valores CVS sdo standardsw ou
zoneredundantstandardsw.

Rede Google Cloud usada para
Cloud Volumes Service volumes.

Padrao

ll3ll

(n&o aplicado por padrao)

O padrao CVS-Performance é
"padrao". O padrdao CVS é
"standardsw".

"padrao”
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Parametro

debugTraceFlags

allowedTopologies

Descrigdo

Debug flags para usar ao
solucionar problemas. Exemplo,
\{"api":false,
"method":true}. Ndo use isso a
menos que vocé esteja
solucionando problemas e exija um
despejo de log detalhado.

Para habilitar o acesso entre
regides, a definicdo do
StorageClass para
allowedTopologies deve incluir
todas as regides. Por exemplo:

- key:
topology.kubernetes.io/reg
ion

values:

- us-eastl

- europe-westl

Opcoes de provisionamento de volume

Padrao

nulo

Vocé pode controlar o provisionamento de volume padrao defaults na seg¢ao do arquivo de configuragao.

Parametro

exportRule

snapshotDir

snapshotReserve

size

Descrigao

As regras de exportagao para
novos volumes. Deve ser uma lista
separada por virgulas de qualquer
combinacao de enderecos IPv4 ou
sub-redes IPv4 na notagao CIDR.

Acesso ao . snapshot diretorio

Porcentagem de volume reservado
para snapshots

O tamanho dos novos volumes. O
minimo de desempenho do CVS é
de 100 GiB. CVS minimo é de 1
GiB.

Exemplos de tipos de servigo CVS-Performance

Padrao

"0,0.0,0/0"

"falso"

"" (aceitar o padrao CVS de 0)

O tipo de servico CVS-Performance
€ padrao para "100GiB". O tipo de
servigo CVS nao define um padréo,
mas requer um minimo de 1 GiB.

Os exemplos a seguir fornecem exemplos de configuragdes para o tipo de servico CVS-Performance.
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Exemplo 1: Configuragao minima

Essa é a configuragdo minima de back-end usando o tipo de servigo CVS-Performance padrao com o
nivel de servigo padrao.

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com



Exemplo 2: Configuragao do nivel de servigo

Este exemplo ilustra as opgbes de configuragao de back-end, incluindo nivel de servigo e padrdes de
volume.

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '5'
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
size: 5Ti



Exemplo 3: Configuragao de pool virtual

Este exemplo usa storage para configurar pools virtuais e 0s StorageClasses que se referem a eles.

Definicoes de classe de armazenamentoConsulte para ver como as classes de armazenamento foram
definidas.

Aqui, padrbes especificos sédo definidos para todos os pools virtuais, que definem 0 snapshotReserve
em 5% e 0 exportRule para 0,0.0,0/0. Os pools virtuais sao definidos na storage segéo. Cada pool
virtual individual define seu préprio serviceLevel, e alguns pools substituem os valores padrao.
Roétulos de pool virtual foram usados para diferenciar os pools com base em performance e
protection.

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
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znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zqg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard



servicelevel: standard

Definicoes de classe de armazenamento

As seguintes definicdes do StorageClass se aplicam ao exemplo de configuragao de pool virtual. Usando
‘parameters.selector’'o , vocé pode especificar para cada StorageClass o pool virtual usado para hospedar um
volume. O volume tera os aspetos definidos no pool escolhido.
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Exemplo de classe de armazenamento

24

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-extreme-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: netapp.io/trident
parameters:
selector: "performance=standard"
allowVolumeExpansion: true



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: netapp.io/trident
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

» O primeiro StorageClass ) (' cvs-extreme-extra-protection’mapeia para o primeiro pool virtual. Esse € o
unico pool que oferece desempenho extremo com uma reserva de snapshot de 10%.

+ O ultimo StorageClass ) ("cvs-extra-protection’chama qualquer pool de armazenamento que fornega uma
reserva de snapshot de 10%. O Astra Trident decide qual pool virtual esta selecionado e garante que o
requisito de reserva de snapshot seja atendido.

Exemplos de tipo de servigo CVS

Os exemplos a seguir fornecem exemplos de configuragdes para o tipo de servigo CVS.
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Exemplo 1: Configuragao minima

Essa € a configuragdo minima de back-end usada storageClass para especificar o tipo de servigo
CVS e o nivel de servigo padrao standardsw.

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jJK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
XsYgoegyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
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client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw
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Exemplo 2: Configuragao do pool de armazenamento

28

Essa configuragdo de back-end de exemplo € usada storagePools para configurar um pool de
armazenamento.

version: 1

storageDriverName: gcp-cvs

backendName: gcp-std-so-with-pool
projectNumber: '531265380079"'

apiRegion: europe-westl

apiKey:

type: service account

project id: cloud-native-data
private key id: "<id value>"
private key: |-

MITEvAIBADANBgkghkiGO9wOBAQEFAASCBKYwggSiAgEAAOIBRAQDaT+Oui9FBAW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSwWCD+Nv+jdl1Gvt FRLALKSRVXyF5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtgqVPICgMIakK2j8pZTIgqUiMum/
5/Y90TbZrjAHSMgIm2nHzFgq2X0rgVMaHghI 6ATm4 DOuWx8XGWKTGIP1c0gPgqJdlgs
LLaWOHAVIZQZCAYW5IUp9CAMwagHgdGOUhFNfCgMmED6PBUVVLsSLvCcg86X+QSWRIOk
ETgE1j/sGCenPF7til1DhGBFafdo9hPnxg9PZY29ArEZwY9G/Z)ZQXTWPgsOVvxiNR
DxZRC3GXAgMBAAECGGEACN5¢59bG/qnVEVI1CWMAalM5M22z09JFh1L11jKwnt NP
Vilw2eTW2+UE7HbJru/S7KQgA5SDNn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4jMUQ21smvGsgFzwloYWS5gz01W83ivXH/HW/igkmY2eW+EPRS/hwSSu
SscR+SoJI7PBOBWSJh1V4yqYf3veD/D95e12CVHIRCkL85DKumeZ+yHENpiXGZAE
t8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP86W
esFlwlkpWyJRIZATLIOG/rVpslnX+XdDgOWQf4umdLNau5S5hYEHOLUG6ZSGs1Xk3/B
NHWR60XFugEKNiu83d0zS1HhTy7PZp0Zd]5a/vVvQEPDMz 70vsgLRd7YCAbdzuQo
+Ahg0ZtwvgOHQO64hdWO0ukpYRRWKBgQODgyHj 980ogswoYula+pPlySOpPwLm]jwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428jvg7kDhO7PCCKFg+mMmfgHmTpb0Mag
KpKnZgdipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XE1
JLgiWAZFMOKBgFHKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef/S5KY1FCt8ew
F/+aIxM21QSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PjHMkLXa2uazs4
WR17sLduj62RgXRLX0c0QkwBiNFyHbRcpdkZzIJQujbYMhBa+7j7SxT4BtAOGAWMWT
UucocRXzZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/H8A
Gecxd/xVu5mA2L2N3KMql8Zhz8Th0G5DwKyDRJIGOQ0Q4 6yuNXOoYE] Lo4W] yk8Me
+t1081iK98E0UMZnhTgfSpSNE1bz2AqnzQ3MNIUECGYAqdvdAVPnKGEvdt 22D yMoJ
E89UIC41W)jIGCGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWS1l+nobpTuvlo56ZRIVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6KyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-

data.iam.gserviceaccount.com



client id: '107071413297115343396"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-Db
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

O que se segue?

Depois de criar o arquivo de configuragcado de back-end, execute o seguinte comando:

tridentctl create backend -f <backend-file>

Se a criagao do backend falhar, algo esta errado com a configuragéo do backend. Vocé pode exibir os logs
para determinar a causa executando o seguinte comando:

tridentctl logs

Depois de identificar e corrigir o problema com o arquivo de configuragéo, vocé pode executar o comando
create novamente.

Configurar um back-end NetApp HCI ou SolidFire
Saiba mais sobre como criar e usar um back-end Element com sua instalagéo do Astra Trident.

O que vocé vai precisar
* Um sistema de storage compativel que executa o software Element.

* Credenciais para um usuario de administrador ou locatario de cluster do NetApp HCI/SolidFire que possa
gerenciar volumes.

» Todos os seus nds de trabalho do Kubernetes devem ter as ferramentas iSCSI apropriadas instaladas.
"informacdes sobre a preparacao do no de trabalho"Consulte .
O que vocé precisa saber

O solidfire-san driver de armazenamento suporta ambos os modos de volume: Arquivo e bloco. Para o
Filesystem volumeMode, o Astra Trident cria um volume e cria um sistema de arquivos. O tipo de sistema
de arquivos é especificado pelo StorageClass.
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Condutor

solidfire-san

solidfire-san

solidfire-san

solidfire-san

Protocolo

ISCSI

ISCSI

ISCSI

ISCSI

Modos de acesso
suportados

Modo de volume

Bloco RWO, ROX, RWX

Bloco RWO, ROX, RWX

Sistema de ficheiros RWO, ROX

Sistema de ficheiros RWO, ROX

Sistemas de
arquivos
suportados

Sem sistema de
ficheiros. Dispositivo
de bloco bruto.

Sem sistema de
ficheiros. Dispositivo
de bloco bruto.

xfs ext3,, extd

xfs ext3,, ext4d

O Astra Trident usa o CHAP quando funciona como um supervisor de CSI aprimorado. Se vocé
@ estiver usando CHAP (que é o padrao para CSI), nenhuma preparagao adicional & necessaria.
Recomenda-se definir explicitamente a UseCHAP opgao para usar CHAP com Trident ndo-CSl.
Caso contrario, "aqui"consulte .

@ Os grupos de acesso a volume s6 sdo compativeis com a estrutura convencional nao CSI para
Astra Trident. Quando configurado para funcionar no modo CSlI, o Astra Trident usa CHAP.

Se nenhuma AccessGroups ou UseCHAP for definida, uma das seguintes regras sera aplicada:

* Se o grupo de acesso padrédo trident for detetado, os grupos de acesso serdo usados.

* Se nenhum grupo de acesso for detetado e a versdo do Kubernetes for 1,7 ou posterior, o CHAP sera

usado.

Opcoes de configuragao de back-end

Consulte a tabela a seguir para obter as opgdes de configuragcéo de back-end:

Parametro

version

storageDriverName

backendName

Endpoint

SVIP
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Descrigao Padrao
Sempre 1

Nome do controlador de
armazenamento

Nome personalizado ou back-end
de storage

MVIP para o cluster SolidFire com
credenciais de locatario

Porta e endereco IP de
armazenamento (iISCSI)

Sempre "SolidFire-san”

Endereco IP "SolidFire_" e
armazenamento (iISCSI)


https://docs.netapp.com/pt-br/trident-2301/trident-concepts/vol-access-groups.html

Parametro Descrigdo Padrao
labels Conjunto de rétulos arbitrarios
formatados em JSON para aplicar
em volumes.
TenantName Nome do locatario a utilizar (criado
se nao for encontrado)
InitiatorIFace Restringir o trafego iSCSI a uma "padrao”
interface de host especifica
UseCHAP Use CHAP para autenticar iSCSI verdadeiro
AccessGroups Lista de IDs de Grupo de Acesso a Encontra a ID de um grupo de
utilizar acesso chamado "Trident"
Types Especificagcdes de QoS
limitVolumeSize Falha no provisionamento se o " (ndo aplicado por padréo)
tamanho do volume solicitado
estiver acima desse valor
debugTraceFlags Debug flags para usar ao nulo
solucionar problemas. Por
exemplo, "api":false, "método":true"
@ N&o use debugTraceFlags a menos que vocé esteja solucionando problemas e exija um
despejo de log detalhado.

Exemplo 1: Configuragado de back-end para solidfire-san driver com trés tipos

de volume

Este exemplo mostra um arquivo de back-end usando autenticagcdo CHAP e modelagem de trés tipos de
volume com garantias de QoS especificas. Provavelmente vocé definiria classes de armazenamento para
consumir cada uma delas usando o TOPS parametro de classe de armazenamento.
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

Exemplo 2: Configuragao de classe de back-end e armazenamento para
solidfire-san driver com pools virtuais

Este exemplo mostra o arquivo de definicdo de back-end configurado com pools virtuais junto com o
StorageClasses que se referem a eles.

O Astra Trident copia rotulos presentes em um pool de storage para a LUN de storage de back-end no
provisionamento. Por conveniéncia, os administradores de storage podem definir rotulos por pool virtual e
volumes de grupo por rétulo.

No arquivo de definicdo de back-end de exemplo mostrado abaixo, padrbes especificos sao definidos para
todos os pools de armazenamento, que definem o type em Prata. Os pools virtuais sdo definidos na
storage segao. Neste exemplo, alguns conjuntos de armazenamento definem seu préprio tipo e alguns
conjuntos substituem os valores padrao definidos acima.

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
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SVIP: "<svip>:3260"
TenantName: "<tenant>"

UseCHAP: true

Types:

- Type: Bronze
Qos:

minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000

- Type: Silver
Qos:

minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000

- Type: Gold
Qos:

minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

type: Silver
labels:

store: solidfire

k8scluster: dev-1l-cluster

region: us-east-

storage:
- labels:
performance:

cost: '4'

zone: us-east-

type: Gold
- labels:
performance:

cost: '3'

Zone: us-east-

type: Silver

- labels:
performance:
cost: '2'

zone: us-east-

type: Bronze

- labels:
performance:
cost: '1'

zone: us-east-

As seguintes definigdes do StorageClass referem-se aos pools virtuais acima. Usando o

1

gold

la

silver

1b

bronze

1lc

silver

1d
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parameters.selector campo, cada StorageClass chama qual(s) pool(s) virtual(s) pode(m) ser(ao)
usado(s) para hospedar um volume. O volume tera os aspetos definidos no pool virtual escolhido.

O primeiro StorageClass ) (solidfire-gold-four serd mapeado para o primeiro pool
virtual. Este é o Unico pool que oferece desempenho de ouro com um “Volume Type
QoS de ouro. O ultimo StorageClass ) (“solidfire-silver'chama qualquer pool de armazenamento que ofereca
um desempenho prateado. O Astra Trident decidira qual pool virtual esta selecionado e garantira que o
requisito de storage seja atendido.
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apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-gold-four

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=gold; cost=4"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl1

kind: StorageClass

metadata:

name: solidfire-silver-three

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=3"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-bronze-two

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=bronze; cost=2"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-one

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=1"

fsType: "extd"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver"

fsType: "ext4d"
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Encontre mais informacgoes

* "Grupos de acesso de volume"

Configure um back-end com drivers SAN ONTAP
Saiba mais sobre como configurar um back-end ONTAP com drivers SAN ONTAP e Cloud Volumes ONTAP.

* "Preparagéo"

* "Configuragao e exemplos"

O Astra Control oferece protegao aprimorada, recuperagéo de desastres e mobilidade
(migrando volumes entre clusters Kubernetes) para volumes criados com 0s ontap-nas
drivers , ontap-nas-flexgroup € . ontap-san "Pré-requisitos de replicacao do Astra
Control"Consulte para obter detalhes.

* E necessario usar ontap-nas para workloads de produgao que exigem protecéo de dados,
recuperacao de desastres e mobilidade.

@ » ‘ontap-san-economy'Use quando se espera que o uso de volume previsto seja muito maior
do que o que o ONTAP suporta.

* Use ontap-nas—-economy somente quando se espera que o uso de volume esperado seja
muito maior do que o que o ONTAP suporta, e 0 ontap-san-economy driver ndo pode ser
usado.

* Ndo use 0 uUso ontap-nas—economy S€ VOcé antecipar a necessidade de proteg¢ado de
dados, recuperagao de desastres ou mobilidade.

Permissoes do usuario

O Astra Trident espera ser executado como administrador da ONTAP ou SVM, normalmente usando 0 admin
usuario do cluster ou um vsadmin usuario SVM, ou um usuario com um nome diferente que tenha a mesma
funcdo. Para implantacdes do Amazon FSX for NetApp ONTAP, o Astra Trident espera ser executado como
administrador do ONTAP ou SVM, usando o usuario do cluster £sxadmin ou um vsadmin usuario SVM, ou
um usuario com um nome diferente que tenha a mesma fungéo. O fsxadmin usuario € um substituto limitado
para o usuario administrador do cluster.

Se vocé usar 0 1imitAggregateUsage parametro, as permissdes de administrador do cluster

@ serao necessarias. Ao usar o Amazon FSX for NetApp ONTAP com Astra Trident, o
limitAggregateUsage pardmetro ndo funcionara com as vsadmin contas de usuario e
fsxadmin. A operagdo de configuragao falhara se vocé especificar este parametro.

Embora seja possivel criar uma fungao mais restritiva no ONTAP que um driver Trident pode usar, ndo
recomendamos. A maioria das novas versdes do Trident chamarao APIs adicionais que teriam que ser
contabilizadas, tornando as atualizagbes dificeis e suscetiveis a erros.

Prepare-se para configurar o back-end com drivers SAN ONTAP

Saiba mais sobre como se preparar para configurar um back-end ONTAP com drivers SAN ONTAP. Para
todos os back-ends ONTAP, o Astra Trident requer pelo menos um agregado atribuido ao SVM.

Lembre-se de que vocé também pode executar mais de um driver e criar classes de armazenamento que
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apontam para um ou outro. Por exemplo, vocé pode configurar uma san-dev classe que usa 0 ontap-san
driver e uma san-default classe que usa a ontap-san-economy mesma.

Todos os seus nos de trabalho do Kubernetes devem ter as ferramentas iSCSI apropriadas instaladas.
"aqui"Consulte para obter mais detalhes.

Autenticagao

O Astra Trident oferece dois modos de autenticagdo no back-end do ONTAP.

» Baseado em credenciais: O nome de usuario e senha para um usuario do ONTAP com as permissoes
necessarias. Recomenda-se a utilizagdo de uma fungao de inicio de sessao de seguranga predefinida,
como admin OU vsadmin para garantir a maxima compatibilidade com as versdes do ONTAP.

» Baseado em certificado: O Astra Trident também pode se comunicar com um cluster ONTAP usando um
certificado instalado no back-end. Aqui, a definigdo de back-end deve conter valores codificados em
Base64 do certificado de cliente, chave e certificado de CA confiavel, se usado (recomendado).

Vocé pode atualizar os backends existentes para mover entre métodos baseados em credenciais e baseados
em certificado. No entanto, apenas um método de autenticacéo é suportado por vez. Para alternar para um
método de autenticagao diferente, vocé deve remover o método existente da configuragéo de back-end.

@ Se vocé tentar fornecer credenciais e certificados, a criagdo de back-end falhara com um erro
que mais de um método de autenticagao foi fornecido no arquivo de configuracéo.

Ative a autenticagdo baseada em credenciais

O Astra Trident requer as credenciais para um administrador com escopo SVM/cluster para se comunicar com
o back-end do ONTAP. Recomenda-se a utilizagao de fung¢des padrao predefinidas, como admin ou
vsadmin. Isso garante compatibilidade direta com futuras versdes do ONTAP que podem expor APls de
recursos a serem usadas por futuras versdes do Astra Trident. Uma fung&o de login de seguranga
personalizada pode ser criada e usada com o Astra Trident, mas ndo é recomendada.

Uma definicdo de backend de exemplo sera assim:
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YAML

Versao: 1 backendName: ExampleBackend storageDriverName: ONTAP-san managementLIF: 10.0.0.1
svm: SVM_nfs username: Vsadmin password: Password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",
"password": "password"

Tenha em mente que a definigdo de back-end é o unico lugar onde as credenciais sdo armazenadas em texto
simples. Depois que o back-end é criado, os nomes de usuario/senhas sao codificados com Base64 e
armazenados como segredos do Kubernetes. A criagdo ou atualizacdo de um backend é a unica etapa que
requer conhecimento das credenciais. Como tal, € uma operagao somente de administrador, a ser realizada
pelo administrador do Kubernetes/storage.

Ativar autenticacao baseada em certificado

Backends novos e existentes podem usar um certificado e se comunicar com o back-end do ONTAP. Trés
parametros sdo necessarios na definicdo de backend.
« ClientCertificate: Valor codificado base64 do certificado do cliente.
« ClientPrivateKey: Valor codificado em base64 da chave privada associada.
» TrustedCACertificate: Valor codificado base64 do certificado CA confiavel. Se estiver usando uma CA
confiavel, esse parametro deve ser fornecido. Isso pode ser ignorado se nenhuma CA confiavel for usada.

Um fluxo de trabalho tipico envolve as etapas a seguir.

Passos

1. Gerar um certificado e chave de cliente. Ao gerar, defina Nome Comum (CN) para o usuario ONTAP para
autenticar como.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. Adicionar certificado de CA confiavel ao cluster do ONTAP. Isso pode ja ser Tratado pelo administrador do
armazenamento. Ignore se nenhuma CA confiavel for usada.
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security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. Instale o certificado e a chave do cliente (a partir do passo 1) no cluster do ONTAP.

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver—-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. Confirme se a fungéo de login de seguranga do ONTAP suporta cert o método de autenticago.

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. Teste a autenticagédo usando certificado gerado. Substitua o ONTAP Management LIF> e o <vserver
name> por |IP de LIF de gerenciamento e nome da SVM.

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Codificar certificado, chave e certificado CA confiavel com Base64.

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. Crie backend usando os valores obtidos na etapa anterior.
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |
I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

Atualizar métodos de autenticagdo ou girar credenciais

Vocé pode atualizar um back-end existente para usar um método de autenticagao diferente ou para girar suas
credenciais. Isso funciona de ambas as maneiras: Backends que fazem uso de nome de usuario / senha
podem ser atualizados para usar certificados; backends que utilizam certificados podem ser atualizados para
nome de usuario / senha com base. Para fazer isso, vocé deve remover o método de autenticacéo existente e
adicionar o novo método de autenticagdo. Em seguida, use o arquivo backend.json atualizado contendo os
parametros necessarios para executar tridentctl backend update.
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

Ao girar senhas, o administrador de armazenamento deve primeiro atualizar a senha do usuario
(D no ONTAP. Isso é seguido por uma atualizagdo de back-end. Ao girar certificados, varios

certificados podem ser adicionados ao usuario. O back-end é entdo atualizado para usar o novo

certificado, seguindo o qual o certificado antigo pode ser excluido do cluster do ONTAP.

A atualizagdo de um back-end nao interrompe o acesso a volumes que ja foram criados, nem afeta as
conexdes de volume feitas depois. Uma atualizacao de back-end bem-sucedida indica que o Astra Trident
pode se comunicar com o back-end do ONTAP e lidar com operagdes de volume futuras.

Especifique grupos

O Astra Trident usa os grupos para controlar o acesso aos volumes (LUNs) provisionados. Os administradores
tém duas opgdes quando se trata de especificar grupos para backends:

* O Astra Trident pode criar e gerenciar automaticamente um grupo por back-end. Se igroupName nédo
estiver incluido na definicdo de back-end, o Astra Trident criara um grupo nomeado trident-<backend-
UUID> no SVM. Isso garantira que cada back-end tenha um iggroup dedicado e tratara da
adigao/exclusao automatizada de IQNs do né Kubernetes.

« Alternativamente, os grupos pré-criados também podem ser fornecidos em uma definicdo de back-end.
Isso pode ser feito usando o0 igroupName parametro config. O Astra Trident adicionara/excluira IQNs de
nos do Kubernetes ao grupo pré-existente.
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Para backends que igroupName tenham definido, 0 igroupName pode ser excluido com um tridentctl
backend update para ter os grupos de auto-manipulacao Astra Trident. Isso n&o interrompera o acesso a
volumes que ja estdo anexados a cargas de trabalho. Conexdes futuras seréo tratadas usando o igroup Astra
Trident criado.

Dedicar um grupo para cada instancia unica do Astra Trident € uma pratica recomendada que é
benéfica para o administrador do Kubernetes, bem como para o administrador de storage. O
CSI Trident automatiza a adigéo e remocao de IQNs de nd de cluster ao igrupo, simplificando
muito seu gerenciamento. Ao usar o mesmo SVM em ambientes Kubernetes (e instalacdes

@ Astra Trident), o uso de um grupo dedicado garante que as alteracdes feitas em um cluster do
Kubernetes nao influenciem os grupos associados a outro. Além disso, também ¢é importante
garantir que cada né no cluster do Kubernetes tenha uma IQN exclusiva. Como mencionado
acima, o Astra Trident lida automaticamente com a adi¢ao e remocéao de IQNSs. A reutilizacao de
IQNs entre hosts pode levar a cenarios indesejaveis nos quais os hosts se confundem uns com
0s outros e 0 acesso a LUNs é negado.

Se o Astra Trident estiver configurado para funcionar como um supervisor do CSl, os IQNs do né do
Kubernetes serdo automaticamente adicionados/removidos do grupo. Quando nés sao adicionados a um
cluster Kubernetes, trident-csi DaemonSet implanta um pod (trident-csi-xxxxx em versoes
anteriores a 23,01 ou trident-node<operating system>-xxxx em 23,01 e posteriores) nos nés recém-
adicionados e Registra os novos nos aos quais pode anexar volumes. Os IQNs de n6 também sao
adicionados ao igroup do back-end. Um conjunto semelhante de etapas manipula a remogao de IQNs quando
0s noés séo cordonados, drenados e excluidos do Kubernetes.

Se o Astra Trident nao for executado como um supervisor de CSI, o grupo deve ser atualizado manualmente
para conter os IQNs iSCSI de cada né de trabalho no cluster do Kubernetes. As IQNs de nés que ingressam
no cluster do Kubernetes precisarao ser adicionadas ao grupo. Da mesma forma, as IQNs de nés removidos
do cluster do Kubernetes devem ser removidas do grupo.

Autentique conexdoes com CHAP bidirecional

O Astra Trident pode autenticar sessdes iISCSI com CHAP bidirecional para os ontap-san drivers € ontap-
san-economy. Isso requer a ativagdo da useCHAP opgdo na definicdo de backend. Quando definido como
true, o Astra Trident configura a seguranga do iniciador padrdao do SVM para CHAP bidirecional e define o
nome de usuario e os segredos do arquivo de back-end. O NetApp recomenda o uso de CHAP bidirecional
para autenticar conexdes. Veja a seguinte configuragdo de exemplo:
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password

igroupName: trident
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

O useCHAP parametro € uma opgao booleana que pode ser configurada apenas uma vez. Ele é
definido como false por padrao. Depois de configura-lo como verdadeiro, vocé nido pode
configura-lo como falso.

Além useCHAP=true do0, 0S chapInitiatorSecret campos, chapTargetInitiatorSecret,
chapTargetUsername, € chapUsername devem ser incluidos na definicdo de back-end. Os segredos
podem ser alterados depois que um backend é criado executando tridentctl update.

Como funciona

Ao definir useCHAP como verdadeiro, o administrador de storage instrui o Astra Trident a configurar o CHAP
no back-end de storage. Isso inclui o seguinte:
» Configuragéo do CHAP no SVM:

> Se o tipo de seguranga do iniciador padrdao da SVM for nenhum (definido por padrdo) e nao houver
LUNSs pré-existentes no volume, o Astra Trident definira o tipo de seguranca padrao CHAP e continuara
configurando o iniciador CHAP e o nome de usuario e os segredos de destino.

> Se 0 SVM contiver LUNSs, o Astra Trident ndo ativara o CHAP no SVM. Isso garante que o acesso a
LUNSs que ja estao presentes no SVM nao seja restrito.

» Configurando o iniciador CHAP e o nome de usuario e os segredos de destino; essas opgbes devem ser
especificadas na configuragéo de back-end (como mostrado acima).

* Gerenciando a adigéo de iniciadores ao igroupName dado no backend. Se nao for especificado, o padrao
€ trident.

Depois que o back-end é criado, o Astra Trident cria um CRD correspondente tridentbackend e armazena
os segredos e nomes de usuario do CHAP como segredos do Kubernetes. Todos os PVS criados pelo Astra
Trident neste back-end serao montados e anexados através do CHAP.

Gire credenciais e atualize os backends

Vocé pode atualizar as credenciais CHAP atualizando os pardmetros CHAP no backend. json arquivo. Isso
exigira a atualizacao dos segredos CHAP e o uso do tridentctl update comando para refletir essas
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alteracdes.

Ao atualizar os segredos CHAP para um backend, vocé deve usar tridentctl para atualizar
o backend. N&o atualize as credenciais no cluster de storage por meio da IU da CLI/ONTAP,
pois o Astra Trident ndo conseguira aceitar essas alteragdes.

cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",
"svm" :
"useCHAP": true,

"ontap iscsi svm",

"username": "vsadmin",

"password": "password",

"igroupName": "trident",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

Fommmmm=s Fromcooomo= +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e S e Fommmmmmrosocorrrrrrrere s s e eem e
fommmmm== o= +

| ontap san chap | ontap-san | aa458f3b-ad2d-4378-8a33-1ad72ffbeb5c |
online | 7

Fommmmmemmemem=== e B it
Fomommmme Frommmmomos +

As conexodes existentes ndo serdo afetadas. Elas continuarao ativas se as credenciais forem atualizadas pelo
Astra Trident no SVM. As novas conexdes usarao as credenciais atualizadas e as conexdes existentes
continuam ativas. Desconetar e reconetar PVS antigos resultara em eles usando as credenciais atualizadas.

Exemplos e opgoes de configuragao de SAN ONTAP
Saiba mais sobre como criar e usar drivers SAN ONTAP com sua instalacdo do Astra Trident. Esta secao

fornece exemplos de configuragédo de back-end e detalhes sobre como mapear backends para
StorageClasses.

44



Opcoes de configuragcao de back-end

Consulte a tabela a seguir para obter as opgdes de configuragédo de back-end:

Parametro
version

storageDriverName

backendName

managementLIF

dataLlIF

useCHAP

chapInitiatorSecret

Descrigao Padrao

Sempre 1
Nome do controlador de "ONTAP-nas", "ONTAP-nas-
armazenamento economy", "ONTAP-nas-

FlexGroup", "ONTAP-san",
"ONTAP-san-economy"

Nome personalizado ou back-end  Nome do driver
de storage

Enderecgo IP de um cluster ou LIF ~ "10,0.0,1", "[2001:1234:abcd::fefe]"

de gerenciamento de SVM para
switchover MetroCluster otimizado,
vocé precisa especificar um LIF de
gerenciamento de SVM. Um nome
de dominio totalmente qualificado
(FQDN) pode ser especificado.
Pode ser definido para usar
enderecos IPv6 se o Astra Trident
tiver sido instalado usando o
--use-1ipv6 sinalizador. Os
enderecos |IPv6 devem ser
definidos entre colchetes, como
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555].

Endereco IP do protocolo LIF. Nao Derivado do SVM
especifique para iSCSI. O Astra

Trident usa "Mapa de LUN seletivo

da ONTAP" para descobrir os LIFs

iSCI necessarios para estabelecer

uma sessao de varios caminhos.

Um aviso é gerado se dataLIF for

definido explicitamente.

Use CHAP para autenticar iSCSI  falso
para drivers SAN ONTAP

[Boolean]. Defina como true para

o Astra Trident para configurar e

usar CHAP bidirecional como a
autenticacao padrao para o SVM

dado no back-end. "Prepare-se

para configurar o back-end com

drivers SAN ONTAP"Consulte para

obter detalhes.

Segredo do iniciador CHAP.
Necessario se useCHAP=true
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Parametro

labels

chapTargetInitiatorSecret

chapUsername

chapTargetUsername

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

igroupName

storagePrefix
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Descrigdo

Conjunto de rétulos arbitrarios
formatados em JSON para aplicar
em volumes

Segredo do iniciador de destino
CHAP. Necessario se
useCHAP=true

Nome de utilizador de entrada.
Necessario se useCHAP=true

Nome de utilizador alvo.
Necessario se useCHAP=true

Valor codificado em base64 do
certificado do cliente. Usado para
autenticacao baseada em
certificado

Valor codificado em base64 da
chave privada do cliente. Usado
para autenticagdo baseada em
certificado

Valor codificado em base64 do
certificado CA confiavel. Opcional.
Usado para autenticacédo baseada
em certificado.

Nome de usuario necessario para
se comunicar com o cluster
ONTAP. Usado para autenticacao
baseada em credenciais.

Senha necessaria para se
comunicar com o cluster ONTAP.
Usado para autenticagao baseada
em credenciais.

Maquina virtual de armazenamento

para usar

Nome do grupo para volumes SAN
a serem usados. Consulte para
obter mais informagoes.

Prefixo usado ao provisionar novos

volumes na SVM. Nao pode ser
modificado mais tarde. Para
atualizar esse parametro, vocé
precisara criar um novo backend.

Padrao

Derivado se uma SVM
managementLIF for especificada

"Trident-<backend-UUID>"

"Trident"



Parametro

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

useREST

Detalhes sobre igroupName

Descricédo Padrao

Falha no provisionamento se o uso
estiver acima dessa porcentagem.
Se vocé estiver usando um back-
end do Amazon FSX for NetApp
ONTAP, nado
limitAggregateUsage "especi
fique . O fornecido
‘fsxadmin e vsadmin ndo
contém as permissdes necessarias
para recuperar o uso agregado e
limita-lo usando o Astra Trident.

Falha no provisionamento se o
tamanho do volume solicitado
estiver acima desse valor. Também
restringe o tamanho maximo dos
volumes que gerencia para qtrees
e LUNSs.

Maximo de LUNSs por FlexVol, tem "100"
de estar no intervalo [50, 200]

Debug flags para usar ao nulo
solucionar problemas. Por

exemplo, ndo use a menos que

vocé esteja solucionando

problemas e exija um despejo de

log detalhado.

Parametro booleano para usar falso
APIs REST do ONTAP. A
visualizagao técnica

useREST € fornecida como uma
prévia técnica que é recomendada
para ambientes de teste e ndo para
cargas de trabalho de producéo.
Quando definido como true, 0
Astra Trident usara as APIS REST
do ONTAP para se comunicar com
o back-end. Esse recurso requer o
ONTAP 9.11,1 e posterior. Além
disso, a funcgao de login do ONTAP
usada deve ter acesso ao ontap
aplicativo. Isso é satisfeito com as
funcdes e cluster-admin
predefinidas vsadmin.

useREST N&ao é suportado com
MetroCluster.

(n&o aplicado por padrao)

(n&o aplicado por padrao)

igroupName Pode ser definido como um grupo que ja esta criado no cluster ONTAP. Se néao for especificado,

o Astra Trident cria automaticamente um igrop chamado trident-<backend-UUID>.
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Se estiver fornecendo um igroupName predefinido, recomendamos o uso de um grupo por cluster do
Kubernetes, se o SVM for compartilhado entre ambientes. Isso é necessario para que o Astra Trident
mantenha automaticamente adi¢coes e exclusdes ao IQN.

* igroupName Pode ser atualizado para apontar para um novo grupo que é criado e gerenciado no SVM
fora do Astra Trident.

* igroupName pode ser omitido. Nesse caso, o Astra Trident criara e gerenciara um igroup nomeado
trident-<backend-UUID> automaticamente.

Em ambos os casos, os anexos de volume continuardo a ser acessiveis. Futuros anexos de volume usarao o
igroup atualizado. Esta atualizagdo ndo interrompe o acesso aos volumes presentes no back-end.

Opcoes de configuracdo de back-end para volumes de provisionamento

Vocé pode controlar o provisionamento padrao usando essas opgdes na defaults secéo da configuragao.
Para obter um exemplo, consulte os exemplos de configuragéo abaixo.

Parametro Descrigdo Padrao
spaceAllocation Alocacéao de espaco para LUNs "verdadeiro"
spaceReserve Modo de reserva de espaco; "nenhum"
"nenhum"” (fino) ou "volume"
(grosso)
snapshotPolicy Politica de instanténeos a utilizar ~ "nenhum"
gosPolicy Grupo de politicas de QoS a "

atribuir aos volumes criados.
Escolha uma das qosPolicy ou
adaptiveQosPolicy por pool de
armazenamento/backend. O uso
de grupos de politica de QoS com
o Astra Trident requer o ONTAP 9.8
ou posterior. Recomendamos o uso
de um grupo de politicas de QoS
nao compartilhado e garantir que o
grupo de politicas seja aplicado
individualmente a cada
componente. Um grupo de politica
de QoS compartilhado aplicara o
limite maximo da taxa de
transferéncia total de todos os
workloads.

adaptiveQosPolicy Grupo de politicas de QoS
adaptavel a atribuir para volumes
criados. Escolha uma das
gosPolicy ou adaptiveQosPolicy
por pool de
armazenamento/backend

snapshotReserve Porcentagem de volume reservado Se snapshotPolicy € "nenhum",
para snapshots "0" entdo "
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Parametro

splitOnClone

encryption

luksEncryption

securityStyle

tieringPolicy

Descricédo Padrao

Divida um clone de seu pai na "falso"
criacéo

Ative a criptografia de volume do  "falso"
NetApp (NVE) no novo volume; o
padrao é false. O NVE deve ser
licenciado e habilitado no cluster
para usar essa opcao. Se o NAE
estiver ativado no back-end,
qualquer volume provisionado no
Astra Trident sera o NAE ativado.
Para obter mais informacdes,
consulte: "Como o Astra Trident
funciona com NVE e NAE".

Ativar encriptagéo LUKS. "Usar a
configuragéo de chave unificada do
Linux (LUKS)"Consulte a .

Estilo de segurancga para novos unix
volumes

Politica de disposigdo em camadas "Somente snapshot" para

para usar "nenhuma" configuragéo pré-ONTAP 9.5 SVM-

DR

Exemplos de provisionamento de volume

Aqui esta um exemplo com padrées definidos:
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: password
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
igroupName: custom
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

Para todos os volumes criados com ontap-san o driver, o Astra Trident adiciona uma
capacidade extra de 10% ao FlexVol para acomodar os metadados do LUN. O LUN sera
provisionado com o tamanho exato que o usudrio solicita no PVC. O Astra Trident adiciona 10%

@ ao FlexVol (mostra como tamanho disponivel no ONTAP). Os usuarios agora teréo a
capacidade utilizavel que solicitaram. Essa alteragao também impede que LUNSs fiquem
somente leitura, a menos que o espago disponivel seja totalmente utilizado. Isto ndo se aplica a
ONTAP-san-economia.

Para backends que definem “snapshotReserve'o , o Astra Trident calcula o tamanho dos volumes da seguinte
forma:

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

0O 1,1 é 0 10% adicional que o Astra Trident adiciona ao FlexVol para acomodar os metadados do LUN. Para
snapshotReserve 5%, e 0 pedido de PVC é de 5GiB, o tamanho total do volume é de 5,79GiB e o tamanho
disponivel é de 5,5GiB. O volume show comando deve mostrar resultados semelhantes a este exemplo:
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Volume Aggregate State Size Available

_pvc_89f1cl56_3801_4ded_979d_034d54c39514
online RW 18GB 5.08GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Atualmente, o redimensionamento € a Unica maneira de usar o novo calculo para um volume existente.

Exemplos minimos de configuragao

Os exemplos a seguir mostram configuragdes basicas que deixam a maioria dos paradmetros padréo. Esta é a
maneira mais facil de definir um backend.

@ Se vocé estiver usando o Amazon FSX no NetApp ONTAP com Astra Trident, a recomendacéo
€ especificar nomes DNS para LIFs em vez de enderecos IP.

ontap-san driver com autenticacdo baseada em certificado

Este € um exemplo de configuragédo de back-end minimo. clientCertificate, clientPrivateKey E
trustedCACertificate (opcional, se estiver usando CA confiavel) séo preenchidos backend.json e
recebem os valores codificados em base64 do certificado do cliente, da chave privada e do certificado de CA
confiavel, respetivamente.

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

igroupName: trident

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz

ontap-san Driver com CHAP bidirecional

Este € um exemplo de configuragédo de back-end minimo. Essa configuragéo basica cria um ontap-san
back-end com useCHAP definido como true.
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident
username: vsadmin

password: password

ontap-san-economy condutor

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

Exemplos de backends com pools virtuais

No arquivo de definigdo de back-end de exemplo mostrado abaixo, padrbes especificos sdo definidos para
todos os pools de armazenamento, como spaceReserve em nenhum, spaceAllocation em falso e
encryption em falso. Os pools virtuais séo definidos na secdo armazenamento.

O Astra Trident define rotulos de provisionamento no campo "Comentarios". Os comentarios sdo definidos no
FlexVol. O Astra Trident copia todas as etiquetas presentes em um pool virtual para o volume de storage no
provisionamento. Por conveniéncia, os administradores de storage podem definir rétulos por pool virtual e
volumes de grupo por rétulo.

Neste exemplo, alguns dos conjuntos de armazenamento definem os seus proprios spaceReserve
spaceAllocation valores, e encryption, e alguns conjuntos substituem os valores predefinidos acima.
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version: 1

storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

defaults:
spaceAllocation: 'false'
encryption: 'false'

qgosPolicy: standard
labels:
store: san_store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000"
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

gosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



Aqui estd um exemplo iSCSI para ontap-san-economy o driver:

version: 1

storageDriverName: ontap-san—-economy
managementLIF: 10.0.0.1

svm: svm _1iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10"
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
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Mapeie os backends para StorageClasses

As seguintes definicdes do StorageClass referem-se aos pools virtuais acima. Usando o
parameters.selector campo, cada StorageClass chama qual(s) pool(s) virtual(s) pode(m) ser(&do)
usado(s) para hospedar um volume. O volume tera os aspetos definidos no pool virtual escolhido.

* O primeiro StorageClass ) (protection-gold serd mapeado para o primeiro e segundo
pool virtual ‘ontap-nas-flexgroup no back-end e o primeiro pool virtual no ontap-san back-
end. Estas s&o as unicas piscinas que oferecem protecao de nivel de ouro.

O segundo StorageClass ) (protection-not-gold serd mapeado para o terceiro, quarto
pool virtual no “ontap-nas-flexgroup back-end e o segundo, terceiro pool virtual no ontap-
san back-end. Estas s&o as uUnicas piscinas que oferecem um nivel de protecao diferente do ouro.

O terceiro StorageClass ) (app-mysgldb serd mapeado para o quarto pool virtual no

“ontap-nas back-end e o terceiro pool virtual no ontap-san-economy back-end. Estes s&o os unicos

pools que oferecem configuragéo de pool de armazenamento para o aplicativo do tipo mysgldb.

* O quarto StorageClass ) (protection-silver-creditpoints-20k sera mapeado para o
terceiro pool virtual no ‘ontap-nas-flexgroup back-end e o segundo pool virtual no
ontap-san back-end. Estas sdo as Unicas piscinas que oferecem protegao de nivel dourado em 20000
pontos de crédito.

* O quinto StorageClass ) (creditpoints-5k serd mapeado para o segundo pool virtual no
‘ontap-nas-economy back-end e o terceiro pool virtual no ontap-san back-end. Estas s&o as unicas

ofertas de pool em 5000 pontos de crédito.

O Astra Trident decidira qual pool virtual esta selecionado e garantira que o requisito de storage seja atendido.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysqgldb"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident
parameters:
selector: "protection=silver;
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"
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Configurar um back-end do ONTAP nas
Saiba mais sobre como configurar um back-end ONTAP com drivers nas ONTAP e Cloud Volumes ONTAP.

* "Preparagéo”

+ "Configuracéo e exemplos"

O Astra Control oferece protegdo aprimorada, recuperagéo de desastres e mobilidade
(migrando volumes entre clusters Kubernetes) para volumes criados com 0s ontap-nas
drivers , ontap-nas-flexgroup €. ontap-san "Pré-requisitos de replicacéo do Astra
Control"Consulte para obter detalhes.

* E necessario usar ontap-nas para workloads de produgdo que exigem protegéo de dados,
recuperacao de desastres e mobilidade.

@  ‘ontap-san-economy’Use quando se espera que o uso de volume previsto seja muito maior
do que o que o ONTAP suporta.

* Use ontap-nas—-economy somente quando se espera que o uso de volume esperado seja
muito maior do que o que o ONTAP suporta, e 0 ontap-san-economy driver ndo pode ser
usado.

* Nao use 0 uso ontap-nas—-economy Se VOcé antecipar a necessidade de protecado de
dados, recuperacgao de desastres ou mobilidade.

Permissoes do usuario

O Astra Trident espera ser executado como administrador da ONTAP ou SVM, normalmente usando o admin
usuario do cluster ou um vsadmin usuario SVM, ou um usuario com um nome diferente que tenha a mesma
fungdo. Para implantagdes do Amazon FSX for NetApp ONTAP, o Astra Trident espera ser executado como
administrador do ONTAP ou SVM, usando o usuario do cluster £sxadmin ou um vsadmin usuario SVM, ou
um usuario com um nome diferente que tenha a mesma fungdo. O £sxadmin usuario € um substituto limitado
para o usuario administrador do cluster.

Se vocé usar 0 1imitAggregateUsage pardmetro, as permissdes de administrador do cluster

@ serdo necessarias. Ao usar o Amazon FSX for NetApp ONTAP com Astra Trident, o
limitAggregateUsage parametro ndo funcionara com as vsadmin contas de usuario e
fsxadmin. A operagao de configuragao falhara se vocé especificar este parametro.

Embora seja possivel criar uma fungdo mais restritiva no ONTAP que um driver Trident pode usar, néo
recomendamos. A maioria das novas versdes do Trident chamarao APIs adicionais que teriam que ser
contabilizadas, tornando as atualizacdes dificeis e suscetiveis a erros.

Prepare-se para configurar um back-end com drivers nas ONTAP

Saiba mais sobre como se preparar para configurar um back-end ONTAP com drivers NAS ONTAP. Para
todos os back-ends ONTAP, o Astra Trident requer pelo menos um agregado atribuido ao SVM.

Para todos os back-ends ONTAP, o Astra Trident requer pelo menos um agregado atribuido ao SVM.

Lembre-se de que vocé também pode executar mais de um driver e criar classes de armazenamento que
apontam para um ou outro. Por exemplo, vocé pode configurar uma classe Gold que usa o ontap-nas driver
€ uma classe Bronze que usa 0 ontap-nas-economy um.
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Todos os seus noés de trabalho do Kubernetes precisam ter as ferramentas NFS apropriadas instaladas.
"aqui"Consulte para obter mais detalhes.

Autenticacao
O Astra Trident oferece dois modos de autenticacdo no back-end do ONTAP.

* Baseado em credenciais: O nome de usuario e senha para um usuario do ONTAP com as permissoes
necessarias. Recomenda-se a utilizagdo de uma fungéo de inicio de sesséo de segurancga predefinida,
como admin ou vsadmin para garantir a maxima compatibilidade com as versées do ONTAP.

» Baseado em certificado: O Astra Trident também pode se comunicar com um cluster ONTAP usando um
certificado instalado no back-end. Aqui, a definicao de back-end deve conter valores codificados em
Base64 do certificado de cliente, chave e certificado de CA confiavel, se usado (recomendado).

Vocé pode atualizar os backends existentes para mover entre métodos baseados em credenciais e baseados
em certificado. No entanto, apenas um método de autenticagcado é suportado por vez. Para alternar para um
meétodo de autenticagao diferente, vocé deve remover o método existente da configuragéo de back-end.

@ Se vocé tentar fornecer credenciais e certificados, a criagdo de back-end falhara com um erro
que mais de um método de autenticagao foi fornecido no arquivo de configuracao.

Ative a autenticacdo baseada em credenciais

O Astra Trident requer as credenciais para um administrador com escopo SVM/cluster para se comunicar com
o back-end do ONTAP. Recomenda-se a utilizagao de fungdes padrao predefinidas, como admin ou
vsadmin. Isso garante compatibilidade direta com futuras versbes do ONTAP que podem expor APIs de
recursos a serem usadas por futuras versées do Astra Trident. Uma fungéo de login de segurancga
personalizada pode ser criada e usada com o Astra Trident, mas n&o é recomendada.

Uma definicdo de backend de exemplo sera assim:
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

Tenha em mente que a definigdo de back-end é o unico lugar onde as credenciais s&o armazenadas em texto
simples. Depois que o back-end é criado, os nomes de usuario/senhas sao codificados com Base64 e
armazenados como segredos do Kubernetes. A criagdo/updation de um backend é a Unica etapa que requer
conhecimento das credenciais. Como tal, € uma operagdo somente de administrador, a ser realizada pelo
administrador do Kubernetes/storage.

Ativar autenticagao baseada em certificado

Backends novos e existentes podem usar um certificado e se comunicar com o back-end do ONTAP. Trés
parametros sdo necessarios na definicdo de backend.
« ClientCertificate: Valor codificado base64 do certificado do cliente.
+ ClientPrivateKey: Valor codificado em base64 da chave privada associada.
» TrustedCACertificate: Valor codificado base64 do certificado CA confiavel. Se estiver usando uma CA
confiavel, esse parametro deve ser fornecido. Isso pode ser ignorado se nenhuma CA confiavel for usada.

Um fluxo de trabalho tipico envolve as etapas a seguir.

Passos

1. Gerar um certificado e chave de cliente. Ao gerar, defina Nome Comum (CN) para o usuario ONTAP para
autenticar como.
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. Adicionar certificado de CA confiavel ao cluster do ONTAP. Isso pode ja ser Tratado pelo administrador do
armazenamento. Ignore se nenhuma CA confiavel for usada.

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver—-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. Instale o certificado e a chave do cliente (a partir do passo 1) no cluster do ONTAP.

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver—-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. Confirme se a fungéo de login de seguranga do ONTAP suporta cert o método de autenticago.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-name>

5. Teste a autenticagédo usando certificado gerado. Substitua o ONTAP Management LIF> e o <vserver
name> por |IP de LIF de gerenciamento e nome da SVM. Vocé deve garantir que o LIF tenha sua politica
de servico definida como default-data-management.

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. Codificar certificado, chave e certificado CA confiavel com Base64.

base64 -w 0 k8senv.pem >> cert baseb64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4
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7. Crie backend usando os valores obtidos na etapa anterior.

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o e Rt bt
o to——————— +

| NAME | STORAGE DRIVER | UulbD

STATE | VOLUMES |

o —— tmm e ettt b L e PP
- F—m +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214

online | 9 |

e —— - Bt it e e P
o F——— +

Atualizar métodos de autenticagao ou girar credenciais

Vocé pode atualizar um back-end existente para usar um método de autenticagéo diferente ou para girar suas

credenciais. Isso funciona de ambas as maneiras: Backends que fazem uso de nome de usuario / senha

podem ser atualizados para usar certificados; backends que utilizam certificados podem ser atualizados para
nome de usuario / senha com base. Para fazer isso, vocé deve remover o método de autenticacéo existente e

adicionar o novo método de autenticacdo. Em seguida, use o arquivo backend.json atualizado contendo
paréametros necessarios para executar tridentctl update backend.

0s
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cat cert-backend-updated.json
{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

Ao girar senhas, o administrador de armazenamento deve primeiro atualizar a senha do usuario
@ no ONTAP. Isso é seguido por uma atualizagao de back-end. Ao girar certificados, varios

certificados podem ser adicionados ao usuario. O back-end é entido atualizado para usar o novo

certificado, seguindo o qual o certificado antigo pode ser excluido do cluster do ONTAP.

A atualizacdo de um back-end nao interrompe o acesso a volumes que ja foram criados, nem afeta as
conexdes de volume feitas depois. Uma atualizagéo de back-end bem-sucedida indica que o Astra Trident
pode se comunicar com o back-end do ONTAP e lidar com operacdes de volume futuras.

Gerenciar politicas de exportagdao de NFS

O Astra Trident usa politicas de exportacao de NFS para controlar o acesso aos volumes provisionados.
O Astra Trident oferece duas opc¢des ao trabalhar com politicas de exportacao:

« O Astra Trident pode gerenciar dinamicamente a prépria politica de exportagao; nesse modo de operagao,
o administrador de armazenamento especifica uma lista de blocos CIDR que representam enderecos IP
admissiveis. O Astra Trident adiciona IPs de nés que se enquadram nesses intervalos a politica de
exportacéo automaticamente. Como alternativa, quando nenhum CIDR é especificado, qualquer IP unicast
de escopo global encontrado nos nés sera adicionado a politica de exportagéo.
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* Os administradores de storage podem criar uma politica de exportagéo e adicionar regras manualmente.
O Astra Trident usa a politica de exportagcéo padrdo, a menos que um nome de politica de exportagao
diferente seja especificado na configuracgao.

Gerencie dinamicamente politicas de exportagao

Averséao 20,04 do CSI Trident oferece a capacidade de gerenciar dinamicamente politicas de exportagao para
backends ONTAP. Isso fornece ao administrador de armazenamento a capacidade de especificar um espaco
de endereco permitido para IPs de n6 de trabalho, em vez de definir regras explicitas manualmente. Ele
simplifica muito o gerenciamento de politicas de exportagcdo. As modificagées na politica de exportagéo nao
exigem mais intervengdo manual no cluster de storage. Além disso, isso ajuda a restringir o acesso ao cluster
de armazenamento somente aos nds de trabalho que tém IPs no intervalo especificado, suportando um
gerenciamento refinado e automatizado.

@ O gerenciamento dinamico das politicas de exportagéo esta disponivel apenas para o CSI
Trident. E importante garantir que os nés de trabalho ndo estejam sendo repartidos.

Exemplo

Ha duas opg¢des de configuragdo que devem ser usadas. Aqui esta um exemplo de definicdo de back-end:

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

Ao usar esse recurso, vocé deve garantir que a jungao raiz do SVM tenha uma politica de

@ exportagao criada anteriormente com uma regra de exportagéo que permita o bloco CIDR do n6
(como a politica de exportagéo padrao). Siga sempre as praticas recomendadas pela NetApp
para dedicar um SVM ao Astra Trident.

Aqui esta uma explicagdo de como esse recurso funciona usando o exemplo acima:

* autoExportPolicy esta definido como true. Isso indica que o Astra Trident criara uma politica de
exportacéo para svml o SVM e tratara da adicéo e excluséo de regras usando autoExportCIDRs blocos
de enderecgo. Por exemplo, um back-end com UUID 403b5326-8482-40dB-96d0-d83fb3f4daec e
autoExportPolicy definido como true cria uma politica de exportacdo nomeada trident-
403b5326-8482-40db-96d0-d83fb3f4daec no SVM.

* autoExportCIDRs contém uma lista de blocos de enderecos. Este campo é opcional e o padrao é
['0,0.0,0/0", "::/0"]. Se nao estiver definido, o Astra Trident adiciona todos os enderec¢os unicast de escopo
global encontrados nos nos de trabalho.
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Neste exemplo,0192.168.0.0/24 espaco de endereco é fornecido. Isso indica que os IPs de nés do
Kubernetes que se enquadram nesse intervalo de enderecos serdo adicionados a politica de exportagéo
criada pelo Astra Trident. Quando o Astra Trident Registra um né em que ele é executado, ele recupera os
enderecos IP do no e os verifica em relagdo aos blocos de enderego fornecidos no autoExportCIDRs.
depois de filtrar os IPs, o Astra Trident cria regras de politica de exportagédo para os IPs de cliente que ele
descobre, com uma regra para cada n6 que identifica.

Vocé pode atualizar autoExportPolicy € autoExportCIDRs para backends depois de cria-los. Vocé pode
anexar novos CIDR para um back-end que é gerenciado automaticamente ou excluir CIDR existentes. Tenha
cuidado ao excluir CIDR para garantir que as conexdes existentes ndo sejam descartadas. Vocé também
pode optar por desativar autoExportPolicy um back-end e retornar a uma politica de exportacéo criada
manualmente. Isso exigira a configuragéo do exportPolicy pardmetro em sua configuragéo de backend.

Depois que o Astra Trident criar ou atualizar um back-end, vocé pode verificar o back-end usando
tridentctl ou o CRD correspondente tridentbackend:

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4ddaec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: ext4

Conforme os nés sao adicionados a um cluster do Kubernetes e registrados na controladora Astra Trident, as
politicas de exportagao dos back-ends existentes sao atualizadas (desde que elas estejam no intervalo de
enderecos especificado autoExportCIDRs no back-end).

Quando um né é removido, o Astra Trident verifica todos os back-ends on-line para remover a regra de acesso
do nd. Ao remover esse IP de n6 das politicas de exportacdo de backends gerenciados, o Astra Trident
impede montagens fraudulentas, a menos que esse IP seja reutilizado por um novo no no cluster.

Para backends existentes anteriormente, a atualizagdo do back-end com tridentctl update backend
garantira que o Astra Trident gerencie as politicas de exportacdo automaticamente. Isso criarda uma nova
politica de exportagdo nomeada apos o UUID do back-end e os volumes presentes no back-end usarao a
politica de exportagcao recém-criada quando forem montados novamente.
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A exclusao de um back-end com politicas de exportagao gerenciadas automaticamente excluira
a politica de exportagao criada dinamicamente. Se o backend for recriado, ele sera Tratado
como um novo backend e resultara na criagdo de uma nova politica de exportagéo.

Se o endereco IP de um né ativo for atualizado, sera necessario reiniciar o pod Astra Trident no n6. Em
seguida, o Astra Trident atualizara a politica de exportagdo para backends que ele conseguir refletir essa
alteracao de IP.

Exemplos e opgoes de configuragao do ONTAP nas

Saiba mais sobre como criar e usar drivers NAS ONTAP com sua instalacdo do Astra Trident. Esta secéo
fornece exemplos de configuragédo de back-end e detalhes sobre como mapear backends para
StorageClasses.

Opcoes de configuracido de back-end

Consulte a tabela a seguir para obter as opgdes de configuragéo de back-end:

Parametro Descricao Padrao

version Sempre 1

storageDriverName Nome do controlador de "ONTAP-nas", "ONTAP-nas-
armazenamento economy"”, "ONTAP-nas-

FlexGroup", "ONTAP-san",
"ONTAP-san-economy"

backendName Nome personalizado ou back-end  Nome do driver
de storage
managementLIF Endereco IP de um cluster ou LIF ~ "10,0.0,1", "[2001:1234:abcd::fefe]"

de gerenciamento de SVM para
switchover MetroCluster otimizado,
voceé precisa especificar um LIF de
gerenciamento de SVM. Um nome
de dominio totalmente qualificado
(FQDN) pode ser especificado.
Pode ser definido para usar
enderecos IPv6 se o Astra Trident
tiver sido instalado usando o
--use-ipv6 sinalizador. Os
enderecgos IPv6 devem ser
definidos entre colchetes, como
[28e8:d9fb:a825:b7bf:69a8:d02f:.9e
7b:3555].
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Parametro Descrigdo Padrao

dataLIF Endereco IP do protocolo LIF. Endereco especificado ou derivado
Recomendamos especificar do SVM, se nao for especificado
dataLIF. Se nao for fornecido, 0  (n&o recomendado)
Astra Trident obtém LIFs de dados
do SVM. Vocé pode especificar um
nome de dominio totalmente
qualificado (FQDN) a ser usado
para as operag¢des de montagem
NFS, permitindo que vocé crie um
DNS de round-robin para
balanceamento de carga em varios
LIFs de dados. Pode ser alterado
apos a definicao inicial. Consulte a
. Pode ser definido para usar
enderecos IPv6 se o Astra Trident
tiver sido instalado usando o
—-—use-1ipvé6 sinalizador. Os
enderecgos |IPv6 devem ser
definidos entre colchetes, como
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555].

autoExportPolicy Ativar a criacdo e atualizagao falso
automatica da politica de
exportacao [Boolean]. Com
autoExportPolicy as opgdes e
autoExportCIDRs, 0 Astra
Trident pode gerenciar politicas de
exportacao automaticamente.

autoExportCIDRs Lista de CIDR para filtrar IPs de ['0,0.0,0/0", "::/0"]»
nos do Kubernetes em relagao ao
autoExportPolicy quando o
esta ativado. Com
autoExportPolicy as opgdes e
autoExportCIDRs, 0 Astra
Trident pode gerenciar politicas de
exportacao automaticamente.

labels Conjunto de rétulos arbitrarios
formatados em JSON para aplicar
em volumes

clientCertificate Valor codificado em base64 do

certificado do cliente. Usado para
autenticacao baseada em
certificado

clientPrivateKey Valor codificado em base64 da
chave privada do cliente. Usado
para autenticagdo baseada em
certificado
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Parametro

trustedCACertificate

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

Descricédo Padrao

Valor codificado em base64 do
certificado CA confiavel. Opcional.
Usado para autenticacao baseada
em certificado

Nome de usuario para se conetar
ao cluster/SVM. Usado para
autenticacao baseada em
credenciais

Senha para se conectar ao
cluster/SVM. Usado para
autenticacao baseada em
credenciais

Maquina virtual de armazenamento Derivado se uma SVM
para usar managementLIF for especificada

Prefixo usado ao provisionar novos "Trident"
volumes na SVM. Nao pode ser
atualizado depois de configura-lo

Falha no provisionamento se o uso
estiver acima dessa porcentagem.
Nao se aplica ao Amazon FSX for
ONTAP

(n&o aplicado por padrao)

Falha no provisionamento se o
tamanho do volume solicitado
estiver acima desse valor.

(n&o aplicado por padrao)

Falha no provisionamento se o
tamanho do volume solicitado
estiver acima desse valor. Também
restringe o tamanho maximo dos
volumes que gerencia para gtrees
e LUNs, e a gtreesPerFlexvol
opg¢ao permite personalizar o
numero maximo de qtrees por
FlexVol.

(n&o aplicado por padrao)

Maximo de LUNSs por FlexVol, tem "100"
de estar no intervalo [50, 200]

Debug flags para usar ao nulo
solucionar problemas. Por

exemplo, ndo use
debugTraceFlags a menos que

vocé esteja solucionando

problemas e exija um despejo de

log detalhado.

67



Parametro Descrigdo Padrao

nfsMountOptions Lista separada por virgulas de
opcgoes de montagem NFS. As
op¢des de montagem para
volumes persistentes do
Kubernetes normalmente sé&o
especificadas em classes de
storage, mas se nenhuma opgéo
de montagem for especificada em
uma classe de storage, o Astra
Trident voltara a usar as opgdes de
montagem especificadas no
arquivo de configuragéo do back-
end de storage. Se nenhuma
opgao de montagem for
especificada na classe de storage
ou no arquivo de configuracéo, o
Astra Trident ndo definira nenhuma
opg¢ao de montagem em um
volume persistente associado.

gtreesPerFlexvol Qtrees maximos por FlexVol, tém  "200"
de estar no intervalo [50, 300]

useREST Parametro booleano para usar falso
APIs REST do ONTAP. A
visualizagao técnica
useREST € fornecida como uma
prévia técnica que é recomendada
para ambientes de teste e ndo para
cargas de trabalho de producéo.
Quando definido como true, 0
Astra Trident usara as APIS REST
do ONTAP para se comunicar com
o back-end. Esse recurso requer o
ONTAP 9.11,1 e posterior. Além
disso, a funcao de login do ONTAP
usada deve ter acesso ao ontap
aplicativo. Isso é satisfeito com as
fungdes e cluster-admin
predefinidas vsadmin.
useREST Nao é suportado com
MetroCluster.

Opcoes de configuragao de back-end para volumes de provisionamento

Vocé pode controlar o provisionamento padrao usando essas opgdes na defaults secao da configuragao.
Para obter um exemplo, consulte os exemplos de configuragéo abaixo.

Parametro Descrigdo Padrao

spaceAllocation Alocacéao de espaco para LUNs "verdadeiro"
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Parametro

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

tieringPolicy

unixPermissions

snapshotDir

exportPolicy

securityStyle

Descricédo Padrao

Modo de reserva de espaco; "nenhum"
"nenhum"” (fino) ou "volume"
(grosso)

Politica de instantaneos a utilizar "nenhum"

Grupo de politicas de QoS a
atribuir aos volumes criados.
Escolha uma das qosPolicy ou
adaptiveQosPolicy por pool de
armazenamento/backend

Grupo de politicas de QoS
adaptavel a atribuir para volumes
criados. Escolha uma das
gosPolicy ou adaptiveQosPolicy
por pool de
armazenamento/backend. Nao
suportado pela ONTAP-nas-
Economy.

Porcentagem de volume reservado Se snapshotPolicy é "nenhum",

para snapshots "0" entédo "
Divida um clone de seu pai na "falso"
criacao

Ative a criptografia de volume do  "falso"
NetApp (NVE) no novo volume; o
padrdo é false. O NVE deve ser
licenciado e habilitado no cluster
para usar essa opgao. Se o NAE
estiver ativado no back-end,
qualquer volume provisionado no
Astra Trident sera o NAE ativado.
Para obter mais informacoes,
consulte: "Como o Astra Trident
funciona com NVE e NAE".

Politica de disposicdo em camadas "Somente snapshot” para

para usar "nenhuma" configuragéo pré-ONTAP 9.5 SVM-
DR
Modo para novos volumes "777" para volumes NFS; vazio

(ndo aplicavel) para volumes SMB

Controla a visibilidade . snapshot "falso"

do diretorio
Politica de exportagao a utilizar "padrao”
Estilo de seguranca para novos O padrao NFS é unix. O padréao

volumes. Estilos de seguranga e SMB é ntfs.
unix suporte de NFS mixed.

Suporta SMB mixed e ntfs estilos

de seguranca.
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O uso de grupos de politica de QoS com o Astra Trident requer o ONTAP 9.8 ou posterior.
@ Recomenda-se usar um grupo de politicas QoS nao compartilhado e garantir que o grupo de

politicas seja aplicado individualmente a cada componente. Um grupo de politica de QoS

compartilhado aplicara o limite maximo da taxa de transferéncia total de todos os workloads.

Exemplos de provisionamento de volume

Aqui esta um exemplo com padrées definidos:

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: password
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

Para ontap-nas e ontap-nas—-flexgroups, 0 Astra Trident agora usa um novo calculo para garantir que o
FlexVol seja dimensionado corretamente com a porcentagem de snapshotServe e PVC. Quando o usuario
solicita um PVC, o Astra Trident cria o FlexVol original com mais espago usando o novo calculo. Esse calculo
garante que o usuario receba o espago gravavel que solicitou no PVC, e ndo menor espago do que o que
solicitou. Antes de v21,07, quando o usuario solicita um PVC (por exemplo, 5GiB), com o snapshotServe a 50
por cento, eles recebem apenas 2,5GiBMB de espago gravavel. Isso ocorre porque o que o usuario solicitou &
todo o volume e snapshotReserve € uma porcentagem disso. Com o Trident 21,07, o que o usuario solicita
€ 0 espago gravavel e o Astra Trident define o snapshotReserve numero como a porcentagem de todo o
volume. Isto ndo se aplica ontap-nas-economy ao . Veja o exemplo a seguir para ver como isso funciona:

O célculo ¢é o seguinte:
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Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

Para snapshotServe de 50%, e a solicitagao de PVC de 5GiB, o volume total € de 2/.5 10GiB e o tamanho
disponivel é de 5GiB, o que o usuario solicitou na solicitacdo de PVC. O volume show comando deve
mostrar resultados semelhantes a este exemplo:

Vserver Volume Aggregate t ype Size Available Used%
_pve_B89f1lcl156_3801_4ded_9f9d_034d54c395T4
online RW leGB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW

2 entries were displayed.

Os back-ends existentes de instalacdes anteriores provisionardao volumes conforme explicado acima ao
atualizar o Astra Trident. Para volumes que vocé criou antes da atualizacéo, vocé deve redimensionar seus
volumes para que a alteragéo seja observada. Por exemplo, um PVC de 2GiB mm com
snapshotReserve=50 anterior resultou em um volume que fornece 1GiB GB de espago gravavel.
Redimensionar o volume para 3GiB, por exemplo, fornece ao aplicativo 3GiBMB de espacgo gravavel em um
volume de 6 GiB.

Exemplos

Exemplos minimos de configuragiao

Os exemplos a seguir mostram configuragdes basicas que deixam a maioria dos parametros padréo. Esta é a
maneira mais facil de definir um backend.

@ Se vocé estiver usando o Amazon FSX no NetApp ONTAP com Trident, a recomendacgao é
especificar nomes DNS para LIFs em vez de enderecos IP.

Opgodes padrao no <code> ONTAP-nas-economy</code>

version: 1

storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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Autenticacao baseada em certificado

Este é um exemplo de configuragéo de back-end minimo. clientCertificate, clientPrivateKey
E trustedCACertificate (opcional, se estiver usando CA confiavel) sdo preenchidos

backend. json e recebem os valores codificados em base64 do certificado do cliente, da chave privada
e do certificado de CA confiavel, respetivamente.

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1
dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJwYXB
clientPrivateKey: vciwKIyAgZG.
trustedCACertificate: zcyBbaG.

storagePrefix: myPrefix
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Politica de exportagao automatica

Esses exemplos mostram como vocé pode instruir o Astra Trident a usar politicas de exportacéo
dindmicas para criar e gerenciar a politica de exportagdo automaticamente. Isso funciona da mesma
forma para 0s ontap-nas—-economy drivers € ontap-nas-flexgroup.

ONTAP-nas driver

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4

driver <code> ONTAP-nas-FlexGroup </code>

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

labels:
k8scluster: test-cluster-east-1b
backend: testl-ontap-cluster

svm: svm nfs

username: vsadmin

password: password
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Usando enderecos IPv6

Este exemplo mostra managementLIF usando um enderecgo IPv6.

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-la
backend: testl-ontap-ipv6
svm: nas_ipv6_ svm
username: vsadmin

password: password

ontap-nas—economy condutor

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ontap-nas Driver para o Amazon FSX for ONTAP usando volumes SMB

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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Exemplos de backends com pools virtuais

No arquivo de definicdo de back-end de exemplo mostrado abaixo, padrbes especificos sdo definidos para
todos os pools de armazenamento, como spaceReserve em nenhum, spaceAllocation em falso e
encryption em falso. Os pools virtuais sdo definidos na secdo armazenamento.

O Astra Trident define rétulos de provisionamento no campo "Comentarios". Os comentarios sédo definidos no
FlexVol for ontap-nas ou no FlexGroup ontap-nas-flexgroup for . O Astra Trident copia todas as
etiquetas presentes em um pool virtual para o volume de storage no provisionamento. Por conveniéncia, os
administradores de storage podem definir rétulos por pool virtual e volumes de grupo por rétulo.

Neste exemplo, alguns dos conjuntos de armazenamento definem os seus proprios spaceReserve
spaceAllocation valores, e encryption , e alguns conjuntos substituem os valores predefinidos acima.
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<code> ONTAP-nas</code> driver

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
username: admin
password: password
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: 'false'
gosPolicy: standard
labels:
store: nas_ store
k8scluster: prod-cluster-1
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: '75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755"
- labels:
app: wordpress
cost: '50"'
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
- labels:
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app: mysqgldb

cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'
unixPermissions: '0775"
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driver <code> ONTAP-nas-FlexGroup </code>

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin
password: password
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000'
zone: us_east 1b
defaults:

spaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET
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<code> ONTAP-nas-economy</code> driver

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin
password: password
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

department: legal

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

Atualizagdo dataLIF ap6és a configuracao inicial

Vocé pode alterar o LIF de dados ap6s a configuragéo inicial executando o seguinte comando para fornecer o
novo arquivo JSON de back-end com LIF de dados atualizado.

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

(D Se os PVCs estiverem anexados a um ou varios pods, vocé devera reduzir todos os pods
correspondentes e restaura-los para que o novo LIF de dados entre em vigor.

Mapeie os backends para StorageClasses

As seguintes definicdes do StorageClass referem-se aos pools virtuais acima. Usando o
parameters.selector campo, cada StorageClass chama qual(s) pool(s) virtual(s) pode(m) ser(do)
usado(s) para hospedar um volume. O volume tera os aspetos definidos no pool virtual escolhido.

* O primeiro StorageClass ) (protection-gold serd mapeado para o primeiro e segundo
pool virtual ‘ontap-nas-flexgroup no back-end e o primeiro pool virtual no ontap-san back-
end. Estas sao as unicas piscinas que oferecem proteg¢ao de nivel de ouro.

* O segundo StorageClass ) (protection-not-gold serd mapeado para o terceiro, quarto
pool virtual no ‘ontap-nas-flexgroup back-end e o segundo, terceiro pool virtual no ontap-
san back-end. Estas sé@o as unicas piscinas que oferecem um nivel de protecao diferente do ouro.

* O terceiro StorageClass ) (app-mysgldb serd mapeado para o quarto pool virtual no
“ontap-nas back-end e o terceiro pool virtual no ontap-san-economy back-end. Estes sdo os unicos
pools que oferecem configuragédo de pool de armazenamento para o aplicativo do tipo mysqldb.

* O quarto StorageClass ) (protection-silver-creditpoints-20k serd mapeado para o
terceiro pool virtual no ‘ontap-nas-flexgroup back-end e o segundo pool virtual no
ontap-san back-end. Estas sdo as unicas piscinas que oferecem protecao de nivel dourado em 20000
pontos de crédito.

O quinto StorageClass ) (creditpoints-5k serd mapeado para o segundo pool virtual no
‘ontap-nas-economy back-end e o terceiro pool virtual no ontap-san back-end. Estas s&o as unicas
ofertas de pool em 5000 pontos de crédito.

O Astra Trident decidira qual pool virtual esta selecionado e garantira que o requisito de storage seja atendido.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysqgldb"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident
parameters:
selector: "protection=silver;
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"
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Amazon FSX para NetApp ONTAP

Use o Astra Trident com o Amazon FSX para NetApp ONTAP

"Amazon FSX para NetApp ONTAP" E um servico AWS totalmente gerenciado que
permite que os clientes iniciem e executem sistemas de arquivos equipados com o
sistema operacional de storage NetApp ONTAP. O FSX para ONTAP permite que vocé
aproveite os recursos, o desempenho e os recursos administrativos do NetApp com os
quais vocé ja conhece, ao mesmo tempo em que aproveita a simplicidade, a agilidade, a
seguranca e a escalabilidade do armazenamento de dados na AWS. O FSX para ONTAP
oferece suporte aos recursos do sistema de arquivos ONTAP e APIs de administracao.

Um sistema de arquivos é o principal recurso do Amazon FSX, analogo a um cluster do ONTAP no local. Em
cada SVM, vocé pode criar um ou varios volumes, que sao contentores de dados que armazenam os arquivos
e pastas em seu sistema de arquivos. Com o Amazon FSX for NetApp ONTAP, o Data ONTAP sera fornecido
como um sistema de arquivos gerenciado na nuvem. O novo tipo de sistema de arquivos € chamado de
NetApp ONTAP.

Usando o Astra Trident com o Amazon FSX for NetApp ONTAP, vocé pode garantir que os clusters do
Kubernetes executados no Amazon Elastic Kubernetes Service (EKS) provisionem volumes persistentes de
bloco e arquivo com o respaldo do do ONTAP.

O Amazon FSX para NetApp ONTAP usa "FabricPool" para gerenciar camadas de armazenamento. Ele
permite armazenar dados em um nivel, com base no acesso frequente aos dados.

Consideragoes

* Volumes SMB:
° Os volumes SMB sao suportados usando ontap-nas apenas o driver.

o O Astra Trident € compativel com volumes SMB montados em pods executados apenas em nés do
Windows.

o O Astra Trident ndo é compativel com a arquitetura WINDOWS ARM.

* Os volumes criados em sistemas de arquivos do Amazon FSX que tém backups automaticos ativados néo
podem ser excluidos pelo Trident. Para excluir PVCs, vocé precisa excluir manualmente o PV e o volume
FSX for ONTAP. Para evitar este problema:

> Nao use Quick Create para criar o sistema de arquivos FSX for ONTAP. O fluxo de trabalho de
criacao rapida permite backups automaticos e nao fornece uma opcgao de excluséo.

> Ao usar Standard Create, desative o backup automatico. A desativacao de backups automaticos
permite que o Trident exclua com éxito um volume sem intervengcédo manual adicional.
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v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled

Drivers

Vocé pode integrar o Astra Trident ao Amazon FSX for NetApp ONTAP usando os seguintes drivers:

* ontap-san: Cada PV provisionado € um LUN dentro de seu proprio volume do Amazon FSX for NetApp
ONTAP.

* ontap-san-economy: Cada PV provisionado € um LUN com um numero configuravel de LUNs por
volume do Amazon FSX for NetApp ONTAP.

* ontap-nas: Cada PV provisionado & um volume completo do Amazon FSX for NetApp ONTAP.

* ontap-nas-economy: Cada PV provisionado € uma gtree, com um numero configuravel de gtrees por
volume do Amazon FSX for NetApp ONTAP.

* ontap-nas-flexgroup: Cada PV provisionado € um volume completo do Amazon FSX for NetApp
ONTAP FlexGroup.

Para obter detalhes sobre o driver, "Controladores ONTAP"consulte .

Autenticacao

O Astra Trident oferece dois modos de autenticacao.

» Baseado em certificado: O Astra Trident se comunicara com o SVM em seu sistema de arquivos FSX
usando um certificado instalado no seu SVM.

* Baseado em credenciais: Vocé pode usar o fsxadmin usuario para o sistema de arquivos ou 0 vsadmin
usuario configurado para o SVM.

O Astra Trident espera ser executado como um vsadmin usuario SVM ou como um usuario

@ com um nome diferente que tenha a mesma fungdo. O Amazon FSX for NetApp ONTAP
tem um f£sxadmin usuario que € uma substituicdo limitada do usuario do cluster do ONTAP
admin. E altamente recomendavel usar vsadmin com o Astra Trident.

Vocé pode atualizar backends para mover entre métodos baseados em credenciais e baseados em
certificado. No entanto, se vocé tentar fornecer credenciais e certificados, a criacdo de backend falhara.
Para alternar para um método de autenticagao diferente, vocé deve remover o método existente da
configuragéo de back-end.

Para obter detalhes sobre como ativar a autenticacao, consulte a autenticacao do tipo de driver:

» "Autenticacao nas ONTAP"
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» "Autenticagdo SAN ONTAP"

Encontre mais informagoes

* "Documentacdo do Amazon FSX para NetApp ONTAP"
* "Blog post no Amazon FSX for NetApp ONTAP"

Integre o Amazon FSX para NetApp ONTAP

Vocé pode integrar seu sistema de arquivos do Amazon FSX for NetApp ONTAP ao
Astra Trident para garantir que os clusters do Kubernetes executados no Amazon Elastic
Kubernetes Service (EKS) possam provisionar volumes persistentes de bloco e arquivo
com o respaldo do ONTAP.

Antes de comecar
Além "Requisitos do Astra Trident"do , para integrar o FSX para ONTAP com Astra Trident, vocé precisa de:

* Um cluster do Amazon EKS existente ou um cluster do Kubernetes autogerenciado com kubectl o
instalado.

* Um sistema de arquivos e uma maquina virtual de armazenamento (SVM) do Amazon FSX for NetApp
ONTAP que pode ser acessado a partir dos nés de trabalho do seu cluster.

* Nos de trabalho preparados para "NFS ou iSCSI".

@ Certifique-se de seguir as etapas de preparagéo de nds necessarias para o Amazon Linux e
"Imagens de maquinas da Amazon" Ubuntu (AMIS), dependendo do seu tipo de AMI EKS.

Requisitos adicionais para volumes SMB

* Um cluster do Kubernetes com um né de controlador Linux e pelo menos um né de trabalho do Windows
que executa o Windows Server 2019. O Astra Trident é compativel com volumes SMB montados em pods
executados apenas em nés do Windows.

* Pelo menos um segredo do Astra Trident que contém suas credenciais do ative Directory. Para gerar
segredo smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

--from-literal password='password'

* Um proxy CSI configurado como um servigo Windows. Para configurar um csi-proxy, "GitHub: CSI
Proxy"consulte ou "GitHub: CSI Proxy para Windows" para ndés do Kubernetes executados no Windows.

Integracao de driver SAN e nas ONTAP

@ Se vocé estiver configurando volumes SMB, leia Prepare-se para provisionar volumes SMB
antes de criar o back-end.

Passos
1. Implante o Astra Trident com um dos "métodos de implantacao”.
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2. Colete seu nome DNS de gerenciamento de SVM. Por exemplo, usando a AWS CLI, localize a DNSName
entrada em Endpoints — Management depois de executar o seguinte comando:

aws fsx describe-storage-virtual-machines --region <file system region>

3. Criar e instalar certificados para "Autenticacao de back-end nas" ou "Autenticacao de back-end SAN".

Vocé pode fazer login no seu sistema de arquivos (por exemplo, para instalar certificados)

@ usando SSH de qualquer lugar que possa chegar ao seu sistema de arquivos. Utilize o
fsxadmin utilizador, a palavra-passe configurada quando criou o sistema de ficheiros e o
nome DNS de gest&o a partir "aws fsx describe-file-systems’do .

4. Crie um arquivo de back-end usando seus certificados e o nome DNS do seu LIF de gerenciamento, como
mostrado na amostra abaixo:

YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXKXXX . LS—XXXXXKXXXXXXKXXXXKXX . fsx.us~—
east-2.aws.internal

svm: svm01l

clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-
XXXKXXKXXKXXKXXKXXXXXX . fsx.us—-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGR1lc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

}

Para obter informagdes sobre como criar backends, consulte estes links:
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o "Configurar um back-end com drivers nas ONTAP"
o "Configure um back-end com drivers SAN ONTAP"

Resultados

Apos a implantagao, vocé pode criar um "classe de storage, provisione um volume e monte o volume em um
pod".

Prepare-se para provisionar volumes SMB

Vocé pode provisionar volumes SMB usando ontap-nas o driver. Antes de concluir Integracao de driver SAN
e nas ONTAPas etapas a seguir.

Passos

1. Criar compartilhamentos SMB. Vocé pode criar os compartilhamentos de administracdo SMB de duas
maneiras usando o "Microsoft Management Console"snap-in pastas compartilhadas ou usando a CLI do
ONTAP. Para criar compartilhamentos SMB usando a CLI do ONTAP:

a. Se necessario, crie a estrutura do caminho do diretério para o compartilhamento.

O vserver cifs share create comando verifica o caminho especificado na opcao -path durante
a criacao de compartilhamento. Se o caminho especificado n&o existir, 0 comando falhara.

b. Crie um compartilhamento SMB associado ao SVM especificado:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

c. Verifique se o compartilhamento foi criado:

vserver cifs share show -share-name share name

@ "Crie um compartilhamento SMB"Consulte para obter detalhes completos.

2. Ao criar o back-end, vocé deve configurar o seguinte para especificar volumes SMB. Para obter todas as
opgodes de configuracao de back-end do FSX for ONTAP, "Opcdes e exemplos de configuracao do FSX for
ONTAP"consulte .

Parametro Descrigcao Exemplo

smbShare Nome do compartilhamento SMB  smb-share
criado usando pasta
compartilhada Microsoft
Management Console. Por
exemplo, "smb-share".
Necessario para volumes SMB.

nasType Tem de estar definido para smb. smb
Se nulo, o padrao é nfs.
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Parametro Descrigao Exemplo

securityStyle Estilo de seguranga para novos  ntfs Ou mixed para volumes
volumes. Deve ser definido SMB
como ntfs ou mixed para
volumes SMB.

unixPermissions Modo para novos volumes. Deve
ser deixado vazio para volumes
SMB.

Opcoes e exemplos de configuragao do FSX for ONTAP

Saiba mais sobre as opg¢des de configuragédo de back-end para o Amazon FSX for
ONTAP. Esta sec¢ao fornece exemplos de configuracado de back-end.

Opcoes de configuracao de back-end

Consulte a tabela a seguir para obter as opgdes de configuracédo de back-end:

Parametro Descrigao Exemplo

version Sempre 1

storageDriverName Nome do controlador de "ONTAP-nas", "ONTAP-nas-
armazenamento economy", "ONTAP-nas-

FlexGroup", "ONTAP-san",
"ONTAP-san-economy"

backendName Nome personalizado ou back-end  Nome do driver
de storage
managementLIF Endereco IP de um cluster ou LIF ~ "10,0.0,1", "[2001:1234:abcd::fefe]"

de gerenciamento de SVM para
switchover MetroCluster otimizado,
vocé precisa especificar um LIF de
gerenciamento de SVM. Um nome
de dominio totalmente qualificado
(FQDN) pode ser especificado.
Pode ser definido para usar
enderecos IPv6 se o Astra Trident
tiver sido instalado usando o
—-—use-1ipvé6 sinalizador. Os
enderecos |IPv6 devem ser
definidos entre colchetes, como
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555].
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Parametro

dataLlIF

autoExportPolicy

autoExportCIDRs

labels

Descricédo Exemplo

Endereco IP do protocolo LIF. *
ONTAP nas drivers*:
Recomendamos especificar
dataLIF. Se néao for fornecido, o
Astra Trident obtém LIFs de dados
do SVM. Vocé pode especificar um
nome de dominio totalmente
qualificado (FQDN) a ser usado
para as operagdes de montagem
NFS, permitindo que vocé crie um
DNS de round-robin para
balanceamento de carga em varios
LIFs de dados. Pode ser alterado
apos a definigao inicial. Consulte a
. Drivers SAN ONTAP: Nao
especifique para iISCSI. O Astra
Trident usa o mapa de LUN
seletivo da ONTAP para descobrir
as LIFs iSCI necessarias para
estabelecer uma sessao de varios
caminhos. Um aviso é gerado se o
dataLIF for definido explicitamente.
Pode ser definido para usar
enderecos IPv6 se o Astra Trident
tiver sido instalado usando o
--use-1ipvé6 sinalizador. Os
enderecgos |IPv6 devem ser
definidos entre colchetes, como
[28e8:d9fb:a825:b7bf:69a8:d02f:.9e
7b:3555].

Ativar a criacao e atualizagéao "falso"
automatica da politica de

exportacao [Boolean]. Com
autoExportPolicy as opgdes e
autoExportCIDRs, 0 Astra

Trident pode gerenciar politicas de
exportagado automaticamente.

Lista de CIDR para filtrar IPs de ""0,0.0,0/0", ":::/0"]"

nos do Kubernetes em relagao ao
autoExportPolicy quando o
esta ativado. Com
autoExportPolicy as opgdes e
autoExportCIDRs, 0 Astra
Trident pode gerenciar politicas de
exportacao automaticamente.

Conjunto de rétulos arbitrarios
formatados em JSON para aplicar
em volumes
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Parametro

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

igroupName

storagePrefix

limitAggregateUsage

limitVolumeSize
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Descricédo Exemplo

Valor codificado em base64 do
certificado do cliente. Usado para
autenticacdo baseada em
certificado

Valor codificado em base64 da
chave privada do cliente. Usado
para autenticacao baseada em
certificado

Valor codificado em base64 do
certificado CA confiavel. Opcional.
Usado para autenticacao baseada
em certificado.

Nome de usuario para se conetar
ao cluster ou SVM. Usado para
autenticacado baseada em
credenciais. Por exemplo, vsadmin.

Senha para se conectar ao cluster
ou SVM. Usado para autenticagao
baseada em credenciais.

Magquina virtual de armazenamento Derivado se um SVM
para usar managementLIF for especificado.

Nome do grupo para volumes SAN "Trident-<backend-UUID>"
a serem usados. Consulte a .

Prefixo usado ao provisionar novos "Trident"
volumes na SVM. Nao pode ser

modificado apoés a criagdo. Para

atualizar esse parametro, vocé

precisara criar um novo backend.

Nao especifique para o Amazon Nao utilizar.
FSX for NetApp ONTAP. O

fornecido fsxadmin € vsadmin

nao contém as permissoes

necessarias para recuperar o uso

agregado e limita-lo usando o Astra

Trident.

Falha no provisionamento se o
tamanho do volume solicitado
estiver acima desse valor. Também
restringe o tamanho maximo dos
volumes que gerencia para qtrees
e LUNs, e a gtreesPerFlexvol
opg¢ao permite personalizar o
numero maximo de qtrees por
FlexVol.

(n&o aplicado por padrao)



Parametro

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare

Descricédo Exemplo

O maximo de LUNSs por FlexVol "100"
tem de estar no intervalo [50, 200].
Apenas SAN.

Debug flags para usar ao nulo

solucionar problemas. Por
exemplo, ndo use
debugTraceFlags a menos que
vocé esteja solucionando
problemas e exija um despejo de
log detalhado.

Lista separada por virgulas de
opcoes de montagem NFS. As
op¢des de montagem para
volumes persistentes do
Kubernetes normalmente séo
especificadas em classes de
storage, mas se nenhuma opgéo
de montagem for especificada em
uma classe de storage, o Astra
Trident voltara a usar as opgdes de
montagem especificadas no
arquivo de configuragéo do back-
end de storage. Se nenhuma
opgao de montagem for
especificada na classe de storage
ou no arquivo de configuracéo, o
Astra Trident nao definira nenhuma
opc¢ao de montagem em um
volume persistente associado.

Configurar a criagdo de volumes nfs
NFS ou SMB. As opgbes sdo nfs,

smb, ou null. Deve definir como

smb para volumes SMB. A
configuragédo como null padrao

para volumes NFS.

Qtrees maximos por FlexVol, ttm  "200"
de estar no intervalo [50, 300]

Nome do compartilhamento SMB  "partilha smb"
criado usando pasta compartilhada

Microsoft Management Console.

Necessario para volumes SMB.
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Parametro Descrigao Exemplo

useREST Parametro booleano para usar "falso"
APIs REST do ONTAP. A
visualizagao técnica
useREST € fornecida como uma
prévia técnica que é recomendada
para ambientes de teste e ndo para
cargas de trabalho de producéo.
Quando definido como true, 0
Astra Trident usara as APIS REST
do ONTAP para se comunicar com
o back-end. Esse recurso requer o
ONTAP 9.11,1 e posterior. Além
disso, a funcao de login do ONTAP
usada deve ter acesso ao ontap
aplicativo. Isso é satisfeito com as
funcdes e cluster-admin
predefinidas vsadmin.

Detalhes sobre igroupName

igroupName Pode ser definido como um grupo que ja esta criado no cluster ONTAP. Se nao for especificado,
o Astra Trident cria automaticamente um igrop chamado trident-<backend-UUID>.

Se estiver fornecendo um igroupName predefinido, recomendamos o uso de um grupo por cluster do
Kubernetes, se o SVM for compartilhado entre ambientes. Isso é necessario para que o Astra Trident
mantenha automaticamente adicoes e exclusdes ao IQN.

* igroupName Pode ser atualizado para apontar para um novo grupo que é criado e gerenciado no SVM
fora do Astra Trident.

* igroupName pode ser omitido. Nesse caso, o Astra Trident criara e gerenciara um igroup nomeado
trident-<backend-UUID> automaticamente.

Em ambos os casos, os anexos de volume continuardo a ser acessiveis. Futuros anexos de volume usarao o
igroup atualizado. Esta atualizag&o ndo interrompe o acesso aos volumes presentes no back-end.

Atualizagdo dataLIF ap6s a configuragao inicial

Vocé pode alterar o LIF de dados apés a configuragao inicial executando o seguinte comando para fornecer o
novo arquivo JSON de back-end com LIF de dados atualizado.

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ Se os PVCs estiverem anexados a um ou varios pods, vocé devera reduzir todos os pods
correspondentes e restaura-los para que o novo LIF de dados entre em vigor.
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Opcoes de configuragao de back-end para volumes de provisionamento

Vocé pode controlar o provisionamento padrao usando essas op¢des na defaults segao da configuragéao.
Para obter um exemplo, consulte os exemplos de configuragcéo abaixo.

Parametro Descrigao Padrao
spaceAllocation Alocacédo de espaco para LUNs "verdadeiro"
spaceReserve Modo de reserva de espaco; "nenhum"
"nenhum"” (fino) ou "volume"
(grosso)
snapshotPolicy Politica de instantaneos a utilizar  "nenhum”
gosPolicy Grupo de politicas de QoS a

atribuir aos volumes criados.
Escolha uma das qosPolicy ou
adaptiveQosPolicy por pool de
armazenamento ou backend. O
uso de grupos de politica de QoS
com o Astra Trident requer o
ONTAP 9.8 ou posterior.
Recomendamos o uso de um
grupo de politicas de QoS nao
compartilhado e garantir que o
grupo de politicas seja aplicado
individualmente a cada
componente. Um grupo de politica
de QoS compartilhado aplicara o
limite maximo da taxa de
transferéncia total de todos os
workloads.

adaptiveQosPolicy Grupo de politicas de QoS
adaptavel a atribuir para volumes
criados. Escolha uma das
gosPolicy ou adaptiveQosPolicy
por pool de armazenamento ou
backend. Nao suportado pela
ONTAP-nas-Economy.

snapshotReserve Porcentagem de volume reservado Se snapshotPolicy é "nenhum",
para snapshots "0" entdo ™

splitOnClone Divida um clone de seu pai na "falso"
criacéo
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Parametro

encryption

luksEncryption

tieringPolicy

unixPermissions

securityStyle

Exemplo

Descrigdo

Ative a criptografia de volume do
NetApp (NVE) no novo volume; o
padrao é false. O NVE deve ser
licenciado e habilitado no cluster
para usar essa opcao. Se o NAE
estiver ativado no back-end,
qualquer volume provisionado no
Astra Trident sera o NAE ativado.
Para obter mais informacdes,
consulte: "Como o Astra Trident
funciona com NVE e NAE".

Ativar encriptacdo LUKS. "Usar a
configuragdo de chave unificada do
Linux (LUKS)"Consulte a . Apenas
SAN.

Politica de disposicdo em camadas
para usar "nenhuma"

Modo para novos volumes. Deixe
vazio para volumes SMB.

Estilo de seguranca para novos
volumes. Estilos de seguranca e
unix suporte de NFS mixed.
Suporta SMB mixed e ntfs estilos
de seguranga.

Padrao

"falso"

"Somente snapshot" para
configuragéo pré-ONTAP 9.5 SVM-
DR

O padrao NFS é unix. O padrao
SMB é ntfs.

Usando nasType, node-stage-secret-name € node-stage-secret-namespace, VOcé pode
especificar um volume SMB e fornecer as credenciais necessarias do ative Directory. Os volumes SMB sao

suportados usando ontap-nas apenas o driver.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: nas-smb-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret—-name:

"smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"
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