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Azure NetApp Files
Configurar um back-end do Azure NetApp Files

Vocé pode configurar o Azure NetApp Files (ANF) como back-end do Astra Trident. E
possivel anexar volumes NFS e SMB usando um back-end de ANF.

Consideragoes
* O servigo Azure NetApp Files ndo oferece suporte a volumes menores que 100 GB. O Astra Trident cria
automaticamente volumes de 100 GB se um volume menor for solicitado.

» O Astra Trident € compativel com volumes SMB montados em pods executados apenas em nés do
Windows.

Prepare-se para configurar um back-end do Azure NetApp
Files

Antes de configurar o back-end do Azure NetApp Files, vocé precisa garantir que os
seguintes requisitos sejam atendidos.

Pré-requisitos para volumes NFS e SMB

Se vocé estiver usando o Azure NetApp Files pela primeira vez ou em um novo local, sera
@ necessaria alguma configuracgao inicial para configurar o Azure NetApp Files e criar um volume
NFS. Consulte a "Azure: Configure o Azure NetApp Files e crie um volume NFS".

Para configurar e usar um "Azure NetApp Files" back-end, vocé precisa do seguinte:

* Um pool de capacidade. "Microsoft: Crie um pool de capacidade para o Azure NetApp Files"Consulte a .

* Uma sub-rede delegada ao Azure NetApp Files. "Microsoft: Delegar uma sub-rede ao Azure NetApp
Files"Consulte a .

* subscriptionID A partir de uma subscricdo do Azure com o Azure NetApp Files ativado.

* tenantID, clientIDE clientSecret de um "Registo da aplicagao” no Azure ative Directory com
permissodes suficientes para o servigo Azure NetApp Files. O Registro de aplicativos deve usar:

o Afuncao proprietario ou Colaborador "Pré-definido pelo Azure".

° A"Funcao de Colaborador personalizada"no nivel da subscrigdo (assignableScopes) com as
seguintes permissdes limitadas apenas ao que o Astra Trident requer. Depois de criar a fungéo
personalizada"Atribua a funcao usando o portal do Azure", .

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": ({

"roleName": "custom-role-with-limited-perms",


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://azure.microsoft.com/en-us/services/netapp/
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal

"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"

1,
"permissions": [
{

"actions": |

"Microsoft.NetApp/netAppAccounts/capacityPools/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

"
’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

e",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele
te" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/rea
d"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/wri
te" ,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/del
ete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/Get
Metadata/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r
ead",
"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/read",



"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations

/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations
/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"
1,
"notActions": [],
"dataActions": [],

"notDataActions": []

* O Azure location que contém pelo menos um "sub-rede delegada". A partir do Trident 22,01, o
location pardmetro € um campo obrigatério no nivel superior do arquivo de configuragéo de back-end.
Os valores de localizagao especificados em pools virtuais sdo ignorados.

Requisitos adicionais para volumes SMB
Para criar um volume SMB, vocé deve ter:
+ Ative Directory configurado e conetado ao Azure NetApp Files. "Microsoft: Crie e gerencie conexdes do

ative Directory para Azure NetApp Files"Consulte a .

* Um cluster do Kubernetes com um né de controlador Linux e pelo menos um né de trabalho do Windows
que executa o Windows Server 2019. O Astra Trident é compativel com volumes SMB montados em pods
executados apenas em nés do Windows.

* Pelo menos um segredo do Astra Trident que contém suas credenciais do ative Directory para que o
Azure NetApp Files possa se autenticar no ative Directory. Para gerar segredo smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Um proxy CSI configurado como um servigo Windows. Para configurar um csi-proxy, "GitHub: CSI
Proxy"consulte ou "GitHub: CSI Proxy para Windows" para ndés do Kubernetes executados no Windows.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md

Exemplos e opcoes de configuragao de back-end do Azure
NetApp Files

Saiba mais sobre as opg¢des de configuragcédo de back-end NFS e SMB para ANF e revise
exemplos de configuracéao.

Opcoes de configuragao de back-end

O Astra Trident usa sua configuragéo de back-end (sub-rede, rede virtual, nivel de servigo e local) para criar
volumes de ANF em pools de capacidade disponiveis no local solicitado e que correspondam ao nivel de
servigo e a sub-rede solicitados.

@ O Astra Trident ndo é compativel com pools de capacidade de QoS manual.

Os backends do ANF oferecem essas opgoes de configuragao.

Parametro Descrigcao Padrao
version Sempre 1
storageDriverName Nome do controlador de "ficheiros azure-NetApp"
armazenamento
backendName Nome personalizado ou back-end  Nome do condutor e carateres
de storage aleatorios
subscriptionID O ID da assinatura da sua
assinatura do Azure
tenantID O ID do locatario de um Registro
de aplicativo
clientID A ID do cliente de um registo de
aplicacao
clientSecret O segredo do cliente de um

Registro de aplicativo

serviceLevel Um de Standard, Premium, OU " (aleatorio)
Ultra
location Nome do local do Azure onde os

novos volumes serdo criados

resourceGroups Lista de grupos de recursos para  "[]" (sem filtro)
filtragem de recursos descobertos

netappAccounts Lista de contas do NetApp para "" (sem filtro)
filtragem de recursos descobertos

capacityPools Lista de pools de capacidade para "[]" (sem filtro, aleatério)
filtrar recursos descobertos

virtualNetwork Nome de uma rede virtual com uma
sub-rede delegada



Parametro Descrigdo Padrao

subnet Nome de uma sub-rede delegada
Microsoft.Netapp/volumes

networkFeatures Conjunto de recursos VNet para
um volume, pode ser Basic ou
Standard. Os recursos de rede
nao estdo disponiveis em todas as
regides e podem ter que ser
ativados em uma assinatura.
Especificar networkFeatures
quando a funcionalidade ndo esta
ativada faz com que o
provisionamento de volume falhe.

nfsMountOptions Controle refinado das opgdes de "3"
montagem NFS. Ignorado para
volumes SMB. Para montar
volumes usando o NFS versao 4,1,
inclua "nfsvers=4'na lista de
opcdes de montagem delimitadas
por virgulas para escolher NFS
v4,1. As opgdes de montagem
definidas em uma definicdo de
classe de armazenamento
substituem as opcodes de
montagem definidas na
configuragédo de back-end.

limitVolumeSize Falha no provisionamento se o
tamanho do volume solicitado
estiver acima desse valor

(n&o aplicado por padrao)

debugTraceFlags Debug flags para usar ao nulo
solucionar problemas. Exemplo,
\{"api": false, "method":
true, "discovery": true}.
Nao use isso a menos que vocé
esteja solucionando problemas e
exija um despejo de log detalhado.

nasType Configurar a criagdo de volumes nfs
NFS ou SMB. As opcdes sdo nfs,
smb ou null. A configuragao como
null padrao para volumes NFS.

@ Para obter mais informacdes sobre recursos de rede, "Configurar recursos de rede para um
volume Azure NetApp Files"consulte .

Permissoes e recursos necessarios

Se vocé receber um erro "sem pools de capacidade encontrados" ao criar um PVC, é provavel que o Registro
do aplicativo ndo tenha as permissdes e recursos necessarios (sub-rede, rede virtual, pool de capacidade)
associados. Se a depuragéo estiver ativada, o Astra Trident registrara os recursos do Azure descobertos


https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features

quando o back-end for criado. Verifique se uma fungéo apropriada esta sendo usada.

Os valores para resourceGroups, netappAccounts, capacityPools,, virtualNetwork € subnet
podem ser especificados usando nomes curtos ou totalmente qualificados. Nomes totalmente qualificados sao
recomendados na maioria das situagdes, pois nomes curtos podem corresponder varios recursos com o
mesmo nome.

Os resourceGroups valores , netappAccounts, € capacityPools sao filtros que restringem o conjunto
de recursos descobertos aos disponiveis para esse back-end de armazenamento e podem ser especificados
em qualquer combinagdo. Nomes totalmente qualificados seguem este formato:

Tipo Formato

Grupo de recursos <resource group>

Conta NetApp <resource group>/ cliente NetApp account>

Pool de capacidade <resource group>/ cliente NetApp account>/<capacity
pool>

Rede virtual <resource group>/<virtual network>

Sub-rede <resource group>/<virtual network>/<subnet>

Provisionamento de volume

Vocé pode controlar o provisionamento de volume padrao especificando as seguintes opgdes em uma segao
especial do arquivo de configuragdo. Exemplos de configuracdesConsulte para obter detalhes.

Parametro Descrigcao Padrao
exportRule Regras de exportacdo para novos "0,0.0,0/0"
volumes.

exportRule Deve ser uma lista
separada por virgulas de qualquer
combinacao de enderecos IPv4 ou
sub-redes IPv4 na notacdo CIDR.
Ignorado para volumes SMB.

snapshotDir Controla a visibilidade do diretério  "falso"
.snapshot
size O tamanho padréo dos novos "100G"
volumes
unixPermissions As permissdes unix de novos "" (recurso de pré-visualizagao,

volumes (4 digitos octal). Ignorado requer lista branca na assinatura)
para volumes SMB.

Exemplos de configuragoes



Exemplo 1: Configuragao minima

Esta é a configuragdo minima absoluta de back-end. Com essa configuragao, o Astra Trident descobre

todas as suas contas NetApp, pools de capacidade e sub-redes delegadas no ANF no local configurado
e coloca novos volumes aleatoriamente em um desses pools e sub-redes. Como nasType € omitido, o
nfs padrao se aplica e o back-end provisionara para volumes NFS.

Essa configuracao é ideal quando vocé esta apenas comegando o ANF e experimentando as coisas,
mas na pratica vocé vai querer fornecer um escopo adicional para os volumes provisionados.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

Exemplo 2: Configuragdo especifica de nivel de servigo com filtros de pool de capacidade

Essa configuragao de back-end coloca volumes no local do Azure eastus em um Ultra pool de
capacidade. O Astra Trident descobre automaticamente todas as sub-redes delegadas no ANF nesse
local e coloca um novo volume em uma delas aleatoriamente.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91le5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2



Exemplo 3: Configuragdo avangada

Essa configuragao de back-end reduz ainda mais o escopo do posicionamento de volume para uma
Unica sub-rede e também modifica alguns padrées de provisionamento de volume.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi
unixPermissions: '0777'



Exemplo 4: Configuragao de pool virtual

Essa configuracao de back-end define varios pools de storage em um Unico arquivo. Isso é util quando

vocé tem varios pools de capacidade com suporte a diferentes niveis de servigo e deseja criar classes de

storage no Kubernetes que os representem. Rétulos de pool virtual foram usados para diferenciar os
pools com base performance no .

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

Definigoes da classe de armazenamento

As defini¢des a seguir StorageClass referem-se aos pools de armazenamento acima.



Exemplos de definigbes usando parameter.selector campo

Usando parameter.selector vocé pode especificar para cada StorageClass pool virtual que é usado
para hospedar um volume. O volume tera os aspetos definidos no pool escolhido.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

Definigcoes de exemplo para volumes SMB

Usando nasType, node-stage-secret-name € node-stage-secret-namespace, VOcé pode
especificar um volume SMB e fornecer as credenciais necessarias do ative Directory.
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Exemplo 1: Configuragdo basica no namespace padrao

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

Exemplo 2: Usando diferentes segredos por namespace

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

"default"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

Exemplo 3: Usando segredos diferentes por volume

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

$S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret—-namespace:

S{pvc.namespace}
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(D nasType: smb Filtros para pools compativeis com volumes SMB. nasType: ‘nfs Ou
nasType: “null filiros para NFS Pools.

Crie o backend

Depois de criar o arquivo de configuragado de back-end, execute o seguinte comando:
tridentctl create backend -f <backend-file>

Se a criagao do backend falhar, algo esta errado com a configuragao do backend. Vocé pode exibir os logs
para determinar a causa executando o seguinte comando:

tridentctl logs

Depois de identificar e corrigir o problema com o arquivo de configuragéo, vocé pode executar o comando
create novamente.
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Informacgoes sobre direitos autorais

Copyright © 2025 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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