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Referéncia
Portas Astra Trident
Saiba mais sobre as portas que o Astra Trident usa para comunicacéo.

Portas Astra Trident

O Astra Trident se comunica pelas seguintes portas:

Porta Finalidade

8443 Backchannel HTTPS

8001 Endpoint de métricas Prometheus

8000 SERVIDOR REST do Trident

17546 Porta de sonda de disponibilidade/disponibilidade usada pelos pods

daemonset Trident

A porta da sonda de disponibilidade/disponibilidade pode ser alterada durante a instalagao
utilizando o --probe-port sinalizador. E importante garantir que essa porta ndo esteja sendo
usada por outro processo nos nos de trabalho.

API REST do Astra Trident

"comandos e opcoes tridentcti"Embora seja a maneira mais facil de interagir com a API
REST do Astra Trident, vocé pode usar o endpoint REST diretamente, se preferir.

Quando usar a APl REST

A API REST é util para instalagbes avangadas que usam o Astra Trident como um binario autbnomo em
implantagdes ndo Kubernetes.

Para uma melhor seguranga, o Astra Trident REST APT é restrito a localhost por padrao ao ser executado
dentro de um pod. Para alterar esse comportamento, vocé precisa definir o argumento do Astra Trident
-address na configuragéo do pod.

Usando a APl REST

Para exemplos de como essas APIs sdo chamadas, passe o (*-d sinalizador debug ). Para obter mais
informagdes, "Gerenciar o Astra Trident usando o tridentctl"consulte .

A API funciona da seguinte forma:

OBTER

GET <trident-address>/trident/vl1/<object-type>
Lista todos os objetos desse tipo.


https://docs.netapp.com/pt-br/trident-2402/trident-reference/tridentctl.html
https://docs.netapp.com/pt-br/trident-2402/trident-managing-k8s/tridentctl.html

GET <trident-address>/trident/vl/<object-type>/<object-name>
Obtém os detalhes do objeto nomeado.

POST

POST <trident-address>/trident/vl1/<object-type>
Cria um objeto do tipo especificado.

» Requer uma configuragdo JSON para o objeto a ser criado. Para obter a especificagdo de cada tipo de
objeto, "Gerenciar o Astra Trident usando o tridentctl"consulte a .

» Se 0 objeto ja existir, 0 comportamento varia: Os backends atualizam o objeto existente, enquanto
todos os outros tipos de objeto falharéo a operagao.

ELIMINAR

DELETE <trident-address>/trident/vl/<object-type>/<object-name>
Exclui o recurso nomeado.

Os volumes associados a backends ou classes de armazenamento continuardo a existir;
@ estes devem ser excluidos separadamente. Para obter mais informagodes, "Gerenciar o Astra
Trident usando o tridentctl"consulte .

Opcoes de linha de comando

O Astra Trident expde varias opc¢des de linha de comando para o orquestrador Trident.
Vocé pode usar essas opgdes para modificar sua implantacgao.

A registar

-debug
Ativa a saida de depuragao.

-loglevel <level>
Define o nivel de log (debug, info, warn, error, fatal). O padréo € INFO.

Kubernetes

-k8s_pod

Use essa opgdo ou -k8s api server para ativar o suporte do Kubernetes. Isso faz com que o Trident
use suas credenciais de conta de servigo do Kubernetes do pod que contém para entrar em Contato com o
servidor de API. Isso s6 funciona quando o Trident é executado como um pod em um cluster do
Kubernetes com contas de servico ativadas.

-k8s_api_server <insecure-address:insecure-port>

Use essa opgéo ou -k8s_pod para ativar o suporte do Kubernetes. Quando especificado, o Trident se
coneta ao servidor de APl do Kubernetes usando o enderego e a porta inseguros fornecidos. Isso permite
que o Trident seja implantado fora de um pod; no entanto, ele s6 suporta conexdes inseguras com o
servidor de API. Para se conetar com seguranga, implante o Trident em um pod com a -k8s_pod opg¢éo.


https://docs.netapp.com/pt-br/trident-2402/trident-managing-k8s/tridentctl.html
https://docs.netapp.com/pt-br/trident-2402/trident-managing-k8s/tridentctl.html
https://docs.netapp.com/pt-br/trident-2402/trident-managing-k8s/tridentctl.html

Docker

-volume driver <name>

Nome do driver usado ao Registrar o plug-in do Docker. O padréo € netapp.

-driver port <port-number>
Ouca nesta porta em vez de um soquete de dominio UNIX.

-config <file>
Obrigatorio; vocé deve especificar esse caminho para um arquivo de configuragéo de back-end.

DESCANSO

-address <ip-or-host>

Especifica o endereco no qual o servidor REST do Trident deve ouvir. O padréo é localhost. Ao ouvir no
localhost e executar dentro de um pod Kubernetes, a interface REST néo é diretamente acessivel de fora
do pod. -address """ Utilize para tornar a INTERFACE REST acessivel a partir do endereco IP do pod.

@ Ainterface REST DO Trident pode ser configurada para ouvir e servir apenas em 127.0.0.1
(para IPv4) ou [::1] (para IPv6).

-port <port-number>
Especifica a porta na qual o servidor REST do Trident deve ouvir. O padrao é 8000.

-rest

Ativa a interface REST. O padrao é verdadeiro.

Objetos Kubernetes e Trident

E possivel interagir com o Kubernetes e o Trident usando APIs REST lendo e
escrevendo objetos de recursos. Ha varios objetos de recursos que ditam a relagcéo entre
o Kubernetes e o Trident, o Trident e o storage, o Kubernetes e o storage. Alguns desses
objetos sdo gerenciados pelo Kubernetes e os outros sdo gerenciados pelo Trident.

Como os objetos interagem uns com os outros?

Talvez a maneira mais facil de entender os objetos, para que eles sdo e como eles interagem seja seguir uma
unica solicitacdo de armazenamento de um usuario do Kubernetes:

1. Um usudrio cria PersistentVolumeClaim uma solicitagdo de um novo PersistentVolume de um
tamanho especifico de um Kubernetes StorageClass que foi configurado anteriormente pelo
administrador.

2. O Kubernetes StorageClass identifica o Trident como seu provisionador e inclui parametros que
informam ao Trident como provisionar um volume para a classe solicitada.

3. O Trident olha para si StorageClass mesmo com 0 mesmo nome que identifica a correspondéncia
Backends e StoragePools que pode usar para provisionar volumes para a classe.

4. O Trident provisiona o storage em um back-end compativel e cria dois objetos: Um PersistentVolume
no Kubernetes que diz ao Kubernetes como encontrar, montar e tratar o volume e um volume no Trident



que mantém a relagdo entre o PersistentVolume e o storage real.

5. O Kubernetes vincula PersistentVolumeClaim 0 a0 NOVO PersistentVolume. Pods que incluem a
PersistentVolumeClaim montagem que Persistentvolume em qualquer host em que ele seja

executado.

6. Um usuario cria um VolumeSnapshot de um PVC existente, usando um VolumeSnapshotClass que

aponta para Trident.

7. O Trident identifica o volume que esta associado ao PVC e cria um snapshot do volume em seu back-end.
Ele também cria um VolumeSnapshotContent que instrui o Kubernetes sobre como identificar o

snapshot.

8. Um usuario pode criar um PersistentVolumeClaim usando VolumeSnapshot como fonte.

9. O Trident identifica o instantaneo necessario e executa o mesmo conjunto de etapas envolvidas na criagao
de um PersistentVolume € um Volume.

Para ler mais sobre objetos do Kubernetes, é altamente recomendavel que vocé leia a
"Volumes persistentes" se¢do da documentagdo do Kubernetes.

Objetos do Kubernetes PersistentVolumeClaim

Um objeto Kubernetes PersistentVolumeClaim € uma solicitagcdo de storage feita por um usuario de

cluster do Kubernetes.

Além da especificagdo padrao, o Trident permite que os usuarios especifiquem as seguintes anotagdes
especificas de volume se quiserem substituir os padrdes definidos na configuragao de back-end:

Anotagcao

Trident.NetApp.io/sistema de
arquivos

Trident.NetApp.io/cloneFromPVC

Trident.NetApp.io/splitOnClone
Trident.NetApp.io/protocolo
Trident.NetApp.io/exportPolicy

Trident.NetApp.io/snapshotPolicy

Trident.NetApp.io/snapshotServe
Trident.NetApp.io/snapshotDirector
y

Trident.NetApp.io/unixPermissions

Trident.NetApp.io/blocksize

Opcao de volume

Sistema de ficheiros

CloneSourcevolume

SplitOnClone

protocolo

Politica de exportagao

Politica de SnapshotPolicy

SnapshotServe

SnapshotDirectory

UnixPermissions

Tamanho do bloco

Drivers suportados

ONTAP-san, SolidFire-san,
ONTAP-san-economy

ONTAP-nas, ONTAP-san,
SolidFire-san, azure-NetApp-files,
gcp-cvs, ONTAP-san-economy

ONTAP-nas, ONTAP-san
qualquer

ONTAP-nas, ONTAP-nas-economy,
ONTAP-nas-FlexGroup

ONTAP-nas, ONTAP-nas-economy,
ONTAP-nas-FlexGroup, ONTAP-
san

ONTAP-nas, ONTAP-nas-
FlexGroup, ONTAP-san, gcp-cvs

ONTAP-nas, ONTAP-nas-economy,
ONTAP-nas-FlexGroup

ONTAP-nas, ONTAP-nas-economy,
ONTAP-nas-FlexGroup

SolidFire-san


https://kubernetes.io/docs/concepts/storage/persistent-volumes/

Se o PV criado tiver a Delete politica de recuperagéo, o Trident excluira o PV e o volume de backup quando
o PV for liberado (ou seja, quando o usuario exclui o PVC). Caso a agao de exclusao falhe, o Trident marca o
PV como tal e periodicamente tenta novamente a operagao até que seja bem-sucedida ou o PV seja excluido
manualmente. Se o PV usar a Retain politica, o Trident a ignora e assume que o administrador ira limpa-la
do Kubernetes e do back-end, permitindo que o volume seja feito backup ou inspecionado antes de sua
remogéao. Observe que a exclusao do PV nao faz com que o Trident exclua o volume de backup. Vocé deve
remové-lo usando a APl REST (tridentctl).

O Trident da suporte a criacao de snapshots de volume usando a especificagdo CSl: Vocé pode criar um
instantaneo de volume e usa-lo como fonte de dados para clonar PVCs existentes. Dessa forma, copias
pontuais de PVS podem ser expostas ao Kubernetes na forma de snapshots. Os instantaneos podem entao
ser usados para criar novos PVS. Dé uma olhada On-Demand Volume Snapshots para ver como isso
funcionaria.

O Trident também fornece as cloneFromPVC anotagdes € splitOnClone para a criagdo de clones. Vocé
pode usar essas anotagdes para clonar um PVC sem precisar usar a implementagao do CSI.

Aqui estd um exemplo: Se um usuario ja tem um PVC chamado mysqgl, o usuario pode criar um novo PVC
chamado mysglclone usando a anotagdo, como trident.netapp.io/cloneFromPVC: mysqgl . Com
esse conjunto de anotagdes, o Trident clona o volume correspondente ao PVC mysql, em vez de provisionar
um volume do zero.

Considere os seguintes pontos:

* Recomendamos clonar um volume ocioso.
» O PVC e seu clone devem estar no mesmo namespace do Kubernetes e ter a mesma classe de storage.

* Com 0s ontap-nas drivers e ontap-san, pode ser desejavel definir a anotagcéo de PVC
trident.netapp.io/splitOnClone em conjunto trident.netapp.io/cloneFromPVC cOmO .
Com trident.netapp.io/splitOnClone definido como true, o Trident divide o volume clonado do
volume pai e, portanto, desacoplando completamente o ciclo de vida do volume clonado de seus pais as
custas de perder alguma eficiéncia de storage. Nao trident.netapp.io/splitOnClone configura-lo
ou configura-lo para false resultar em consumo de espago reduzido no back-end a custa de criar
dependéncias entre os volumes pai e clone, de modo que o volume pai ndo possa ser excluido a menos
que o clone seja excluido primeiro. Um cenario em que dividir o clone faz sentido € clonar um volume de
banco de dados vazio, onde € esperado que o volume e seu clone diverjam muito e ndo se beneficiem das
eficiéncias de armazenamento oferecidas pelo ONTAP.

O sample-input diretério contém exemplos de definigbes de PVC para uso com Trident. Consulte a para
obter uma descricdo completa dos parametros e definicbes associados aos volumes Trident.

Objetos do Kubernetes PersistentVolume

Um objeto Kubernetes PersistentVolume representa um storage disponibilizado para o cluster do
Kubernetes. Ele tem um ciclo de vida que é independente do pod que o usa.

O Trident cria PersistentVolume objetos e os Registra no cluster do Kubernetes
automaticamente com base nos volumes provisionados. Vocé ndo € esperado para gerencia-los
sozinho.

Quando vocé cria um PVC que se refere a um Trident-based StorageClass, o Trident provisiona um novo
volume usando a classe de armazenamento correspondente e Registra um novo PV para esse volume. Ao
configurar o volume provisionado e o PV correspondente, o Trident segue as seguintes regras:



* O Trident gera um nome PV para o Kubernetes e um nome interno que ele usa para provisionar o storage.
Em ambos os casos, € garantir que 0s nomes sao Unicos em seu escopo.

» O tamanho do volume corresponde ao tamanho solicitado no PVC o mais préximo possivel, embora possa
ser arredondado para a quantidade alocavel mais proxima, dependendo da plataforma.

Objetos do Kubernetes SstorageClass

Os objetos Kubernetes storageClass sao especificados por nome em PersistentVolumeClaims para
provisionar o storage com um conjunto de propriedades. A propria classe de storage identifica o provisionador
a ser usado e define esse conjunto de propriedades em termos que o provisionador entende.

E um dos dois objetos basicos que precisam ser criados e gerenciados pelo administrador. O outro é o objeto
backend do Trident.

Um objeto do Kubernetes storageClass que usa o Trident é parecido com este:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true
volumeBindingMode: Immediate

Esses parametros sédo especificos do Trident e informam a Trident como provisionar volumes para a classe.

Os parametros da classe de armazenamento séo:

Atributo Tipo Obrigatério Descrigao

atributos map[string]string nao Veja a segao atributos
abaixo

StoragePools MAP[string]StringList nao Mapa de nomes de back-

end para listas de pools
de armazenamento dentro

Além disso, StoragePools MAP[string]StringList nao Mapa de nomes de back-
end para listas de pools
de armazenamento dentro

Excluir StoragePools MAP[string]StringList nao Mapa de nomes de back-
end para listas de pools
de armazenamento dentro

Os atributos de storage e seus possiveis valores podem ser classificados em atributos de selegao de pool de
storage e atributos do Kubernetes.



Atributos de selegdo do pool de armazenamento

Esses parametros determinam quais pools de storage gerenciado pelo Trident devem ser utilizados para
provisionar volumes de um determinado tipo.

Atributo Tipo Valores Oferta Pedido Suportado por
1 cadeia de hdd, hibrido, ssd Pool contém Tipo de material ONTAP-nas,
carateres Midia desse tipo; especificado ONTAP-nas-
hibrido significa economy,
ambos ONTAP-nas-
FlexGroup,
ONTAP-san,
SolidFire-san
ProvisioningType cadeia de fino, grosso O pool é Método de thick: all ONTAP;
carateres compativel com provisionamento thin: all ONTAP
esse método de especificado & SolidFire-san
provisionamento
BackendType cadeia de ONTAP-nas, Pool pertence a Back-end Todos os drivers
carateres ONTAP-nas- este tipo de especificado
economy, backend
ONTAP-nas-
FlexGroup,
ONTAP-san,
SolidFire-san,
gcp-cvs, azure-
NetApp-files,
ONTAP-san-
economy
instantaneos bool verdadeiro, falso O pool é Volume com ONTAP-nas,
compativel com instantaneos ONTAP-san,
volumes com ativados SolidFire-san,
snapshots gcp-cvs
clones bool verdadeiro, falso O pool é Volume com ONTAP-nas,
compativel com clones ativados ONTAP-san,
volumes de SolidFire-san,
clonagem gcp-cvs
criptografia bool verdadeiro, falso O pool é Volume com ONTAP-nas,
compativel com encriptacao ONTAP-nas-
volumes ativada economy,
criptografados ONTAP-nas-
flexgroups,
ONTAP-san
IOPS int numero inteiro O pool é capaz  Volume SolidFire-san

positivo

1: Nao suportado pelos sistemas ONTAP Select

de garantir IOPS
nessa faixa

garantido estas
operacgodes de
entrada/saida
por segundo



Na maioria dos casos, os valores solicitados influenciam diretamente o provisionamento; por exemplo, a
solicitacdo de provisionamento espesso resulta em um volume provisionado rapidamente. No entanto, um
pool de storage de elemento usa o minimo e o maximo de IOPS oferecidos para definir valores de QoS, em
vez do valor solicitado. Nesse caso, o valor solicitado € usado apenas para selecionar o pool de
armazenamento.

O ideal é usar attributes sozinho para modelar as qualidades do storage de que vocé precisa para atender
as necessidades de uma classe especifica. O Trident deteta e seleciona automaticamente pools de
armazenamento que correspondem a all do attributes que vocé especificar.

Se vocé ndo conseguir usar attributes para selecionar automaticamente os pools certos para uma classe,
use 0s storagePools parametros e additionalStoragePools para refinar ainda mais os pools ou até
mesmo selecionar um conjunto especifico de pools.

Vocé pode usar o storagePools parametro para restringir ainda mais o conjunto de pools que
correspondem a qualquer attributes especificado . Em outras palavras, o Trident usa a intersecao de pools
identificados pelos attributes pardmetros e storagePools para o provisionamento. Vocé pode usar um
parédmetro sozinho ou ambos juntos.

Vocé pode usar 0 additionalStoragePools parametro para estender o conjunto de pools que o Trident
usa para provisionamento, independentemente de quaisquer pools selecionados pelos attributes
parametros e. storagePools

Vocé pode usar 0 excludeStoragePools parametro para filtrar o conjunto de pools que o Trident usa para
provisionar. O uso desse paradmetro remove todos os pools que correspondem.

‘storagePools Nos pardmetros e “additionalStoragePools’, cada entrada
assume o formuldrio “<backend>:<storagePoolList>", onde
‘<storagePoolList>" é uma lista separada por virgulas de pools de
armazenamento para o back-end especificado. Por exemplo, um valor para
‘additionalStoragePools’ pode parecer como

‘ontapnas 192.168.1.100:aggrl,aggr2;solidfire 192.168.1.101:bronze’ . Essas
listas aceitam valores de regex tanto para os valores de backend quanto de
lista. Vocé pode usar "tridentctl get backend’™ para obter a lista de
backends e suas piscinas.

Atributos do Kubernetes

Esses atributos ndo tém impacto na selegao de pools de storage/back-ends pelo Trident durante o
provisionamento dinamico. Em vez disso, esses atributos simplesmente fornecem parametros compativeis
com volumes persistentes do Kubernetes. Os nds de trabalho séo responsaveis pelas operagbes de criagao
de sistema de arquivos e podem exigir utilitarios de sistema de arquivos, como xfsprogs.



Atributo Tipo Valores Descricédo Drivers Verséo do
relevantes Kubernetes
FsType cadeia de extd, ext3, xfs, O tipo de SolidFire-san, Tudo
carateres etc. sistema de ONTAP-nas,
arquivos para ONTAP-nas-
volumes de economy,
bloco ONTAP-nas-
FlexGroup,
ONTAP-san,
ONTAP-san-
economy
AllowVolumeExp booleano verdadeiro, falso Ative ou desative ONTAP-nas, Mais de 1,11
ansion 0 suporte para ONTAP-nas- anos
aumentar o economy,
tamanho do PVC ONTAP-nas-
FlexGroup,
ONTAP-san,
ONTAP-san-
economy,
SolidFire-san,
gcp-cvs, azure-
NetApp-files
VolumeBindingM cadeia de Imediato, Escolha quando Tudo 1,19-1,26
ode carateres WaitForFirstCon ocorre a
sumer vinculagdo de
volume e o
provisionamento
dindmico

* O f£sType parametro é usado para controlar o tipo de sistema de arquivos desejado para
LUNs SAN. Além disso, o Kubernetes também usa a presenga de fsType em uma classe
de armazenamento para indicar que existe um sistema de arquivos. A propriedade do
volume s6 pode ser controlada usando o fsGroup contexto de seguranga de um pod se
fsType estiver definido. "Kubernetes: Configurar um contexto de seguranca para um pod
ou contéiner"Consulte para obter uma visao geral sobre como definir a propriedade do
volume usando o £sGroup contexto. O Kubernetes aplicara o £sGroup valor somente se:

° f£sType € definido na classe de armazenamento.
> O modo de acesso de PVC é RWO.

Para drivers de armazenamento NFS, j& existe um sistema de arquivos como parte da
exportagdo NFS. Para usar fsGroup a classe de armazenamento ainda precisa especificar
um f£sType. vocé pode configura-lo como nfs ou qualquer valor ndo nulo.

» "Expanda volumes"Consulte para obter mais detalhes sobre a expanséo do volume.

» O pacote de instalagao do Trident fornece varios exemplos de definicbes de classe de
armazenamento para uso com o Trident no sample-input/storage-class-*.yaml. A
exclusdo de uma classe de armazenamento Kubernetes faz com que a classe de
armazenamento Trident correspondente também seja excluida.


https://kubernetes.io/docs/tasks/configure-pod-container/security-context/
https://kubernetes.io/docs/tasks/configure-pod-container/security-context/
https://docs.netapp.com/us-en/trident/trident-use/vol-expansion.html

Objetos do Kubernetes VolumeSnapshotClass

Os objetos do Kubernetes VolumeSnapshotClass s&0 analogos ao StorageClasses. Eles ajudam a
definir varias classes de armazenamento e sao referenciados por instantaneos de volume para associar o
snapshot a classe de snapshot necessaria. Cada snapshot de volume é associado a uma classe de snapshot
de volume unico.

AVolumeSnapshotClass deve ser definida por um administrador para criar instantaneos. Uma classe de
instantaneo de volume é criada com a seguinte definigcao:

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

O driver especifica ao Kubernetes que as solicitacdes de snapshots de volume csi-snapclass da classe
sao tratadas pelo Trident. O deletionPolicy especifica a agdo a ser tomada quando um instantaneo deve
ser excluido. deletionPolicy Quando estd definido como ‘Delete, 0s objetos instantaneos de
volume e o instantaneo subjacente no cluster de armazenamento sao removidos quando um instantaneo &
excluido. Alternativamente, configura-lo para Retain significa que VolumeSnapshotContent e 0
instantaneo fisico séo retidos.

Objetos do Kubernetes VvolumeSnapshot

Um objeto Kubernetes VvolumeSnapshot € uma solicitagao para criar um snapshot de um volume. Assim
como um PVC representa uma solicitagao feita por um usuario para um volume, um instantaneo de volume é
uma solicitacao feita por um usuario para criar um instantaneo de um PVC existente.

Quando uma solicitagdo de snapshot de volume entra, o Trident gerencia automaticamente a criagéo do
snapshot para o volume no back-end e expde o snapshot criando um objeto exclusivo
VolumeSnapshotContent. Vocé pode criar snapshots a partir de PVCs existentes e usar os snapshots
como DataSource ao criar novos PVCs.

A vida util de um VolumeSnapshot é independente do PVC de origem: Um snapshot persiste
mesmo depois que o PVC de origem € excluido. Ao excluir um PVC que tenha instantaneos

@ associados, o Trident marca o volume de apoio para este PVC em um estado Deletando, mas
nao o remove completamente. O volume é removido quando todos os instantaneos associados
séo excluidos.

Objetos do Kubernetes VolumeSnapshotContent

Um objeto Kubernetes VvolumeSnapshotContent representa um snapshot retirado de um volume ja
provisionado. Ele € analogo a PersistentVolume e significa um snapshot provisionado no cluster de
storage. Semelhante aos PersistentVolumeClaim objetos e PersistentVolume, quando um snapshot é
criado, 0 VolumeSnapshotContent objeto mantém um mapeamento um-para-um para o VolumeSnapshot
objeto, que havia solicitado a criagdo do snapshot.

O VolumeSnapshotContent objeto contém detalhes que identificam exclusivamente o instantadneo, como o
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snapshotHandle. Esta snapshotHandle é uma combinacgdo unica do nome do PV e do nome do
VolumeSnapshotContent objeto.

Quando uma solicitagcao de snapshot entra, o Trident cria o snapshot no back-end. Depois que o snapshot é
criado, o Trident configura um VolumeSnapshotContent objeto e, portanto, expde o snapshot a APl do
Kubernetes.

@ Normalmente, vocé néo precisa gerenciar 0 VolumeSnapshotContent objeto. Uma excegao
a isso é quando voceé deseja "importar um instantaneo de volume'criar fora do Astra Trident.

Objetos do Kubernetes CustomResourceDefinition

Os recursos personalizados do Kubernetes sdo endpoints na API do Kubernetes que séo definidos pelo
administrador e sdo usados para agrupar objetos semelhantes. O Kubernetes da suporte a criagéo de
recursos personalizados para armazenar uma colegéo de objetos. Vocé pode obter essas definigbes de
recursos executando ‘kubectl get crds’o .

As defini¢cdes personalizadas de recursos (CRDs) e os metadados de objetos associados s&do armazenados
pelo Kubernetes em seu armazenamento de metadados. Isso elimina a necessidade de uma loja separada
para o Trident.

O Astra Trident usa CustomResourceDefinition objetos para preservar a identidade de objetos Trident,
como back-ends Trident, classes de storage Trident e volumes Trident. Esses objetos s&o gerenciados pelo
Trident. Além disso, a estrutura de snapshot do volume CSI introduz algumas CRDs que sdo necessarias para
definir snapshots de volume.

CRDs sao uma construgao do Kubernetes. Os objetos dos recursos definidos acima sao criados pelo Trident.
Como um exemplo simples, quando um back-end é criado usando tridentctl o , um objeto CRD
correspondente “tridentbackends € criado para consumo pelo Kubernetes.

Aqui estdo alguns pontos a ter em mente sobre os CRDs do Trident:

* Quando o Trident é instalado, um conjunto de CRDs é criado e pode ser usado como qualquer outro tipo
de recurso.

* Ao desinstalar o Trident usando 0 tridentctl uninstall comando, os pods Trident sdo excluidos,
mas os CRDs criados nao sao limpos. "Desinstale o Trident"Consulte para compreender como o Trident
pode ser completamente removido e reconfigurado do zero.

Objetos Astra Trident StorageClass

O Trident cria classes de storage correspondentes para objetos Kubernetes StorageClass que especificam
csi.trident.netapp.io no campo do provisionador. O nome da classe de storage corresponde ao do
objeto Kubernetes storageClass que ele representa.

@ Com o Kubernetes, esses objetos sdo criados automaticamente quando um Kubernetes
StorageClass que usa o Trident como provisionador é registrado.

As classes de armazenamento compreendem um conjunto de requisitos para volumes. O Trident atende a
esses requisitos com os atributos presentes em cada pool de storage. Se forem correspondentes, esse pool
de storage sera um destino valido para volumes de provisionamento que usam essa classe de storage.

Vocé pode criar configuragdes de classe de armazenamento para definir diretamente classes de
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armazenamento usando a APl REST. No entanto, para implantagdes do Kubernetes, esperamos que elas
sejam criadas ao Registrar novos objetos do Kubernetes StorageClass.

Objetos de back-end do Astra Trident

Os backends representam os fornecedores de storage em cima dos quais o Trident provisiona volumes. Uma
Unica instancia do Trident pode gerenciar qualquer numero de backends.

@ Este € um dos dois tipos de objetos que vocé cria e gerencia a si mesmo. O outro é o objeto
Kubernetes StorageClass.

Para obter mais informagbes sobre como construir esses objetos, "configurando backends"consulte .

Objetos Astra Trident StoragePool

Os pools de storage representam locais distintos disponiveis para provisionamento em cada back-end. Para
ONTARP, eles correspondem a agregados em SVMs. Para NetApp HCI/SolidFire, estes correspondem a
bandas de QoS especificadas pelo administrador. Para o Cloud Volumes Service, eles correspondem a
regides de provedores de nuvem. Cada pool de storage tem um conjunto de atributos de storage distintos, que
definem suas caracteristicas de performance e protegédo de dados.

Ao contrario dos outros objetos aqui, os candidatos ao pool de armazenamento sdo sempre descobertos e
gerenciados automaticamente.

Objetos Astra Trident volume

Os volumes sao a unidade basica de provisionamento, incluindo pontos de extremidade de back-end, como
compartilhamentos NFS e iSCSI LUNs. No Kubernetes, eles correspondem diretamente
PersistentVolumes ao . Ao criar um volume, certifique-se de que ele tenha uma classe de
armazenamento, que determina onde esse volume pode ser provisionado, juntamente com um tamanho.

* No Kubernetes, esses objetos sdo gerenciados automaticamente. Vocé pode visualiza-los
para ver o que o Trident provisionou.

@ * Ao excluir um PV com instantédneos associados, o volume Trident correspondente é
atualizado para um estado Deletando. Para que o volume Trident seja excluido, vocé deve
remover os snapshots do volume.

Uma configuragao de volume define as propriedades que um volume provisionado deve ter.

Atributo Tipo Obrigatorio Descrigcao

versao cadeia de carateres nao Versao da APl Trident
("1 ll)

nome cadeia de carateres sim Nome do volume a criar

StorageClass cadeia de carateres sim Classe de storage a ser
usada ao provisionar o
volume

tamanho cadeia de carateres sim Tamanho do volume a

provisionar em bytes
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Atributo

protocolo

InternalName

CloneSourcevolume

SplitOnClone
Politica de
SnapshotPolicy
SnapshotServe

Politica de exportagao

SnapshotDirectory

UnixPermissions

Tamanho do bloco

Sistema de ficheiros

Tipo

cadeia de carateres

cadeia de carateres

cadeia de carateres

cadeia de carateres

cadeia de carateres

cadeia de carateres

cadeia de carateres

bool

cadeia de carateres

cadeia de carateres

cadeia de carateres

Obrigatorio

Descrigdo

Tipo de protocolo a
utilizar; "ficheiro" ou
"bloco"

Nome do objeto no
sistema de storage;
gerado pelo Trident

ONTAP (nas, san) &
SolidFire-*: Nome do
volume a partir do qual
clonar

ONTAP (nas, san): Divida
o clone de seu pai

ONTAP-*: Politica de
snapshot a ser usada

ONTAP-*: Porcentagem
de volume reservado para
snapshots

ONTAP-nas*: Politica de
exportagdo para usar

ONTAP-nas*: Se o
diretério snapshot esta
visivel

ONTAP-nas*: Permissoes
iniciais do UNIX

SolidFire-*: Tamanho do
bloco/setor

Tipo de sistema de
ficheiros

O Trident gera internalName ao criar o volume. Isto consiste em duas etapas. Primeiro, ele prepende o
prefixo de armazenamento (o padrdo trident ou o prefixo na configuracdo de back-end) para o nome do
volume, resultando em um nome do formulario <prefix>-<volume-name>. Em seguida, procede a
higienizagdo do nome, substituindo carateres nao permitidos no backend. Para backends ONTAP, ele substitui
hifens por sublinhados (assim, o nome interno se torna <prefix> <volume-name>). Para backends de
elemento, ele substitui sublinhados por hifens.

Vocé pode usar configuragdes de volume para provisionar volumes diretamente usando a APl REST, mas nas
implanta¢gdes do Kubernetes, esperamos que a maioria dos usuarios use o método padrao do Kubernetes
PersistentVolumeClaim. O Trident cria esse objeto de volume automaticamente como parte do processo

de provisionamento.

Objetos Astra Trident Snapshot

Os snapshots sdo uma copia pontual de volumes, que pode ser usada para provisionar novos volumes ou
restaurar o estado. No Kubernetes, eles correspondem diretamente a VolumeSnapshotContent objetos.

Cada snapshot é associado a um volume, que € a origem dos dados do snapshot.
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Cada snapshot objeto inclui as propriedades listadas abaixo:

Atributo Tipo Obrigatoério Descrigao

verséo Cadeia de carateres Sim Versao da API Trident
(|l1 ll)

nome Cadeia de carateres Sim Nome do objeto snapshot
Trident

InternalName Cadeia de carateres Sim Nome do objeto snapshot
Trident no sistema de
storage

Nome do volume Cadeia de carateres Sim Nome do volume

persistente para o qual o
instantaneo é criado

VolumelnternalName Cadeia de carateres Sim Nome do objeto de
volume Trident associado
no sistema de storage

@ No Kubernetes, esses objetos sdo gerenciados automaticamente. Vocé pode visualiza-los para
ver o que o Trident provisionou.

Quando uma solicitagao de objeto Kubernetes volumeSnapshot € criada, o Trident funciona criando um
objeto snapshot no sistema de storage de backup. internalName 0 deste objeto instanténeo é
gerado combinando o prefixo snapshot-com o UID do VolumeSnapshot objeto (por exemplo,
snapshot-e8d8a0ca-9826-11e9-9807-525400£3£660 ). volumeName € volumeInternalName S30
preenchidos obtendo os detalhes do volume de apoio.

Objeto Astra Trident ResourceQuota

O deamonset do Trident consome uma system-node-critical classe de prioridade - a classe de
prioridade mais alta disponivel no Kubernetes - para garantir que o Astra Trident possa identificar e limpar
volumes durante o desligamento gracioso do né e permitir que os pods do Trident daemonset pré-empt cargas
de trabalho com prioridade mais baixa em clusters onde ha alta presséo de recursos.

Para conseguir isso, o Astra Trident emprega um ResourceQuota objeto para garantir que uma classe de
prioridade "critica do n6 do sistema" no daemonset do Trident esteja satisfeita. Antes da implantagéo e criagao

do daemonset, o Astra Trident procura o ResourceQuota objeto e, se nao for descoberto, o aplica.

Se vocé precisar de mais controle sobre a cota de recurso padrao e Classe de prioridade, vocé pode gerar um
custom.yaml ou configurar o ResourceQuota objeto usando o grafico de Helm.

O seguinte € um exemplo de um objeto 'ResourceQuota’ priorizando o daemonset do Trident.
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apiVersion: <version>
kind: ResourceQuota
metadata:
name: trident-csi
labels:
app: node.csi.trident.netapp.io

spec:
scopeSelector:

matchExpressions:

- operator : In

scopeName: PriorityClass
values: ["system-node-critical"]

Para obter mais informacdes sobre cotas de recursos, "Kubernetes: Cotas de recursos"consulte .

Limpe ResourceQuota se a instalagao falhar

No caso raro em que a instalagao falha depois que 0 ResourceQuota objeto é criado, primeiro
"desinstalacao"tente e depois reinstale.

Se isso nédo funcionar, remova manualmente 0 ResourceQuota objeto.

Retire ResourceQuota

Se vocé preferir controlar sua propria alocagao de recursos, podera remover o objeto Astra Trident
ResourceQuota usando o comando:

kubectl delete quota trident-csi -n trident

Padroes de segurancga do pod (PSS) e restricoes de
contexto de seguranca (SCC)

Os padrdes de seguranga do pod do Kubernetes (PSS) e as politicas de seguranga do
Pod (PSP) definem niveis de permisséo e restringem o comportamento dos pods. As
restricdes de contexto de Seguranca OpenShift (SCC) definem similarmente a restricdo
de pod especifica ao OpenShift Kubernetes Engine. Para oferecer essa personalizagéo,
o Astra Trident habilita certas permissdes durante a instalacédo. As se¢des a seguir
detalham as permissodes definidas pelo Astra Trident.

O PSS substitui as politicas de seguranga do Pod (PSP). A PSP foi obsoleta no Kubernetes
v1,21 e sera removida em v1,25. Para obter mais informagdes, "Kubernetes:
Seguranga"consulte .

15


https://kubernetes.io/docs/concepts/policy/resource-quotas/
https://docs.netapp.com/pt-br/trident-2402/trident-managing-k8s/uninstall-trident.html
https://kubernetes.io/docs/concepts/security/
https://kubernetes.io/docs/concepts/security/

Contexto de seguranga do Kubernetes necessario e campos relacionados

Permissao

Privilegiado

Rede de host

IPC do host

PID do host

Recursos

Seccomp

SELinux

DAC

Padrées de seguranga do pod (PSS)
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Descrigao

O CSI exige que os pontos de montagem sejam
bidirecionais, o que significa que o pod de né do
Trident deve executar um contentor privilegiado. Para
obter mais informacdes, "Kubernetes: Propagacao de
montagem"consulte .

Necessario para o daemon iSCSI. iscsiadm
Gerencia montagens iSCSI e usa redes de host para
se comunicar com o daemon iSCSI.

O NFS usa comunicagao entre processos (IPC) para
se comunicar com o NFSD.

Necessario para iniciar rpc-statd o NFS. O Astra
Trident consulta os processos de host para
determinar se rpc-statd esta em execugao antes
da montagem de volumes NFS.

O sys_ADMIN recurso € fornecido como parte dos
recursos padréo para contentores privilegiados. Por
exemplo, o Docker define esses recursos para
contentores privilegiados:

CapPrm: 0000OQQ3fffffffff

CapEff: O00OOQ3fffffffff

O perfil Seccomp € sempre "unconfinado" em
contentores privilegiados; portanto, ndo pode ser
habilitado no Astra Trident.

No OpenShift, os contentores privilegiados sao
executados no spc_t dominio ("contentor Super
privilegiado") e os contentores sem privilégios sdo
executados container t no dominio. No
containerd, com container-selinux instalado,
todos os contentores sdo executados no spc_t
dominio, o que desativa efetivamente o SELinux.
Portanto, o Astra Trident ndo é adicionado
seLinuxOptions a contéineres.

Os contentores privilegiados devem ser executados
como root. Os contentores nao privilegiados sao
executados como root para acessar os sockets unix
exigidos pelo CSI.


https://kubernetes.io/docs/concepts/storage/volumes/#mount-propagation
https://kubernetes.io/docs/concepts/storage/volumes/#mount-propagation

Etiqueta

pod-
security.kubernetes.io/enf
orce pod-
security.kubernetes.io/enf
orce-version

Descrigdo

Permite que o controlador Trident e
0s nos sejam admitidos no
namespace de instalagdo. Nao
altere a etiqueta do namespace.

Padrao

enforce: privileged
enforce-version: <version
of the current cluster or
highest version of PSS

tested.>

Alterar os rétulos do namespace pode resultar em pods ndo sendo programados, um "erro ao
criar: ..." ou, "Aviso: Trident-csi-...". Se isso acontecer, verifique se a etiqueta do namespace
para privileged foi alterada. Em caso afirmativo, reinstale o Trident.

Politicas de segurancga do pod (PSP)

Campo

allowPrivilegeEscalation

allowedCSIDrivers

allowedCapabilities

allowedFlexVolumes

allowedHostPaths

allowedProcMountTypes

allowedUnsafeSysctls

defaultAddCapabilities

defaultAllowPrivilegeEscal
ation

forbiddenSysctls

Descrigao

Os contéineres privilegiados devem
permitir o escalonamento de
privilégios.

O Trident ndo usa volumes
efémeros de CSl inline.

Os contéineres Trident ndo
privilegiados ndo exigem mais
recursos do que o conjunto padrao
e os contentores privilegiados
recebem todos os recursos
possiveis.

O Trident ndo faz uso de um
"Controlador Flexvolume", portanto,
eles ndo estdo incluidos na lista de
volumes permitidos.

O pod de no6 Trident monta o
sistema de arquivos raiz do no,
portanto, ndo ha beneficio para
definir esta lista.

O Trident ndo usa nenhum
ProcMountTypes.

O Trident ndo requer nenhum
inseguro sysctls.

N&o sdo necessarios recursos para
serem adicionados a contentores
privilegiados.

Permitir o escalonamento de
privilégios é Tratado em cada pod
Trident.

N&o sysctls s&o permitidos.

Padrao

true

Vazio

Vazio

Vazio

Vazio

Vazio

Vazio

Vazio

false

Vazio
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Campo

fsGroup

hostIPC

hostNetwork

hostPID

hostPorts

privileged

readOnlyRootFilesystem

requiredDropCapabilities

runAsGroup

runAsUser

runtimeClass

selLinux

supplementalGroups

volumes

Descrigdo

Os contéineres do Trident sdo
executados como raiz.

A montagem de volumes NFS
requer que o IPC do host se
comunique com nfsd

O iscsiadm requer que a rede host

se comunique com o daemon
iSCSI.

O PID do host é necessario para

verificar se rpc-statd esta sendo

executado no noé.

O Trident nao usa nenhuma porta
de host.

Os pods de nos do Trident devem

executar um contéiner privilegiado

para montar volumes.

Os pods de nos do Trident devem
gravar no sistema de arquivos do
no.

Os pods de nds do Trident

executam um contéiner privilegiado

€ ndo podem descartar recursos.

Os contéineres do Trident sdo
executados como raiz.

Os contéineres do Trident sdo
executados como raiz.

O Trident ndo usa
"RuntimeClasses’o .

O Trident nao define
seLinuxOptions porque

atualmente existem diferencas em

como os tempos de execucéao de
contéineres e as distribui¢cdes do
Kubernetes lidam com o SELinux.

Os contéineres do Trident sdo
executados como raiz.

Os pods do Trident exigem esses
plugins de volume.

Restricoes de contexto de seguranga (SCC)
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Padrao

RunAsAny

true

true

true

Vazio

true

false

none

RunAsAny

runAsAny

Vazio

Vazio

RunAsAny

hostPath, projected,
emptyDir



Etiquetas

allowHostDirVolumePlugin

allowHostIPC

allowHostNetwork

allowHostPID

allowHostPorts

allowPrivilegeEscalation

allowPrivilegedContainer

allowedUnsafeSysctls

allowedCapabilities

defaultAddCapabilities

fsGroup

groups

readOnlyRootFilesystem

requiredDropCapabilities

runAsUser

Descrigdo

Os pods de n6 Trident montam o
sistema de arquivos raiz do né.

A montagem de volumes NFS
requer que o IPC do host se
comunique com ‘nfsdo .

O iscsiadm requer que a rede host

se comunique com o daemon
iSCSI.

O PID do host é necessario para

verificar se rpc-statd esta sendo

executado no né.

O Trident ndo usa nenhuma porta
de host.

Os contéineres privilegiados devem

permitir o escalonamento de
privilégios.

Os pods de nés do Trident devem

executar um contéiner privilegiado

para montar volumes.

O Trident ndo requer nenhum
inseguro sysctls.

Os contéineres Trident ndo
privilegiados ndo exigem mais

recursos do que o conjunto padrao

e os contentores privilegiados
recebem todos os recursos
possiveis.

Nao s&o necessarios recursos para

serem adicionados a contentores
privilegiados.

Os contéineres do Trident sdo
executados como raiz.

Este SCC é especifico do Trident e

esta vinculado ao seu usuario.

Os pods de nés do Trident devem
gravar no sistema de arquivos do
no.

Os pods de nos do Trident

executam um contéiner privilegiado

€ nao podem descartar recursos.

Os contéineres do Trident sdo
executados como raiz.

Padrao

true

true

true

true

false

true

true

none

Vazio

Vazio

RunAsAny

Vazio

false

none

RunAsAny
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Etiquetas

selLinuxContext

seccompProfiles

supplementalGroups

users

volumes
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Descrigdo

O Trident ndo define
seLinuxOptions porque
atualmente existem diferengas em
como os tempos de execucédo de
contéineres e as distribui¢cdes do
Kubernetes lidam com o SELinux.

Os contentores privilegiados
funcionam sempre "sem
confinamentos".

Os contéineres do Trident sdo
executados como raiz.

Uma entrada é fornecida para
vincular esse SCC ao usuario
Trident no namespace Trident.

Os pods do Trident exigem esses
plugins de volume.

Padrao

Vazio

Vazio

RunAsAny

n/a.

hostPath, downwardAPI,
projected, emptyDir
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