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Notas de lancamento

O que ha de novo

As Notas de versao fornecem informagdes sobre novos recursos, aprimoramentos e
corregdes de bugs na versao mais recente do Trident.

O tridentctl binario para Linux que é fornecido no arquivo zip do instalador é a versao
testada e suportada. Esteja ciente de que o macos binario fornecido na /extras parte do
arquivo zip nao é testado ou suportado.

Novidades em 24,10

Melhorias

* O driver do Google Cloud NetApp volumes agora esta disponivel para volumes NFS e € compativel com
provisionamento com reconhecimento de zona.

* O cdédigo de carga de trabalho do GCP sera usado como o Cloud Identity para volumes do Google Cloud
NetApp com o GKE.

* Adicionado formatOptions pardmetro de configuragdo aos drivers ONTAP-SAN e ONTAP-SAN-
Economy para permitir que os usuarios especifiquem opgdes de formato LUN.

» Tamanho minimo de volume Azure NetApp Files reduzido para 50 GiB. O novo tamanho minimo do Azure
devera estar disponivel em novembro.

* Parametro de configuragdo adicionado denyNewVolumePools para restringir drivers de economia
ONTAP-nas e economia ONTAP-SAN a pools FlexVol pré-existentes.

» Adigéo, remogao ou renomeagéao de agregados do SVM em todos os drivers ONTAP.

+ Adicionada sobrecarga de 18MiB TB aos LUNs LUKS para garantir que o tamanho de PVC relatado seja
utilizavel.

» Estagio de n6 ONTAP-SAN e ONTAP-SAN aprimorado e manipulagao de erros de desinstalagdo para
permitir a remogao do estagio para remover dispositivos apds um estagio com falha.

+ Adicionado um gerador de fungbes personalizado, permitindo que os clientes criem um papel minimalista
para o Trident no ONTAP.

* Adicionado registo adicional para resolu¢ao de problemas 1sscsi ("Problema n® 792").

Kubernetes

» Adicao de novos recursos do Trident para workflows nativos do Kubernetes:
o Protecdo de dados
o Migracédo de dados
o Recuperagao de desastres

o Mobilidade de aplicativos
"Saiba mais sobre Trident Protect".

* Adicionado um novo sinalizador --k8s_api gps aos instaladores para definir o valor QPS usado pelo


https://github.com/NetApp/trident/issues/792
https://docs.netapp.com/pt-br/trident-2410/trident-protect/learn-about-trident-protect.html

Trident para se comunicar com o servidor APl Kubernetes.

* Sinalizador adicionado —-node-prep aos instaladores para gerenciamento automatico de dependéncias
de protocolo de storage nos nos de cluster do Kubernetes. Compatibilidade testada e verificada com o
protocolo de armazenamento iISCSI do Amazon Linux 2023

» Adicionado suporte para forcar desanexar para volumes de economia de ONTAP-nas durante cenarios de
encerramento de n6 ndo gracioso.

* Os novos volumes de NFS com economia de ONTAP nas usarao politicas de exportacao por qtree ao usar
autoExportPolicy a opgao de back-end. As Qtrees so serdo mapeadas para politicas de exportagéao
restritivas de nés no momento da publicagéo para melhorar o controle de acesso e a seguranga. Os gtrees
existentes serao alternados para o novo modelo de politica de exportacdo quando o Trident ndo publicar o
volume de todos os nds para fazé-lo sem afetar cargas de trabalho ativas.

» Adicionado suporte para Kubernetes 1,31.

Melhorias experimentais

 Adicionado pré-visualizagao técnica para suporte de Fibre Channel no driver ONTAP-SAN. "Suporte ao
Fibre Channel"Consulte a .

Corregoes

* Kubernetes:

> Webhook de admissédo de Rancher fixo que impede instalagdes de Helm do Trident ("Problema n°
839").

o Tecla de afinidade fixa nos valores do grafico de leme ("Problema n°® 898").

o Corrigido tridentControllerPluginNodeSeletor/tridentNodePluginNodeSeletor nao funcionara com o
valor "verdadeiro" ("Problema n°® 899").

o Instantaneos efémeros eliminados criados durante a clonagem ("Problema n° 901").
» Adicionado suporte para o Windows Server 2019.

« Corrigido 'go mod tidy' em Trident repo ("Problema n® 767").

Desvalorizagées
* Kubernetes:
o Minimo atualizado com suporte de Kubernetes para 1,25.
> Suporte removido para a Diretiva de Seguranga DO POD.
Rebranding do produto

A partir do langamento de 24,10, o Astra Trident € renomeado para Trident (NetApp Trident). Esse rebranding
nao afeta recursos, plataformas suportadas ou interoperabilidade para o Trident.

Mudancas em 24,06

Melhorias

* IMPORTANTE: O 1imitVolumeSize parametro agora limita os tamanhos de qtree/LUN nos drivers
ONTAP Economy. Use o novo 1imitVolumePoolSize parametro para controlar tamanhos de FlexVol
nesses drivers. ("Problema n° 341").


https://docs.netapp.com/pt-br/trident-2410/trident-use/fcp.html
https://docs.netapp.com/pt-br/trident-2410/trident-use/fcp.html
https://github.com/NetApp/trident/issues/839
https://github.com/NetApp/trident/issues/839
https://github.com/NetApp/trident/issues/898
https://github.com/NetApp/trident/issues/899
https://github.com/NetApp/trident/issues/901
https://github.com/NetApp/trident/issues/767
https://github.com/NetApp/trident/issues/341

» Adicionada capacidade de recuperagao automatica iSCSI para iniciar varreduras SCSI por ID LUN exato
se grupos obsoletos estiverem em uso ("Problema n° 883").

» Adicionado suporte para operagdes de clone de volume e redimensionamento para ser permitido mesmo
quando o back-end esta no modo suspenso.

+ Adicionada capacidade para que as configuragdes de log configuradas pelo usuario para o controlador
Trident sejam propagadas para pods de n6 do Trident.

+ Adicionado suporte no Trident para usar REST por padrdo em vez de ZAPI para ONTAP versdes 9.15.1 e
posteriores.

 Adicionado suporte a metadados e nomes de volume personalizados nos back-ends de storage do
ONTAP para novos volumes persistentes.

* Aprimorado 0 azure-netapp-files driver (ANF) para habilitar automaticamente o diretério snapshot
por padrao quando as opg¢des de montagem NFS estéo definidas para usar a versao 4.x.

» Adicionado suporte de Bottlerocket para volumes NFS.

+ Adicionado suporte a pré-visualizagao técnica para o Google Cloud NetApp volumes.

Kubernetes

» Adicionado suporte para Kubernetes 1,30.

 Adicionado capacidade para Trident DaemonSet para limpar montagens de Zumbis e arquivos de
rastreamento residuais na inicializagao ("Problema n° 883").

* Adicionada anotagdo em PVC trident.netapp.io/luksEncryption para importar dinamicamente
volumes LUKS ("Problema n° 849").

+ Adigéo de reconhecimento de topologia para o driver do ANF.

» Adicionado suporte para nés do Windows Server 2022.

Corregoes

» Falhas de instalacao do Trident fixas devido a transagdes obsoletas.
 Corrigido o tridentctl para ignorar mensagens de aviso do Kubernetes ("Problema n° 892").

* A prioridade do controlador Trident foi alterada SecurityContextConstraint para 0 ("Problema n°
887").

* Os drivers ONTAP agora aceitam tamanhos de volume abaixo de 20MiB ("Problema[ n.o 885" ).

 Corrigido Trident para evitar o encolhimento de Flexvols durante a operagao de redimensionamento para o
driver ONTAP-SAN.

 Falha fixa de importagao de volume do ANF com NFS v4,1.

Mudancas em 24,02

Melhorias

+ Adicionado suporte para o Cloud Identity.
o AKS com ANF - o Azure Workload Identity sera usado como identidade de nuvem.
o O EKS com FSxN - fungado do AWS IAM sera usado como identidade na nuvem.

» Adicionado suporte para instalar o Trident como um complemento no cluster EKS a partir do console EKS.


https://github.com/NetApp/trident/issues/883
https://github.com/NetApp/trident/issues/883
https://github.com/NetApp/trident/issues/849
https://github.com/NetApp/trident/issues/892
https://github.com/NetApp/trident/issues/887
https://github.com/NetApp/trident/issues/887
https://github.com/NetApp/trident/issues/885

 Adicionada capacidade de configurar e desativar a recuperacao automatica iSCSI ("Problema n°® 864").

» A personalidade do FSX foi adicionada aos drivers do ONTAP para permitir a integracao com o AWS IAM
e o SecretsManager e permitir que o Trident exclua volumes do FSX com backups ("Problema n® 453" ).

Kubernetes

» Adicionado suporte para Kubernetes 1,29.

Corregoes

» Mensagens de aviso do ACP fixas, quando o ACP n&o esta ativado ("Problema n° 866").

 Adicionado um atraso de 10 segundos antes de executar uma divisdo de clones durante a exclusao de
snapshot para drivers ONTAP, quando um clone esta associado ao snapshot.

Desvalorizagoes

* Estrutura de atestagdes in-toto removida dos manifestos de imagem multi-plataforma.

Mudancas em 23,10

Corregoes

» Expanséao de volume fixa se um novo tamanho solicitado for menor do que o tamanho total do volume
para os drivers de armazenamento ONTAP-nas e ONTAP-nas-FlexGroup ("Problema n°® 834").

« Tamanho de volume fixo para exibir somente o tamanho utilizavel do volume durante a importagao para
drivers de armazenamento ONTAP-nas e ONTAP-nas-FlexGroup ("Problema n® 722" ).

« Conversdo de nomes FlexVol fixos para ONTAP-nas-Economy.

+ Corrigido problema de inicializagao do Trident em um n6 do Windows quando o né é reinicializado.

Melhorias

Kubernetes

Adicionado suporte para Kubernetes 1,28.

Trident

 Adicionado suporte para o uso de identidades gerenciadas do Azure (AMI) com o driver de
armazenamento azure-NetApp-Files.

» Adicionado suporte para NVMe sobre TCP para o driver ONTAP-SAN.

» Adicionada capacidade de pausar o provisionamento de um volume quando o back-end é definido como
estado suspenso pelo usuario ("Problema n° 558").

Mudancas em 23.07.1

Kubernetes: exclusdo do daemonset fixa para oferecer suporte a atualizagbes sem inatividade ("Problema n°
740").


https://github.com/NetApp/trident/issues/864
https://github.com/NetApp/trident/issues/453
https://github.com/NetApp/trident/issues/866
https://github.com/NetApp/trident/issues/834
https://github.com/NetApp/trident/issues/722
https://github.com/NetApp/trident/issues/558
https://github.com/NetApp/trident/issues/740
https://github.com/NetApp/trident/issues/740

Mudancas em 23,07

Corregoes

Kubernetes

« Atualizagao do Trident corrigida para ignorar pods antigos presos no estado de terminagao ("Problema n°
740").

 Adicionado tolerancia a definicdo "transient-Trident-version-pod" ("Problema n°® 795" ).

Trident

» Solicitagbes ZAPI ONTAP fixas para garantir que os numeros de série LUN sejam consultados ao obter
atributos de LUN para identificar e corrigir dispositivos iSCSI fantasma durante as operagdes de
estadiamento de nos.

 Corrigido o erro de manipulagédo no codigo do driver de armazenamento ("Problema n°® 816").
+ Ajuste o tamanho da cota ao usar drivers ONTAP com o uso-REST.

* Criagao de clone de LUN fixo em ONTAP-san-Economy.

* Reverter campo de informagdes de publicagdo rawbDevicePath de para devicePath; logica adicionada
para preencher e recuperar (em alguns casos) devicePath campo.

Melhorias

Kubernetes

» Adicionado suporte para importar instantaneos pré-provisionados.

* Implementagao minimizada e permissdes do daemonset linux ("Problema n°® 817").
Trident

* Nao é mais relatar o campo de estado para volumes e instantaneos "online".
* Atualiza o estado de back-end se o back-end do ONTAP estiver off-line ("Problemas n° 801", "N° 543").

* O numero de série LUN é sempre recuperado e publicado durante o fluxo de trabalho
ControllerVolumePublish.

 Adicionada légica adicional para verificar o numero de série e o tamanho do dispositivo multipath iSCSI.

« Verificagao adicional para volumes iSCSI para garantir que o dispositivo multipath correto seja
desorganizado.

Aperfeicoamento experimental

Adicionado suporte de visualizagéo técnica para NVMe sobre TCP para o driver ONTAP-SAN.

Documentagao

Muitas melhorias organizacionais e de formatagéo foram feitas.

Desvalorizagoes


https://github.com/NetApp/trident/issues/740
https://github.com/NetApp/trident/issues/740
https://github.com/NetApp/trident/issues/795
https://github.com/NetApp/trident/issues/816
https://github.com/NetApp/trident/issues/817
https://github.com/NetApp/trident/issues/801
https://github.com/NetApp/trident/issues/543

Kubernetes

» Suporte removido para instantaneos vibeta.
» Suporte removido para volumes pré-CSl e classes de armazenamento.

* Minimo atualizado com suporte de Kubernetes para 1,22.

Mudancgas em 23,04

Forcar a desagregacéo de volume para volumes ONTAP-SAN-* é compativel apenas com

@ versdes Kubernetes com o recurso desativagdo de né nao-gracioso ativado. Forgar a
desligagéo deve ser ativada no momento da instalagéo utilizando 0 --enable-force-detach
sinalizador do instalador do Trident.

Corregoes

» Operador Trident fixo para usar localhost IPv6 para instalacdo quando especificado na especificagao.

* Permissodes de funcao de cluster do operador do Trident fixas para serem sincronizadas com as
permissdes do pacote ("Problema n° 799").

+ Corrigido o problema com a inclusado de volume de bloco bruto em varios nés no modo RWX.
» Suporte fixo a clonagem de FlexGroup e importagdo de volume para volumes SMB.
+ Corrigido o problema em que o controlador Trident ndo podia desligar imediatamente ("Problema n® 811").

« Correcao adicionada para listar todos os nomes do grupo igrop associados a um LUN especificado
provisionado com drivers ONTAP-San-*.

» Adicionada uma corregao para permitir que processos externos sejam executados até a concluséao.
+ Corrigido erro de compilagéo para a arquitetura s390 ("Problema n® 537" ).
« Corrigido o nivel de registo incorreto durante as operagées de montagem de volume ("Problema n°® 781").

 Corrigido erro de afirmacao de tipo potencial ("Problema n° 802" ).

Melhorias

* Kubernetes:
o Adicionado suporte para Kubernetes 1,27.
o Adicionado suporte para importar volumes LUKS.
> Adicionado suporte para o modo de acesso ao PVC ReadWriteOncePod.

> Adicionado suporte para Force Detach para volumes ONTAP-SAN-* durante cenarios de
encerramento de né nao gracioso.

o Todos os volumes ONTAP-SAN-* agora usarao grupos por no. Os LUNs s6 serdo mapeados para os
grupos enquanto forem publicados ativamente nesses nés para melhorar a nossa postura de
seguranga. Os volumes existentes serao oportunisticamente comutados para o novo esquema de
grupos quando o Trident determinar que é seguro fazé-lo sem afetar cargas de trabalho ativas
("Problema n°® 758" ).

o Melhor seguranga do Trident ao limpar grupos néo utilizados gerenciados pelo Trident dos backends
ONTAP-SAN-*,

+ Adicionado suporte para volumes SMB com o Amazon FSX para os drivers de armazenamento ONTAP-
nas-Economy e ONTAP-nas-FlexGroup.


https://github.com/NetApp/trident/issues/799
https://github.com/NetApp/trident/issues/811
https://github.com/NetApp/trident/issues/537
https://github.com/NetApp/trident/issues/781
https://github.com/NetApp/trident/issues/802
https://github.com/NetApp/trident/issues/758

 Adicionado suporte para compartilhamentos SMB com os drivers de storage ONTAP-nas, ONTAP-nas-
Economy e ONTAP-nas-FlexGroup.

+ Adicionado suporte para arm64 noés ("Problema n°® 732" ).

* Procedimento de encerramento aprimorado do Trident desativando primeiro os servidores API ("Problema
n°® 811").

 Adicionado suporte de compilagéo entre plataformas para Windows e hosts arm64 para Makefile; veja
BUILD.md.

Desvalorizagées

Kubernetes: Os grupos com escopo de back-end ndo serdo mais criados ao configurar drivers ONTAP-san
e ONTAP-san-Economy ("Problema n® 758").

Mudancas em 23.01.1

Corregoes

» Operador Trident fixo para usar localhost IPv6 para instalacdo quando especificado na especificagao.

* Permissoes fixas da funcao de cluster do operador do Trident para estar em sincronia com as permissoes
do pacote "Problema n° 799",

» Adicionada uma corregao para permitir que processos externos sejam executados até a concluséao.
« Corrigido o problema com a inclusao de volume de bloco bruto em varios nés no modo RWX.

» Suporte fixo a clonagem de FlexGroup e importagdo de volume para volumes SMB.

Mudancgas em 23,01

@ O Kubernetes 1,27 agora € compativel com o Trident. Atualize o Trident antes de atualizar o
Kubernetes.

Corregoes

» Kubernetes: Adicionadas opgdes para excluir a criagdo da Diretiva de Segurancga do Pod para corrigir
instalagées do Trident via Helm ("Problemas n° 783, n® 794").

Melhorias
Kubernetes
 Adicionado suporte para Kubernetes 1,26.
« Utilizagao geral aprimorada de recursos RBAC do Trident ("Problema n® 757").
+ Automacao adicionada para detetar e corrigir sessdes iSCSI quebradas ou obsoletas em nds de host.
» Adicionado suporte para expandir volumes criptografados LUKS.

» Kubernetes: Suporte a rotagédo de credenciais adicionado para volumes criptografados LUKS.

Trident

» Adicionado suporte para volumes SMB com o Amazon FSX for ONTAP para o driver de armazenamento
ONTAP-nas.

+ Adicionado suporte para permissées NTFS ao usar volumes SMB.


https://github.com/NetApp/trident/issues/732
https://github.com/NetApp/trident/issues/811
https://github.com/NetApp/trident/issues/811
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 Adicionado suporte a pools de storage para volumes do GCP com nivel de servigo CVS.

 Adicionado suporte para uso opcional do flexgroupAggregateList ao criar FlexGroups com o driver de
armazenamento ONTAP-nas-FlexGroup.

» Desempenho aprimorado para o driver de storage econémico ONTAP nas ao gerenciar varios FlexVols.
 Atualizagdes de datalLIF habilitadas para todos os drivers de storage nas do ONTAP.

* Atualizacdo da convengao de nomenclatura Trident Deployment e DaemonSet para refletir o sistema
operacional do né host.

Desvalorizagées

» Kubernetes: Minimo atualizado com suporte de Kubernetes para 1,21.

* Os LIFs de dados nao devem mais ser especificados ao configurar ontap-san ou ontap-san-economy
drivers.

Mudancas em 22,10

Vocé deve ler as seguintes informagoes criticas antes de atualizar para o Trident 22,10.

<strong> informagodes criticas sobre o Trident 22.10 </strong>

+ O Kubernetes 1,25 agora é compativel com o Trident. E necessario atualizar o Trident para
0 22,10 antes da atualizagao para o Kubernetes 1,25.

» O Trident agora reforga estritamente o uso de configuragdo multipathing em ambientes
@ SAN, com um valor recomendado de find multipaths: no no arquivo multipath.conf.

O uso de configuragdo ndo multipathing ou o uso find multipaths: yes deou
find multipaths: smart valor no arquivo multipath.conf resultara em falhas de
montagem. A Trident recomenda o uso de find multipaths: no desde a versdo 21,07.

Corregoes
* Corrigido um problema especifico para o back-end do ONTAP criado usando credentials campo que
nao aparece on-line durante a atualizagéo do 22.07.0 ("Problema n°® 759" ).

* Docker: corrigiu um problema que fazia com que o plugin de volume do Docker nao iniciasse em alguns
ambientes ("Problema n° 548" e "Problema n° 760").

 Corrigido problema de SLM especifico para backends de SAN ONTAP para garantir que apenas um
subconjunto de LIFs de dados pertencentes a nés de relatério seja publicado.

 Corrigido problema de desempenho em que verificagées desnecessarias para iSCSI LUNs aconteceram
ao anexar um volume.

* Novas tentativas granulares removidas dentro do fluxo de trabalho iISCSI do Trident para falhar
rapidamente e reduzir os intervalos de tentativas externas.

« Corrigido o problema em que um erro foi retornado ao lavar um dispositivo iISCSI quando o dispositivo
multipath correspondente ja estava lavado.

Melhorias

» Kubernetes:

o Adicionado suporte para Kubernetes 1,25. E necessario atualizar o Trident para o 22,10 antes da


https://github.com/NetApp/trident/issues/759
https://github.com/NetApp/trident/issues/548
https://github.com/NetApp/trident/issues/760

atualizagao para o Kubernetes 1,25.

o Adicionado um ServiceAccount separado, ClusterRole e ClusterRoleBinding para a implantagao do
Trident e DaemonSet para permitir melhorias futuras de permissoées.

o Adicionado suporte para "compartilhamento de volume entre namespace".

* Todos os drivers de storage Trident ontap-* agora funcionam com a API REST do ONTAP.

* Adicionado novo operador yaml (bundle post 1 25.yaml)sem um PodSecurityPolicy para
oferecer suporte ao Kubernetes 1,25.

* Adicionado "Suporte para volumes criptografados com LUKS" para ontap-san € ontap-san-economy
drivers de armazenamento.

» Adicionado suporte para nés do Windows Server 2019.

* Adicionado "Suporte para volumes SMB em nos do Windows" através do azure-netapp-files driver
de armazenamento.

* A detegao automatica de comutagao MetroCluster para controladores ONTAP esta agora disponivel em
geral.

Desvalorizagées

* Kubernetes: atualizado com o minimo de Kubernetes compativel para 1,20.
* Driver do Astra Data Store (ADS) removido.

* Removido o suporte yes e smart as opgdes para find multipaths quando configurar multipathing de
no de trabalho para iSCSI.

Mudancas em 22,07

Corregoes

Kubernetes
« Corrigido problema para lidar com valores booleanos e numéricos para o seletor de n6 ao configurar o
Trident com Helm ou o Operador Trident. ("GitHub Edigao n° 700")

 Corrigido problema no tratamento de erros do caminho ndo-CHAP, de modo que kubelet ira tentar
novamente se falhar. "GitHub Edi¢do n° 736")

Melhorias

 Transigao do k8s.gcr.io para o registry.k8s.io como Registro padréo para imagens CSI

* Os volumes ONTAP-SAN agora usarao grupos por né e mapearao apenas LUNs para grupos enquanto
sdo publicados ativamente nesses nos para melhorar nossa postura de seguranga. Os volumes existentes
serao oportunisticamente comutados para o novo esquema de grupos quando o Trident determinar que &
seguro fazé-lo sem afetar cargas de trabalho ativas.

¢ Incluido um ResourceQuota com instalagdes Trident para garantir que o Trident DaemonSet seja
programado quando o consumo de PriorityClass € limitado por padréo.

» Adicionado suporte para recursos de rede ao driver Azure NetApp Files. ("GitHub Edigao n® 717")

+ Adicionada deteg¢do automatica de comutagcdo MetroCluster de pré-visualizagao técnica aos drivers
ONTAP. ("GitHub Edicao n° 228")


https://docs.netapp.com/us-en/trident/trident-use/volume-share.html
https://docs.netapp.com/us-en/trident/trident-reco/security-luks.html
https://docs.netapp.com/us-en/trident/trident-use/anf.html
https://github.com/NetApp/trident/issues/700
https://github.com/NetApp/trident/issues/736
https://github.com/NetApp/trident/issues/717
https://github.com/NetApp/trident/issues/228

Desvalorizagoes

* Kubernetes: atualizado com o minimo de Kubernetes compativel para 1,19.

* A configuragéo de backend ndo permite mais varios tipos de autenticagdo em uma unica configuragéo.

Remocgdes

» O driver do AWS CVS (obsoleto desde 22,04) foi removido.
* Kubernetes
o Removido recurso SYS_ADMIN desnecessario dos pods de nos.

o Reduz o nodeprep para informagdes simples de host e descoberta de servico ativo para confirmar o
melhor esforco de que os servicos NFS/iISCSI estao disponiveis nos nés de trabalho.

Documentagao

Uma nova "Padroes de seguranca do pod"segéo (PSS) foi adicionada detalhando as permissées habilitadas
pelo Trident na instalacao.

Mudancas em 22,04

A NetApp esta continuamente melhorando e aprimorando seus produtos e servi¢cos. Aqui estdo alguns dos
recursos mais recentes do Trident. Para versdes anteriores, "\Versoes anteriores da documentacao” consulte .

@ Se vocé estiver atualizando de qualquer versao anterior do Trident e usar o Azure NetApp Files,
0 location parametro config agora € um campo Unico obrigatério.

Corregoes

» Anadlise melhorada de nomes de iniciadores iSCSI. ("GitHub Edi¢cdo n° 681")

 Corrigido problema em que os parametros da classe de armazenamento CSI ndo eram permitidos.
("GitHub Edigao n° 598")

* Declaragao de chave duplicada corrigida no CRD Trident. ("GitHub Edicao n° 671")
 Corrigidos registos de instantdneos do CSl imprecisos. ("GitHub Edicao n® 629" ))
» Corrigido o problema com a remogao de volumes em nés excluidos. ("GitHub Edi¢cdo n° 691")

» Adicdo de manipulagao de inconsisténcias de sistema de arquivos em dispositivos de bloco. ("GitHub
Edicao n° 656")

* Corrigido problema ao puxar imagens de suporte automatico ao definir o0 imageRegistry sinalizador
durante a instalagdo. ("GitHub Edicéo n° 715")

 Corrigido o problema em que o driver Azure NetApp Files ndo conseguiu clonar um volume com varias
regras de exportagao.

Melhorias

» As conexdes de entrada para os endpoints seguros da Trident agora exigem um minimo de TLS 1,3.
("GitHub Edicao n° 698")

« O Trident agora adiciona cabegalhos HSTS as respostas de seus endpoints seguros.

« O Trident agora tenta ativar o recurso de permissdes unix do Azure NetApp Files automaticamente.
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https://docs.netapp.com/us-en/trident/trident-reference/pod-security.html
https://docs.netapp.com/us-en/trident/earlier-versions.html
https://github.com/NetApp/trident/issues/681
https://github.com/NetApp/trident/issues/598
https://github.com/NetApp/trident/issues/671
https://github.com/NetApp/trident/issues/629
https://github.com/NetApp/trident/issues/691
https://github.com/NetApp/trident/issues/656
https://github.com/NetApp/trident/issues/656
https://github.com/NetApp/trident/issues/715
https://github.com/NetApp/trident/issues/698

* Kubernetes: O daemonset do Trident agora é executado na classe de prioridade critica do n6 do sistema.
("GitHub Edicéao n° 694")

Remocgodes

O driver da série e (desativado desde 20,07) foi removido.

Mudangas em 22.01.1

Corregoes

 Corrigido o problema com a remogéao de volumes em nos excluidos. ("GitHub Edi¢cao n® 691")

+ Corrigido o panico ao acessar campos nil para espago agregado nas respostas da APl do ONTAP.

Mudancas em 22.01.0

Corregoes

* Kubernetes: aumente o tempo de repetigcdo do backoff do Registro de nds para clusters grandes.

 Corrigido problema em que o driver azure-NetApp-Files poderia ser confundido por varios recursos com o
mesmo nome.

* Os LIFs de dados SAN IPv6 da ONTAP agora funcionam se especificados com colchetes.

 Corrigido o problema em que a tentativa de importar um volume ja importado retorna EOF deixando PVC
em estado pendente. ("GitHub Edicéo n° 489")

* Corrigido o problema quando o desempenho do Trident diminui quando > 32 snapshots sédo criados em
um volume SolidFire.

» Substituido SHA-1 por SHA-256 na criacao de certificado SSL.

* Driver Azure NetApp Files fixo para permitir nomes de recursos duplicados e limitar as operacdes a um
unico local.

* Driver Azure NetApp Files fixo para permitir nomes de recursos duplicados e limitar as operagbes a um
unico local.

Melhorias

* Melhorias do Kubernetes:
o Adicionado suporte para Kubernetes 1,23.

> Adicione op¢des de agendamento para pods Trident quando instalado via Operador Trident ou Helm.
("GitHub Edigao n° 651")

* Permitir volumes entre regides no driver do GCP. ("GitHub Edigédo n° 633")

 Adicionado suporte para a op¢ao 'unixPermissions' para volumes Azure NetApp Files. ("GitHub Edicao n°
666")

Desvalorizagoes

A interface REST do Trident pode ouvir e servir apenas em enderegos 127.0.0.1 ou [::1]
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https://github.com/NetApp/trident/issues/694
https://github.com/NetApp/trident/issues/691
https://github.com/NetApp/trident/issues/489
https://github.com/NetApp/trident/issues/651
https://github.com/NetApp/trident/issues/633
https://github.com/NetApp/trident/issues/666
https://github.com/NetApp/trident/issues/666

Mudancas em 21.10.1

A versao v21.10.0 tem um problema que pode colocar o controlador Trident em um estado
@ CrashLoopBackOff quando um n6 é removido e depois adicionado de volta ao cluster do
Kubernetes. Esse problema foi corrigido no v21,10.1 (GitHub Issue 669).

Corregoes

» Condicao de corrida potencial fixa ao importar um volume em um back-end CVS do GCP, resultando em
falha na importacéo.

 Corrigido um problema que pode colocar o controlador Trident em um estado CrashLoopBackOff quando
um noé é removido e depois adicionado de volta ao cluster do Kubernetes (problema 669 do GitHub).

 Corrigido o problema em que os SVMs nao eram mais descobertos se nenhum nome SVM foi
especificado (problema 612 do GitHub).

Mudancas em 21.10.0

Corregoes

 Corrigido o problema em que clones de volumes XFS nao podiam ser montados no mesmo né que o
volume de origem (problema 514 do GitHub).

 Corrigido o problema em que o Trident registrou um erro fatal no desligamento (problema 597 do GitHub).
» Correcdes relacionadas ao Kubernetes:

° Retorne o espago usado de um volume como o minimo restoresSize ao criar snapshots com ontap-
nas drivers e ontap-nas-flexgroup (GitHub Issue 645).

° Corrigido o problema em que Failed to expand filesystem 0 erro foi registrado apos o
redimensionamento de volume (GitHub problema 560).

° Corrigido o problema em que um pod poderia ficar preso Terminating no estado (GitHub problema
572).

° Corrigido o caso em que um ontap-san-economy FlexVol pode estar cheio de LUNs instantaneos
(GitHub problema 533).

> Corrigido o problema do instalador personalizado YAML com imagem diferente (problema 613 do
GitHub).

> Corrigido calculo do tamanho do instantaneo (GitHub edi¢do 611).

> Corrigido o problema em que todos os instaladores do Trident podiam identificar o Kubernetes simples
como OpenShift (problema 639 do GitHub).

> Corrigido o operador do Trident para parar a reconciliagéo se o servidor da APl do Kubernetes nao
estiver acessivel (problema 599 do GitHub).

Melhorias

* Adicionado suporte a unixPermissions opgao para volumes de performance do GCP-CVS.
 Adicionado suporte para volumes CVS otimizados para escala no GCP na faixa de 600 GiB a 1 TIB.
* Aprimoramentos relacionados ao Kubernetes:

o Adicionado suporte para Kubernetes 1,22.
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> Habilitou o operador do Trident e o grafico Helm para trabalhar com o Kubernetes 1,22 (GitHub Issue
628).

° Adicionado a imagem do operador ao tridentctl comando imagens (GitHub Issue 570).

Melhorias experimentais

Adicionado suporte para replicagao de volume no ontap-san driver.

Adicionado suporte REST Tech Preview para os ontap-nas-flexgroup drivers , ontap-san, €
ontap-nas—-economy .

Problemas conhecidos

Problemas conhecidos identificam problemas que podem impedi-lo de usar o produto com sucesso.

Ao atualizar um cluster do Kubernetes do 1,24 para o 1,25 ou posterior que tenha o Trident instalado, vocé
deve atualizar o Values.yaml para definir excludePodSecurityPolicy true ou adicionar --set
excludePodSecurityPolicy=true helm upgrade ao comando antes de atualizar o cluster.

O Trident agora aplica um espago em fsType (fsType="""branco ) para volumes que ndo tém
o " fsType especificado em seu StorageClass. Ao trabalhar com o Kubernetes 1,17 ou posterior, a
Trident da suporte a fornecer um espaco em branco £sType para volumes NFS. Para volumes iSCSI, é
necessario definir o £sType no StorageClass ao aplicar um fsGroup contexto de uso de seguranga.

Ao usar um back-end em varias instancias do Trident, cada arquivo de configuragédo de back-end deve ter
um valor diferente storagePrefix para backends do ONTAP ou usar um diferente TenantName para
backends do SolidFire. O Trident ndo consegue detetar volumes criados por outras instancias do Trident.
Tentar criar um volume existente em backends ONTAP ou SolidFire € bem-sucedido, porque o Trident
trata a criacdo de volume como uma operagao idempotente. Se storagePrefix ou TenantName nao
forem diferentes, pode haver colisdes de nomes para volumes criados no mesmo back-end.

Ao instalar o Trident (usando tridentctl ou o Operador do Trident) e usar tridentctl para gerenciar
o Trident, vocé deve garantir que a KUBECONFIG variavel de ambiente esteja definida. Isso € necessario
para indicar o cluster do Kubernetes com tridentctl quem trabalhar. Ao trabalhar com varios
ambientes do Kubernetes, vocé deve garantir que o KUBECONFIG arquivo seja obtido com precisao.

Para executar a recuperagao de espago on-line para PVS iSCSI, o SO subjacente no né de trabalho pode
exigir que as opgdes de montagem sejam passadas para o volume. Isso é verdade para instancias
RHEL/RedHat CoreOS, que exigem o discard "opgado de montagem"; Certifique-se de que a opgao
Descartar mountOption esta incluida no seu[ StorageClass’site para suportar descarte de blocos online.

Se vocé tiver mais de uma instancia do Trident por cluster do Kubernetes, o Trident ndo podera se
comunicar com outras instancias e ndo podera descobrir outros volumes que eles criaram, o que leva a
um comportamento inesperado e incorreto se mais de uma instancia for executada em um cluster. Deve
haver apenas uma instancia do Trident por cluster do Kubernetes.

Se objetos baseados em Trident StorageClass forem excluidos do Kubernetes enquanto o Trident
estiver offline, o Trident ndo removera as classes de armazenamento correspondentes de seu banco de
dados quando ele voltar online. Vocé deve excluir essas classes de armazenamento usando tridentctl
ou a API REST.

Se um usuario excluir um PV provisionado pelo Trident antes de excluir o PVC correspondente, o Trident
nao excluira automaticamente o volume de backup. Vocé deve remover o volume via tridentctl ou a
API REST.

A ONTAP nao pode provisionar simultaneamente mais de um FlexGroup de cada vez, a menos que o
conjunto de agregados seja exclusivo para cada solicitagdo de provisionamento.
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https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems

* Ao usar o Trident sobre IPv6, vocé deve especificar managementLIF e dataLIF na definigdo de back-
end entre colchetes. Por exemplo, [£fd20:8ble:b258:2000:f816:3eff:feec:0].

@ N&o é possivel especificar dataLIF em um back-end de SAN ONTAP. O Trident descobre
todas as LIFs iSCSI disponiveis e as usa para estabelecer a sessdo multipath.

* Se estiver usando solidfire-san o driver com OpenShift 4,5, certifique-se de que os nés de trabalho
subjacentes usem MD5 como o algoritmo de autenticagdo CHAP. Os algoritmos CHAP seguros
compativeis com FIPS SHA1, SHA-256 e SHA3-256 estédo disponiveis com o Element 12,7.

Encontre mais informagoes

* "Trident GitHub"
» "Trident blogs"

Versoes anteriores da documentacao

Se vocé nao estiver executando o Trident 24,10, a documentacao das versdes anteriores
estara disponivel com base "Ciclo de vida do suporte da Trident"no .

* "Trident 24,06"
* "Trident 24,02"
* "Trident 23,10"
* "Trident 23,07"
* "Trident 23,04"
* "Trident 23,01"
* "Trident 22,10"
* "Trident 22,07"
* "Trident 22,04"
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https://github.com/NetApp/trident
https://netapp.io/persistent-storage-provisioner-for-kubernetes/
https://docs.netapp.com/pt-br/trident-2410/get-help.html
https://docs.netapp.com/us-en/trident-2406/index.html
https://docs.netapp.com/us-en/trident-2402/index.html
https://docs.netapp.com/us-en/trident-2310/index.html
https://docs.netapp.com/us-en/trident-2307/index.html
https://docs.netapp.com/us-en/trident-2304/index.html
https://docs.netapp.com/us-en/trident-2301/index.html
https://docs.netapp.com/us-en/trident-2210/index.html
https://docs.netapp.com/us-en/trident-2207/index.html
https://docs.netapp.com/us-en/trident-2204/index.html

Informacgoes sobre direitos autorais

Copyright © 2026 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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