Controladores SAN ONTAP
Trident

NetApp
January 14, 2026

This PDF was generated from https://docs.netapp.com/pt-br/trident-2502/trident-use/ontap-san.html on
January 14, 2026. Always check docs.netapp.com for the latest.



Indice

Controladores SAN ONTAP

Descrigao geral do controlador SAN ONTAP
Detalhes do driver SAN ONTAP
Permissbes do usuario
Consideragdes adicionais para NVMe/TCP

Prepare-se para configurar o back-end com drivers SAN ONTAP
Requisitos
Autenticar o back-end do ONTAP
Autentique conexdes com CHAP bidirecional

Opcdes e exemplos de configuragcdo do ONTAP SAN
Opgoes de configuragao de back-end
Opgoes de configuragao de back-end para volumes de provisionamento
Exemplos minimos de configuragao
Exemplos de backends com pools virtuais
Mapeie os backends para StorageClasses

O W W W NN -2 2

N N ) a a A
N DN N oo o



Controladores SAN ONTAP
Descricao geral do controlador SAN ONTAP

Saiba mais sobre como configurar um back-end ONTAP com drivers SAN ONTAP e
Cloud Volumes ONTAP.

Detalhes do driver SAN ONTAP

O Trident fornece os seguintes drivers de armazenamento SAN para se comunicar com o cluster ONTAP. Os
modos de acesso suportados sao: ReadWriteOnce (RWO), ReadOnlyMuy (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).
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* Use ontap-san-economy somente se a contagem de uso de volume persistente for
esperada ser maior que "Limites de volume ONTAP suportados".

* Use ontap-nas—-economy somente se a contagem de uso de volume persistente for
esperada para ser maior do que "Limites de volume ONTAP suportados" e 0 ontap-san-
@ economy driver ndo puder ser usado.

* N&o use 0 uso ontap-nas—economy Se VOcé antecipar a necessidade de protecéo de
dados, recuperacgao de desastres ou mobilidade.

* O NetApp nao recomenda o uso do FlexVol com crescimento automatico em todos os
drivers ONTAP, exceto ONTAP-san. Como solugao alternativa, o Trident oferece suporte ao
uso de reserva de snapshot e dimensiona os volumes FlexVol de acordo.

Permissoes do usuario

O Trident espera ser executado como administrador do ONTAP ou SVM, normalmente usando 0 admin
usuario do cluster ou um vsadmin usuario SVM, ou um usuario com um nome diferente que tenha a mesma
funcdo. Para implantacées do Amazon FSX for NetApp ONTAP, o Trident espera ser executado como
administrador do ONTAP ou SVM, usando o usuario do cluster fsxadmin ou um vsadmin usuario SVM, ou
um usuario com um nome diferente que tenha a mesma fungéo. O fsxadmin usuario € um substituto limitado
para o usuario administrador do cluster.

Se vocé usar o 1imitAggregateUsage parametro, as permissdées de administrador do cluster

@ serao necessarias. Ao usar o Amazon FSX for NetApp ONTAP com Trident, o
limitAggregateUsage pardmetro ndo funcionara com as vsadmin contas de usuario e
fsxadmin. A operagao de configuragao falhara se vocé especificar este parametro.

Embora seja possivel criar uma fungao mais restritiva no ONTAP que um driver Trident pode usar, ndo
recomendamos. A maioria das novas versdes do Trident chamarao APls adicionais que teriam que ser
contabilizadas, tornando as atualizagbes dificeis e suscetiveis a erros.

Consideracoes adicionais para NVMe/TCP

O Trident da suporte ao protocolo NVMe (non-volatil Memory Express) usando ontap-san o driver, incluindo:

e |Pv6
» Snapshots e clones de volumes NVMe
¢ Redimensionamento de um volume NVMe

 Importacdo de um volume NVMe que foi criado fora do Trident para que seu ciclo de vida possa ser
gerenciado pelo Trident


https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html

* Multipathing nativo NVMe

» Desligamento gracioso ou vergonhoso dos K8s nos (24,06)
O Trident nao suporta:

* DH-HMAC-CHAP que ¢ suportado nativamente pelo NVMe
* Multipathing de mapeador de dispositivos (DM)
¢ Criptografia LUKS

Prepare-se para configurar o back-end com drivers SAN
ONTAP

Entenda os requisitos e as opg¢des de autenticagédo para configurar um back-end do
ONTAP com drivers de SAN ONTAP.

Requisitos
Para todos os backends ONTAP, o Trident exige que pelo menos um agregado seja atribuido ao SVM.

Consulte este artigo da Base de conhecimento sobre como atribuir agregados ao SVM em sistemas ASA r2:
"A criagao da unidade de armazenamento pelo administrador do SVM usando a CLI falha com o erro "Nenhum

agregado candidato esta disponivel para servigos de armazenamento™ .

Lembre-se de que vocé também pode executar mais de um driver e criar classes de armazenamento que
apontam para um ou outro. Por exemplo, vocé pode configurar uma san—-dev classe que usa 0 ontap-san
driver e uma san-default classe que usa a ontap-san-economy mesma.

Todos os seus nos de trabalho do Kubernetes devem ter as ferramentas iSCSI apropriadas instaladas.
"Prepare o no de trabalho"Consulte para obter detalhes.

Autenticar o back-end do ONTAP

O Trident oferece dois modos de autenticar um back-end do ONTAP.

» Baseado em credenciais: O nome de usuario e senha para um usuario do ONTAP com as permissoes
necessarias. Recomenda-se a utilizacdo de uma fungao de inicio de sessao de seguranga predefinida,
como admin ou vsadmin para garantir a maxima compatibilidade com as versdes do ONTAP.

» Baseado em certificado: O Trident também pode se comunicar com um cluster ONTAP usando um
certificado instalado no back-end. Aqui, a definicao de back-end deve conter valores codificados em
Base64 do certificado de cliente, chave e certificado de CA confiavel, se usado (recomendado).

Vocé pode atualizar os backends existentes para mover entre métodos baseados em credenciais e baseados
em certificado. No entanto, apenas um método de autenticagéo € suportado por vez. Para alternar para um
método de autenticagao diferente, vocé deve remover o método existente da configuragéo de back-end.

@ Se vocé tentar fornecer credenciais e certificados, a criagdo de back-end falhara com um erro
que mais de um método de autenticacao foi fornecido no arquivo de configuragéao.


https://kb.netapp.com/on-prem/ASAr2/ASAr2_KBs/su_create_by_SVM_admin_using_CLI_fails_with_error_No_candidate_aggregates_are_available_for_storage_services
https://kb.netapp.com/on-prem/ASAr2/ASAr2_KBs/su_create_by_SVM_admin_using_CLI_fails_with_error_No_candidate_aggregates_are_available_for_storage_services
https://docs.netapp.com/pt-br/trident-2502/trident-use/worker-node-prep.html

Ative a autenticacdao baseada em credenciais

O Trident requer as credenciais para um administrador com escopo SVM/escopo de cluster para se comunicar
com o back-end do ONTAP. Recomenda-se a utilizagcao de fun¢des padrao predefinidas, como admin ou
vsadmin. Isso garante compatibilidade direta com futuras versées do ONTAP que podem expor APIs de
recursos a serem usadas por futuras versdes do Trident. Uma funcdo de login de seguranca personalizada
pode ser criada e usada com o Trident, mas n&o é recomendada.

Uma definigcdo de backend de exemplo sera assim:

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",
"username": "vsadmin",

"password": "password"

Tenha em mente que a definicdo de back-end é o unico lugar onde as credenciais sdo armazenadas em texto
simples. Depois que o back-end é criado, os nhomes de usuario/senhas sao codificados com Base64 e
armazenados como segredos do Kubernetes. A criagédo ou atualizagdo de um backend é a unica etapa que
requer conhecimento das credenciais. Como tal, € uma operacdo somente de administrador, a ser realizada
pelo administrador do Kubernetes/storage.

Ativar autenticacao baseada em certificado

Backends novos e existentes podem usar um certificado e se comunicar com o back-end do ONTAP. Trés
parametros sao necessarios na definicao de backend.

« ClientCertificate: Valor codificado base64 do certificado do cliente.

« ClientPrivateKey: Valor codificado em base64 da chave privada associada.

» TrustedCACertificate: Valor codificado base64 do certificado CA confiavel. Se estiver usando uma CA



confiavel, esse parametro deve ser fornecido. Isso pode ser ignorado se nenhuma CA confiavel for usada.
Um fluxo de trabalho tipico envolve as etapas a seguir.

Passos
1. Gerar um certificado e chave de cliente. Ao gerar, defina Nome Comum (CN) para o usuario ONTAP para
autenticar como.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. Adicionar certificado de CA confiavel ao cluster do ONTAP. Isso pode ja ser Tratado pelo administrador do
armazenamento. Ignore se nenhuma CA confiavel for usada.

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. Instale o certificado e a chave do cliente (a partir do passo 1) no cluster do ONTAP.

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. Confirme se a fungéo de login de seguranca do ONTAP suporta cert o método de autenticagao.

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
—authentication-method cert

5. Teste a autenticagédo usando certificado gerado. Substitua o ONTAP Management LIF> e o <vserver
name> por |IP de LIF de gerenciamento e nome da SVM.

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. Codificar certificado, chave e certificado CA confiavel com Base64.



base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64

base64 -w 0 trustedca.pem >> trustedca base6t4

7. Crie backend usando os valores obtidos na etapa anterior.

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

fom - fom e e
fomm - fomm - +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

fomm - Fomm e e ettt
fom - fom——————— +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c—-2872713612cl |
online | 0 |

fom - Fomm o
fomm - fomm - +

Atualizar métodos de autenticagao ou girar credenciais

Vocé pode atualizar um back-end existente para usar um método de autenticagado diferente ou para girar suas
credenciais. Isso funciona de ambas as maneiras: Backends que fazem uso de nome de usuario / senha
podem ser atualizados para usar certificados; backends que utilizam certificados podem ser atualizados para
nome de usuario / senha com base. Para fazer isso, vocé deve remover o método de autenticacao existente e
adicionar o novo método de autenticagdo. Em seguida, use o arquivo backend.json atualizado contendo os
parametros necessarios para executar tridentctl backend update.



cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

Ao girar senhas, o administrador de armazenamento deve primeiro atualizar a senha do usuario
(D no ONTAP. Isso é seguido por uma atualizagdo de back-end. Ao girar certificados, varios

certificados podem ser adicionados ao usuario. O back-end é entdo atualizado para usar o novo

certificado, seguindo o qual o certificado antigo pode ser excluido do cluster do ONTAP.

A atualizagdo de um back-end nao interrompe o acesso a volumes que ja foram criados, nem afeta as
conexdes de volume feitas depois. Uma atualizacdo de back-end bem-sucedida indica que o Trident pode se
comunicar com o back-end do ONTAP e lidar com operagdes de volume futuras.

Crie uma fungdo ONTAP personalizada para o Trident

Vocé pode criar uma fungao de cluster do ONTAP com Privileges minimo para que vocé nao precise usar a
funcéo de administrador do ONTAP para executar operacdes no Trident. Quando vocé inclui o nome de
usuario em uma configuragao de back-end do Trident, o Trident usa a funcéo de cluster do ONTAP criada para
executar as operagdes.

"Gerador de funcao personalizada Trident"Consulte para obter mais informagdes sobre como criar fungdes
personalizadas do Trident.


https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role

Usando a CLI do ONTAP
1. Crie uma nova fungéo usando o seguinte comando:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Crie um nome de usuario para o usuario do Trident:

security login create -username <user name\> -application ontapi
-—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description”

3. Mapeie a fungéo para o usuario:

security login modify username <user name\> —-vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

Usando o System Manager
Execute as seguintes etapas no Gerenciador do sistema do ONTAP:

1. Crie uma funcao personalizada:
a. Para criar uma fungao personalizada no nivel do cluster, selecione Cluster > Settings.
(Ou) para criar uma fungéo personalizada no nivel SVM, selecione Storage > Storage VMs >
required SVM Settings > Users and Roles.
b. Selecione o icone de seta (—) ao lado de usuarios e fungoes.
c. Selecione * Adicionar * em fungodes.
d. Defina as regras para a fungéo e clique em Salvar.

2. Mapeie a fungao para o usuario do Trident: Execute as seguintes etapas na pagina usuarios e
fungoes:

a. Selecione Adicionar icone * em *usuarios.
b. Selecione o nome de usuario desejado e selecione uma fungéo no menu suspenso para fungao.

c. Clique em Salvar.

Consulte as paginas a seguir para obter mais informagoes:

* "Funcdes personalizadas para administracdo do ONTAP" ou "Definir fungdes personalizadas”

* "Trabalhe com fung¢des e usuarios"

Autentique conexées com CHAP bidirecional

O Trident pode autenticar sessdes iISCSI com CHAP bidirecional para os ontap-san drivers € ontap-san-
economy. Isso requer a ativacdo da useCHAP opgéao na definicdo de backend. Quando definido como true, 0
Trident configura a seguranga do iniciador padrao do SVM para CHAP bidirecional e define o nome de usuario
e os segredos do arquivo de back-end. O NetApp recomenda o uso de CHAP bidirecional para autenticar


https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api

conexdes. Veja a seguinte configuragdo de exemplo:

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: i1iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

O useCHAP parametro € uma opgao booleana que pode ser configurada apenas uma vez. Ele é
definido como false por padrao. Depois de configura-lo como verdadeiro, vocé nido pode
configura-lo como falso.

Além useCHAP=true do, 0S chapInitiatorSecret campos, chapTargetInitiatorSecret,
chapTargetUsername, € chapUsername devem ser incluidos na definicdo de back-end. Os segredos
podem ser alterados depois que um backend é criado executando tridentctl update.

Como funciona

Ao definir useCHAP como verdadeiro, o administrador de armazenamento instrui o Trident a configurar o
CHAP no back-end de armazenamento. Isso inclui o seguinte:

» Configuragdo do CHAP no SVM:

> Se o tipo de seguranga do iniciador padrao da SVM for nenhum (definido por padrao) e nao houver
LUNSs pré-existentes no volume, o Trident definira o tipo de seguranga padrédo CHAP e continuara
configurando o iniciador CHAP e o nome de usuario e os segredos de destino.

o Se 0 SVM contiver LUNs, o Trident ndo ativara o CHAP no SVM. Isso garante que o acesso a LUNs
que ja estao presentes no SVM néo seja restrito.

» Configurando o iniciador CHAP e o nome de usuario e os segredos de destino; essas opgdes devem ser
especificadas na configuragéo de back-end (como mostrado acima).

Depois que o back-end é criado, o Trident cria um CRD correspondente tridentbackend e armazena os
segredos e nomes de usuario do CHAP como segredos do Kubernetes. Todos os PVS criados pelo Trident
neste backend serdo montados e anexados através do CHAP.

Gire credenciais e atualize os backends

Vocé pode atualizar as credenciais CHAP atualizando os paradmetros CHAP no backend. json arquivo. Isso

exigira a atualizagdo dos segredos CHAP e o uso do tridentctl update comando para refletir essas
alteracdes.



Ao atualizar os segredos CHAP para um backend, vocé deve usar tridentctl para atualizar
@ o backend. N&o atualize as credenciais no cluster de storage usando a CLI da ONTAP ou o
Gerenciador de sistemas da ONTAP, pois o Trident ndo podera pegar essas alteracoes.

cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",
"svm" :
"useCHAP": true,

"username": "vsadmin",

"ontap iscsi svm",

"password": "password",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- o +

| NAME | STORAGE DRIVER | UulbD

STATE | VOLUMES |

e ———— e — e et ittt T
t——— e +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e fmm e —— et ittt L L e e
- e +

As conexdes existentes nao serdo afetadas. Elas continuardo ativas se as credenciais forem atualizadas pelo
Trident no SVM. As novas conexdes usam as credenciais atualizadas e as conexdes existentes continuam
ativas. Desconetar e reconetar PVS antigos resultara em eles usando as credenciais atualizadas.

Opcoes e exemplos de configuracao do ONTAP SAN

Saiba como criar e usar drivers SAN ONTAP com a instalacédo do Trident. Esta secao
fornece exemplos de configuragédo de back-end e detalhes para mapear backends para
StorageClasses.

Opcoes de configuragao de back-end

Consulte a tabela a seguir para obter as opgdes de configuragéo de back-end:

10



Parametro
version

storageDrive
rName

backendName

managementLI
F

dataLIF

svm

useCHAP

chapInitiato
rSecret

Descrigao

Nome do controlador de armazenamento

Nome personalizado ou back-end de storage

Enderego IP de um cluster ou LIF de gerenciamento
de SVM.

Um nome de dominio totalmente qualificado (FQDN)
pode ser especificado.

Pode ser definido para usar enderecgos IPv6 se o
Trident tiver sido instalado usando o sinalizador IPv6.
Os enderecos IPv6 devem ser definidos entre
colchetes, como
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:355
5].

Para o switchover MetroCluster otimizado, consulte o
Exemplo de MetroCluster.

Se vocé estiver usando credenciais
"vsadmin", managementLIF deve ser

@ a do SVM; se estiver usando
credenciais "admin", managementLIF
deve ser a do cluster.

Endereco IP do protocolo LIF. Pode ser definido para
usar enderecos |IPv6 se o Trident tiver sido instalado
usando o sinalizador IPv6. Os enderecgos |IPv6 devem
ser definidos entre colchetes, como
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
] . Nao especifique para iSCSI. O Trident usa "Mapa
de LUN seletivo da ONTAP" para descobrir as LIFs
iSCSI necessarias para estabelecer uma sesséo de
varios caminhos. Um aviso é gerado se dataLIF for
definido explicitamente. Omita para MetroCluster.
Consulte Exemplo de MetroCluster.

Maquina virtual de armazenamento para usar omit
for MetroCluster. Consulte Exemplo de MetroCluster.

Use CHAP para autenticar iSCSI para drivers SAN
ONTAP [Boolean]. Defina como true para Trident
para configurar e usar CHAP bidirecional como a
autenticacao padrao para o SVM dado no back-end.
"Prepare-se para configurar o back-end com drivers
SAN ONTAP"Consulte para obter detalhes.

Segredo do iniciador CHAP. Necessario se
useCHAP=true

Padrao

Sempre 1

ontap—-san OU ontap-san-
economy

Nome do driver e dataLIF

"10,0.0,1", "[2001:1234:abcd::fefe]"

Derivado do SVM

Derivado se uma SVM
managementLIF for especificada

false

11
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Parametro

labels

chapTargetIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

svm

storagePrefi
b4

12

Descrigao

Conjunto de rotulos arbitrarios formatados em JSON
para aplicar em volumes

Segredo do iniciador de destino CHAP. Necessario se
useCHAP=true

Nome de utilizador de entrada. Necessario se
useCHAP=true

Nome de utilizador alvo. Necessario se
useCHAP=true

Valor codificado em base64 do certificado do cliente.
Usado para autenticacdo baseada em certificado

Valor codificado em base64 da chave privada do
cliente. Usado para autenticagdo baseada em
certificado

Valor codificado em base64 do certificado CA
confiavel. Opcional. Usado para autenticacao
baseada em certificado.

Nome de usuario necessario para se comunicar com
o cluster ONTAP. Usado para autenticacdo baseada
em credenciais.

Senha necessaria para se comunicar com o cluster
ONTAP. Usado para autenticacao baseada em
credenciais.

Maquina virtual de armazenamento para usar

Prefixo usado ao provisionar novos volumes na SVM.
Nao pode ser modificado mais tarde. Para atualizar
esse parametro, vocé precisara criar um novo
backend.

Padrao

Derivado se uma SVM
managementLIF for especificada

trident



Parametro

aggregate

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

Descrigao

Agregado para provisionamento (opcional; se
definido, deve ser atribuido ao SVM). Para ontap-

nas-flexgroup O driver, essa opgao € ignorada. Se

nao for atribuido, qualquer um dos agregados
disponiveis podera ser usado para provisionar um
volume FlexGroup.

Quando o agregado ¢ atualizado no
SVM, ele é atualizado
automaticamente no Trident polling
SVM sem ter que reiniciar a
controladora Trident. Quando vocé
tiver configurado um agregado
especifico no Trident para provisionar
volumes, se o agregado for renomeado
ou movido para fora do SVM, o back-
end mudara para o estado com falha
no Trident durante a pesquisa do
agregado SVM. Vocé precisa alterar o
agregado para um que esteja presente
no SVM ou remové-lo completamente
para colocar o back-end on-line.

Nao especifique para ASA R2.

Falha no provisionamento se o uso estiver acima
dessa porcentagem. Se vocé estiver usando um
back-end do Amazon FSX for NetApp ONTAP, n&o
limitAggregateUsage "especifique . O
fornecido
permissdes necessarias para recuperar o uso
agregado e limita-lo usando o Trident. Nao
especifique para ASA R2.

Falha no provisionamento se o tamanho do volume
solicitado estiver acima desse valor. Também
restringe o tamanho maximo dos volumes que
gerencia para LUNs.

Maximo de LUNSs por FlexVol, tem de estar no
intervalo [50, 200]

Debug flags para usar ao solucionar problemas. Por
exemplo, ndo use a menos que vocé esteja
solucionando problemas e exija um despejo de log
detalhado.

*fsxadmin e vsadmin ndo contém as

Padrao

(n&o aplicado por padrao)

(n&o aplicado por padrao)

100

null
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Parametro Descricédo Padrao

useREST Parametro booleano para usar APls REST do ONTAP. true Para ONTAP 9.15,1 ou
useREST Quando definido como true, o Trident usa posterior, caso contrario false.
APls REST do ONTAP para se comunicar com o
back-end; quando definido como false, o Trident
usa chamadas ONTAPI (ZAPI) para se comunicar
com o back-end. Esse recurso requer o ONTAP
9.11,1 e posterior. Além disso, a fungao de login do
ONTAP usada deve ter acesso ao ontapi aplicativo.
Isso é satisfeito com as fungdes e cluster-admin
predefinidas vsadmin. Comegando com a versao
Trident 24,06 e ONTAP 9.15.1 ou posterior,
useREST é definido como true por padréo; altere
useREST para false usar chamadas ONTAPI
(ZAPI).
useREST E totalmente qualificado para NVMe/TCP.
Se especificado, defina sempre como true para
ASA R2.

sanType Use para selecionar iscsi iSCSI, nvme NVMe/TCP  iscsi se estiver em branco
ou fcp SCSI por Fibre Channel (FC).

formatOption

s ‘formatOptions Use para
especificar argumentos de linha de
comando para o ‘mkfs® comando, que
serdo aplicados sempre gue um
volume for formatado. Isto
permite-lhe formatar o volume de
acordo com as suas preferéncias.
Certifique-se de especificar as
formatOptions semelhantes as
op¢cdes de comando mkfs, excluindo
o caminho do dispositivo. Exemplo:
"-e nodiscard"

Suportado apenas para ontap-san drivers e
ontap-san-economy.

limitVolumeP Tamanho maximo de FlexVol requestable ao usar (n&o aplicado por padrao)

00lSize LUNSs no back-end ONTAP-san-econémico.

denyNewVolum Restringe a ontap-san-economy criagdo de novos

ePools volumes do FlexVol para conter LUNs. Somente
Flexvols pré-existentes sao usados para provisionar
novos PVS.

Recomendagoes para o uso de formatOptions

A Trident recomenda a seguinte opgao para agilizar o processo de formatagao:
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-e nodiscard:

» Manter, ndo tente descartar blocos no tempo mkfs (descartar blocos inicialmente & til em dispositivos de
estado solido e armazenamento esparso / thin-provisionado). Isso substitui a opgéo obsoleta "-K" e é
aplicavel a todos os sistemas de arquivos (xfs, ext3 e ext4).

Opcoes de configuragao de back-end para volumes de provisionamento

Vocé pode controlar o provisionamento padrdao usando essas opg¢des na defaults segdo da configuragao.
Para obter um exemplo, consulte os exemplos de configuragéo abaixo.

Parametro

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

luksEncrypti
on

tieringPolic
y

Descricao Padrao

Alocacéao de espaco para LUNs "True" se especificado, defina

como true para ASA R2.

Modo de reserva de espago; "nenhum” (fino) ou "nenhum"
"volume" (grosso). Defina como none para ASA R2.
Politica de instantaneos a utilizar. Defina como none "nenhum"”

para ASA R2.

Grupo de politicas de QoS a atribuir aos volumes
criados. Escolha uma das qosPolicy ou
adaptiveQosPolicy por pool de
armazenamento/backend. O uso de grupos de politica
de QoS com Trident requer o ONTAP 9.8 ou posterior.
Vocé deve usar um grupo de politicas de QoS nao
compartilhado e garantir que o grupo de politicas seja
aplicado individualmente a cada componente. Um
grupo de politicas de QoS compartilhado impde o
limite maximo da taxa de transferéncia total de todos
os workloads.

Grupo de politicas de QoS adaptavel a atribuir para
volumes criados. Escolha uma das qosPolicy ou
adaptiveQosPolicy por pool de
armazenamento/backend

Porcentagem de volume reservado para snapshots.
Nao especifique para ASA R2.

"0" se snapshotPolicy for
"nenhum", caso contrario ""

Divida um clone de seu pai na criacao "falso"

Ative a criptografia de volume do NetApp (NVE) no
novo volume; o padrao é false. O NVE deve ser
licenciado e habilitado no cluster para usar essa
opcéo. Se NAE estiver ativado no back-end, qualquer
volume provisionado no Trident sera NAE habilitado.
Para obter mais informacgoes, consulte: "Como o
Trident funciona com NVE e NAE".

"False" se especificado, defina
como true para ASA R2.

Ativar encriptagdo LUKS. "Usar a configuracao de
chave unificada do Linux (LUKS)"Consulte a .

"" definido como false para ASA
R2.

Politica de disposigdo em camadas para usar
"nenhum" nao especifique para o ASA R2.
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Parametro Descricédo Padrao

nameTemplate Modelo para criar nomes de volume personalizados.

Exemplos de provisionamento de volume

Aqui esta um exemplo com padrées definidos:

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svim: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

Para todos os volumes criados usando ontap-san o driver, o Trident adiciona uma capacidade
extra de 10% ao FlexVol para acomodar os metadados do LUN. O LUN sera provisionado com
@ o tamanho exato que o usuario solicita no PVC. O Trident adiciona 10 por cento ao FlexVol
(mostra como tamanho disponivel no ONTAP). Os usuarios agora terdo a capacidade utilizavel
que solicitaram. Essa alteracdo também impede que LUNs figuem somente leitura, a menos
que o espaco disponivel seja totalmente utilizado. Isto ndo se aplica a ONTAP-san-economia.

Para backends que definem “snapshotReserve'o , o Trident calcula o tamanho dos volumes da seguinte
forma:

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

O 1,1 é o adicional de 10% que o Trident adiciona ao FlexVol para acomodar os metadados do LUN. Para
snapshotReserve 5%, e o pedido de PVC é de 5GiB, o tamanho total do volume é de 5,79GiB e o tamanho
disponivel é de 5,5GiB. O volume show comando deve mostrar resultados semelhantes a este exemplo:
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Volume Aggregate State i Available Used%

_pvc_89flcl56_3801_4ded4_979d_034d54c39574

online RW 18GB 5.080GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.

Atualmente, o redimensionamento € a Unica maneira de usar o novo calculo para um volume existente.

Exemplos minimos de configuragao

Os exemplos a seguir mostram configuragdes basicas que deixam a maioria dos parametros padréo. Esta é a
maneira mais facil de definir um backend.

@ Se vocé estiver usando o Amazon FSX no NetApp ONTAP com Trident, o NetApp recomenda
que vocé especifique nomes DNS para LIFs em vez de enderecos IP.

Exemplo de SAN ONTAP

Esta € uma configuracédo basica usando ontap-san o driver.

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svim: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>
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Exemplo de MetroCluster

Vocé pode configurar o back-end para evitar ter que atualizar manualmente a definigdo do back-end apés
o switchover e o switchback durante "Replicacao e recuperacao da SVM"o .

Para comutacéao e switchback continuos, especifique o0 SVM usando managementLIF € omite 0s svm
parédmetros. Por exemplo:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

Exemplo de economia de SAN ONTAP

version: 1

storageDriverName: ontap-san-—-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>
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Exemplo de autenticagdo baseada em certificado

Neste exemplo de configuragdo basica clientCertificate, clientPrivateKey e
trustedCACertificate (opcional, se estiver usando CA confiavel) sdo preenchidos backend. json
e recebem os valores codificados em base64 do certificado do cliente, da chave privada e do certificado
de CA confiavel, respetivamente.

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz



Exemplos CHAP bidirecional

Esses exemplos criam um backend com useCHAP definido como true.

Exemplo de ONTAP SAN CHAP

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

Exemplo de CHAP de economia de SAN ONTAP

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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Exemplo de NVMe/TCP

Vocé precisa ter um SVM configurado com NVMe no back-end do ONTAP. Esta é uma configuragao
basica de back-end para NVMe/TCP.

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

Exemplo de SCSI em FC (FCP)

Vocé precisa ter um SVM configurado com FC no back-end do ONTAP. Essa € uma configuragao basica
de back-end para FC.

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true
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Exemplo de configuragao de backend com nameTemplate

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults:
nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

Exemplo de formatOptions para o driver ONTAP-san-Economy

version: 1

storageDriverName: ontap-san-economy
managementLIF: ""
svm: svml

nmn

username:
password: "!"
storagePrefix: whelk
debugTraceFlags:

method: true

api: true
defaults:

formatOptions: -E nodiscard

Exemplos de backends com pools virtuais

Nesses arquivos de definicdo de back-end de exemplo, padrées especificos sdo definidos para todos os pools
de armazenamento, como spaceReserve em nenhum, spaceAllocation em falso e encryption em
falso. Os pools virtuais s&o definidos na se¢cdo armazenamento.

O Trident define rotulos de provisionamento no campo "Comentarios". Os comentarios séo definidos nas
copias do FlexVol volume Trident todas as etiquetas presentes em um pool virtual para o volume de storage
no provisionamento. Por conveniéncia, os administradores de storage podem definir rétulos por pool virtual e
volumes de grupo por rétulo.
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Nesses exemplos, alguns dos pools de armazenamento definem seus proprios spaceReserve
spaceAllocation valores, e encryption , e alguns pools substituem os valores padrao.
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Exemplo de SAN ONTAP

24



version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"
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Exemplo de economia de SAN ONTAP

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
zone: us_east lc
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defaults:

spaceAllocation: "true"

encryption: "false"

Exemplo de NVMe/TCP

version: 1

storageDriverName: ontap-san

sanType: nvme

managementLIF

sSvin: nvme svm

: 10.0.0.1

username: vsadmin

password: <password>

useREST: true
defaults:

spaceAllocation: "false"

encryption:
storage:
- labels:
app: te

"true"

StApp

cost: "20"

defaults:
spaceAl

location: "false"

encryption: "false"

Mapeie os backends para StorageClasses

As seguintes definicdes do StorageClass referem-se ao Exemplos de backends com pools virtuais. Usando o

parameters.selector campo, cada StorageClass chama quais pools virtuais podem ser usados para
hospedar um volume. O volume tera os aspetos definidos no pool virtual escolhido.

* O protection-gold StorageClass sera mapeado para o primeiro pool virtual ontap-san no back-end.

Esta € a unica piscina que oferece protegao de nivel dourado.

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: protection-gold

provisioner:
parameters:
selector:

csi.trident.netapp.io

"protection=gold"

fsType: "ext4d"
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* O protection-not-gold StorageClass sera mapeado para o segundo e terceiro pool virtual no
ontap-san back-end. Estas sdo as Unicas piscinas que oferecem um nivel de protecao diferente do ouro.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* O app-mysqgldb StorageClass sera mapeado para o terceiro pool virtual no ontap-san-economy back-
end. Este € o unico pool que oferece configuragao de pool de armazenamento para o aplicativo tipo
mysqldb.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* Oprotection-silver-creditpoints-20k StorageClass serda mapeado para o segundo pool virtual
no ontap-san back-end. Esta é a Unica piscina que oferece protecdo de nivel de prata e 20000 pontos
de crédito.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* O creditpoints-5k StorageClass sera mapeado para o terceiro pool virtual no ontap-san back-end e
o quarto pool virtual no ontap-san-economy back-end. Estas s&o as uUnicas ofertas de pool com 5000
pontos de crédito.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

* Omy-test-app-sc StorageClass sera mapeado para o testAPP pool virtual no ontap-san driver com
sanType: nvme o . Esta é a Gnica piscina que oferece “testApp.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

O Trident decidira qual pool virtual é selecionado e garante que o requisito de armazenamento seja atendido.
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2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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