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Trident para Docker

Pré-requisitos para implantacao

Vocé precisa instalar e configurar os pré-requisitos de protocolo necessarios no seu host
antes de implantar o Trident.

Verifique os requisitos

« Verifique se sua implantagéo atende a todos "requisitos"os .

* Verifique se vocé tem uma versao suportada do Docker instalada. Se a versao do Docker estiver
desatualizada, "instale ou atualize-o0.".

docker --version

« Verifique se os pré-requisitos do protocolo estao instalados e configurados no seu host.

Ferramentas NFS

Instale as ferramentas NFS usando os comandos do seu sistema operacional.

RHEL 8 MAIS

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
@ Reinicie seus nos de trabalho apds instalar as ferramentas NFS para evitar falhas ao anexar
volumes a contéineres.

Ferramentas iSCSI

Instale as ferramentas iSCSI utilizando os comandos do seu sistema operativo.


https://docs.netapp.com/pt-br/trident-2502/trident-get-started/requirements.html
https://docs.docker.com/engine/install/

RHEL 8 MAIS
1. Instale os seguintes pacotes de sistema:

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

2. Verifique se a versao iscsi-iniciador-utils é 6,2.0,874-2.el7 ou posterior:
rpm —-gq 1iscsi-initiator-utils
3. Definir a digitalizagao para manual:

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. Ativar multipathing:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) Certifiqgue-se de etc/multipath.conf que contém find multipaths no
defaultsem.

9. Certifique-se de que iscsid e multipathd estdo a funcionar:
sudo systemctl enable --now iscsid multipathd
6. Ativar e iniciar iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1. Instale os seguintes pacotes de sistema:

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools

scsitools

2. Verifique se a versao Open-iscsi € 2,0.874-5ubuntu2.10 ou posterior (para bionic) ou 2,0.874-
7.1ubuntu6.1 ou posterior (para focal):



dpkg -1 open-iscsi
3. Definir a digitalizagdo para manual:

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. Ativar multipathing:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(:) Certifique-se de etc/multipath.conf que contém find multipaths no
defaultsem.

5. Certifique-se de que open-iscsi e multipath-tools estdo ativados e em execugio:

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

Ferramentas NVMe

Instale as ferramentas NVMe usando os comandos do seu sistema operacional.

* O NVMe requer o RHEL 9 ou posterior.

@ » Se a versao do kernel do seu n6 Kubernetes for muito antiga ou se o pacote NVMe nao
estiver disponivel para a versao do kernel, talvez seja necessario atualizar a versao do
kernel do né para uma com o pacote NVMe.



RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ferramentas FC

Instale as ferramentas FC usando os comandos do seu sistema operacional.

* Ao usar noés de trabalho que executam RHEL/Red Hat Enterprise Linux CoreOS (RHCOS) com FC PVs,

especifique a discard mountOption no StorageClass para executar a recuperagédo de espaco em linha.
Consulte a "Documentacao da Red Hat".


https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/managing_file_systems/discarding-unused-blocks_managing-file-systems

RHEL 8 MAIS
1. Instale os seguintes pacotes de sistema:

sudo yum install -y lsscsi device-mapper-multipath
2. Ativar multipathing:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) Certifique-se de etc/multipath.conf que contém find multipaths no
defaultsem.

3. Certifique-se de que multipathd esta em execugio:

sudo systemctl enable --now multipathd

Ubuntu
1. Instale os seguintes pacotes de sistema:

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. Ativar multipathing:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

(:) Certifique-se de etc/multipath.conf que contém find multipaths no
defaultsem.

3. Certifique-se de que multipath-tools esta ativado e em execugao:

sudo systemctl status multipath-tools



Implante o Trident

O Trident para Docker oferece integracao direta com o ecossistema Docker para
plataformas de storage NetApp. Ele da suporte ao provisionamento e gerenciamento de
recursos de storage da plataforma de storage para hosts Docker, com uma estrutura
para adicionar plataformas adicionais no futuro.

Varias instancias do Trident podem ser executadas simultaneamente no mesmo host. Isso permite conexdes
simultaneas a varios sistemas de armazenamento e tipos de armazenamento, com a capacidade de
personalizar o armazenamento usado para os volumes Docker.

O que vocé vai precisar

Consulte "pre-requisitos para implantacao". Depois de garantir que os pré-requisitos sejam atendidos, vocé
estara pronto para implantar o Trident.

Método de plug-in gerenciado Docker (versao 1,13/17,03 e posterior)

Antes de comecgar

@ Se vocé usou o Trident pré Docker 1,13/17,03 no método daemon tradicional, certifique-se de
parar o processo Trident e reiniciar o seu daemon Docker antes de usar o método do plugin
gerenciado.

1. Parar todas as instancias em execucao:

pkill /usr/local/bin/netappdvp
pkill /usr/local/bin/trident

2. Reinicie o Docker.
systemctl restart docker

3. Certifique-se de que tem o Docker Engine 17,03 (novo 1,13) ou posterior instalado.
docker --version

Se a sua versao estiver desatualizada, "instale ou atualize a instalacao".

Passos
1. Crie um arquivo de configuragéo e especifique as opgdes da seguinte forma:
° config: O nome do arquivo padrdo é config. json, no entanto, vocé pode usar qualquer nome que

vocé escolher especificando a config opgdo com o nome do arquivo. O arquivo de configuragao
deve estar localizado /etc/netappdvp no diretdrio no sistema host.

° log-level: Especifique o nivel de registo (debug, info, warn error,, fatal ). A predefinicao &
info.


https://docs.docker.com/engine/install/

° debug: Especifique se o log de depuragao esta ativado. O padréao é falso. Substitui o nivel de log, se
verdadeiro.

i. Crie um local para o arquivo de configuragao:

sudo mkdir -p /etc/netappdvp

ii. Crie o arquivo de configuracéo:

cat << EOF > /etc/netappdvp/config.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQOF

2. Inicie o Trident usando o sistema de plug-in gerenciado. Substitua <version> pela versdo do plugin
(xxx.xx.x) que vocé esta usando.

docker plugin install --grant-all-permissions --alias netapp
netapp/trident-plugin:<version> config=myConfigFile.json

3. Comece a usar o Trident para consumir storage do sistema configurado.

a. Crie um volume chamado "firstvolume":

docker volume create -d netapp —--name firstVolume

b. Crie um volume padrédo quando o contentor for iniciado:

docker run --rm -it --volume-driver netapp --volume

secondVolume:/my vol alpine ash

c. Remover o volume "firstvolume":



docker volume rm firstVolume

Método tradicional (versao 1,12 ou anterior)

Antes de comecgar

1. Certifique-se de que vocé tem o Docker verséo 1,10 ou posterior.
docker --version
Se a sua versao estiver desatualizada, atualize a instalagéo.
curl -fsSL https://get.docker.com/ | sh

Ou, "siga as instrugdes para sua distribuigao".
2. Certifique-se de que NFS e/ou iSCSI estao configurados para o seu sistema.

Passos
1. Instale e configure o plug-in de volume do Docker do NetApp:

a. Baixe e descompacte o aplicativo:

wget

https://github.com/NetApp/trident/releases/download/v25.02.0/trident-
installer-25.02.0.tar.gz

tar zxf trident-installer-25.02.0.tar.gz
b. Mover para um local no caminho do compartimento:

sudo mv trident-installer/extras/bin/trident /usr/local/bin/
sudo chown root:root /usr/local/bin/trident
sudo chmod 755 /usr/local/bin/trident

c. Crie um local para o arquivo de configuragao:
sudo mkdir -p /etc/netappdvp
d. Crie o arquivo de configuragéo:

cat << EOF > /etc/netappdvp/ontap-nas.json


https://docs.docker.com/engine/install/

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"datalLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQFE

2. Depois de colocar o binario e criar o arquivo de configuragao, inicie o daemon Trident usando o arquivo de
configuragéo desejado.

sudo trident --config=/etc/netappdvp/ontap-nas.json

@ A menos que especificado, o nome padrao para o driver de volume é "NetApp".

Depois que o daemon ¢ iniciado, vocé pode criar e gerenciar volumes usando a interface CLI do Docker.

3. Criar um volume:
docker volume create -d netapp --name trident 1
4. Provisione um volume Docker ao iniciar um contentor:

docker run --rm -it --volume-driver netapp --volume trident 2:/my vol

alpine ash
5. Remover um volume Docker:

docker volume rm trident 1
docker volume rm trident 2

Inicie o Trident na inicializagao do sistema

Um arquivo de unidade de exemplo para sistemas baseados em systemd pode ser encontrado
contrib/trident.service.example no repositorio Git. Para usar o arquivo com RHEL, faga o seguinte:



1. Copie o arquivo para o local correto.

Vocé deve usar nomes exclusivos para os arquivos de unidade se tiver mais de uma instancia em
execucao.

cp contrib/trident.service.example

/usr/lib/systemd/system/trident.service

2. Edite o arquivo, altere a descrigdo (linha 2) para corresponder ao nome do driver e ao caminho do arquivo
de configuragao (linha 9) para refletir seu ambiente.

3. Recarregue systemd para que ele ingere alteragbes:
systemctl daemon-reload

4. Ative o servico.

Esse nome varia dependendo do que vocé nomeou o arquivo no /usr/lib/systemd/system diretdrio.
systemctl enable trident
5. Inicie o servico.
systemctl start trident
6. Ver o estado.

systemctl status trident

@ Sempre que vocé maodificar o arquivo unit, execute 0 systemctl daemon-reload comando
para que ele esteja ciente das alteragdes.

Atualize ou desinstale o Trident

Vocé pode atualizar com seguranga o Trident para Docker sem qualquer impactos nos
volumes que estdo em uso. Durante o processo de atualizagao, havera um breve
periodo em que docker volume 0S comandos direcionados para o plugin n&o seréo
bem-sucedidos, e os aplicativos nao poderao montar volumes até que o plugin esteja
sendo executado novamente. Na maioria das circunstancias, esta € uma questao de
segundos.

10



Atualizacao
Execute as etapas abaixo para atualizar o Trident para Docker.

Passos
1. Listar os volumes existentes:

docker volume ls
DRIVER VOLUME NAME
netapp:latest my volume

2. Desativar o plugin:

docker plugin disable -f netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£39a5d£5 netapp:latest nDVP - NetApp Docker Volume

Plugin false
3. Atualize o plugin:

docker plugin upgrade --skip-remote-check --grant-all-permissions
netapp:latest netapp/trident-plugin:21.07

@ A versdo 18,01 do Trident substitui o nDVP. Vocé deve atualizar diretamente da
netapp/ndvp-plugin imagem para a netapp/trident-plugin imagem.

4. Ativar o plugin:
docker plugin enable netapp:latest
5. Verifique se o plugin esta ativado:

docker plugin 1s

ID NAME DESCRIPTION

ENABLED

7067£39%9a5df5 netapp:latest Trident - NetApp Docker Volume
Plugin true

6. Verifigue se os volumes estao visiveis:

11



docker volume 1s
DRIVER VOLUME NAME
netapp:latest my volume

Se vocé estiver atualizando de uma versao antiga do Trident (pré-20,10) para o Trident 20,10
ou posterior, vocé pode encontrar um erro. Para obter mais informacgdes, "Problemas
conhecidos"consulte . Se vocé correr para o erro, vocé deve primeiro desativar o plugin, em
@ seguida, remover o plugin e, em seguida, instalar a versao necessaria do Trident passando um
parametro de configuragédo extra: docker plugin install netapp/trident-
plugin:20.10 --alias netapp --grant-all-permissions config=config.json

Desinstalar

Execute as etapas abaixo para desinstalar o Trident para Docker.

Passos
1. Remova todos os volumes criados pelo plugin.

2. Desativar o plugin:

docker plugin disable netapp:latest
docker plugin 1s

ID NAME DESCRIPTION
ENABLED
7067£39%9a5d£5 netapp:latest nDVP - NetApp Docker Volume

Plugin false
3. Remova o plugin:

docker plugin rm netapp:latest

Trabalhe com volumes

Vocé pode criar, clonar e remover volumes facilmente usando os comandos padrao
docker volume com o nome do driver Trident especificado quando necessario.

Crie um volume

 Crie um volume com um driver usando o nome padréao:
docker volume create -d netapp --name firstVolume
 Crie um volume com uma instancia do Trident especifica:

12



docker volume create -d ntap bronze --name bronzeVolume

@ Se vocé nao especificar nenhum "opgdes”, os padrdes para o driver serdo usados.

 Substituir o tamanho de volume predefinido. Veja o exemplo a seguir para criar um volume 20GiB com um
driver:

docker volume create -d netapp --name my vol --opt size=20G

Os tamanhos de volume sao expressos como strings contendo um valor inteiro com
unidades opcionais (exemplo: 10g, 20GB, 3TiB). Se nenhuma unidade for especificada, o

padréo € G. as unidades de tamanho podem ser expressas como poténcias de 2 (B, KiB,
MIB, GiB, TIB) ou poténcias de 10 (B, KB, MB, GB, TB). As unidades shorthand usam
poderes de 2 (G GiB, T TIB,...).

Remova um volume

* Remova o volume como qualquer outro volume do Docker:

docker volume rm firstVolume

@ Ao utilizar o solidfire-san controlador, o exemplo acima elimina e elimina o volume.

Execute as etapas abaixo para atualizar o Trident para Docker.

Clonar um volume

Ao usar 0 ontap-nas, ontap-san,, solidfire-san e gcp-cvs storage drivers, o Trident pode
clonar volumes. Ao usar 0s ontap-nas-flexgroup drivers ou ontap-nas-economy, a clonagem nao &
suportada. Criar um novo volume a partir de um volume existente resultara na criagdo de um novo
instantaneo.

* Inspecione o volume para enumerar instantaneos:
docker volume inspect <volume name>

» Crie um novo volume a partir de um volume existente. Isso resultara na criagdo de um novo snapshot:

docker volume create -d <driver name> --name <new name> -o from
=<source docker volume>

 Criar um novo volume a partir de um instantaneo existente em um volume. Isso n&o criara um novo

13



snapshot:

docker volume create -d <driver name> --name <new name> -o from
=<source_ docker volume> -o fromSnapshot=<source snap name>
Exemplo
docker volume inspect firstVolume
[
{
"Driver": "ontap-nas",
"Labels": null,
"Mountpoint": "/var/lib/docker-volumes/ontap-
nas/netappdvp firstvVolume",
"Name": "firstVolume",
"Options": {1},
"Scope": "global",
"Status": {
"Snapshots": [
{
"Created": "2017-02-10T19:05:00z",
"Name": "hourly.2017-02-10 1505"
}
]
}
}
]
docker volume create -d ontap-nas -—--name clonedVolume -o from=firstVolume
clonedVolume
docker volume rm clonedVolume
docker volume create -d ontap-nas --name volFromSnap -o from=firstVolume

-o fromSnapshot=hourly.2017-02-10 1505

volFromSnap

docker volume rm volFromSnap

Acesse volumes criados externamente

Vocé pode acessar dispositivos de bloco criados externamente (ou seus clones) por contentores usando
Trident only se eles nao tiverem particdes e se seu sistema de arquivos for suportado pelo Trident (por

exemplo: Um ext4-formatado /dev/sdcl ndo sera acessivel via Trident).

14



Opcoes de volume especificas do condutor

Cada driver de armazenamento tem um conjunto diferente de opg¢des, que vocé pode
especificar no momento da criacdo do volume para personalizar o resultado. Veja abaixo
as opgodes que se aplicam ao sistema de armazenamento configurado.

Usar essas opgdes durante a operacgdo de criagao de volume é simples. Fornega a opgao e o valor usando o
-o operador durante a operacao CLI. Estes substituem quaisquer valores equivalentes do arquivo de

configuragdo JSON.

Opcoes de volume ONTAP

As opcoes de criagao de volume para NFS, iSCSI e FC incluem o seguinte:

Opcgao

size

spaceReserve

snapshotPolicy

snapshotReserve

Descrigao

O tamanho do volume, padréao é 1 GiB.

Provisionamento fino ou espesso do volume, o
padrao é fino. Os valores validos sdo none (thin
Provisioning) € volume (thick provisioned).

Isto ira definir a politica de instantaneos para o valor
pretendido. O padréo € none, 0 que significa que
nenhum instantaneo sera criado automaticamente
para o volume. A menos que seja modificada pelo
administrador de storage, existe uma politica
chamada "padrao" em todos os sistemas ONTAP, que
cria e retém seis snapshots por hora, dois por dia e
dois por semana. Os dados preservados em um
snapshot podem ser recuperados navegando para
.snapshot o diretério em qualquer diretério do
volume.

Isto ira definir a reserva de instantaneos para a
percentagem pretendida. O padrdo ndo € nenhum
valor, o que significa que o ONTAP selecionara o
snapshotServe (geralmente 5%) se vocé selecionou
uma politica de snapshotPolicy, ou 0% se a politica
de snapshotPolicy ndo for nenhuma. Vocé pode
definir o valor padrao snapshotServe no arquivo de
configuragéo para todos os backends ONTAP, e vocé
pode usa-lo como uma opg¢ao de criacdo de volume
para todos os backends ONTAP, exceto ONTAP-nas-
economy.

15



Opcao

splitOnClone

encryption

tieringPolicy

Descrigdo

Ao clonar um volume, isso fara com que o ONTAP
divida imediatamente o clone de seu pai. A
predefinicdo é false. Alguns casos de uso para
clonagem de volumes sao melhor servidos dividindo
o clone de seu pai imediatamente apds a criagao,
porque € improvavel que haja alguma oportunidade
de eficiéncia de storage. Por exemplo, clonar um
banco de dados vazio pode oferecer grande
economia de tempo, mas pouca economia de
armazenamento, por isso € melhor dividir o clone
imediatamente.

Ative a criptografia de volume do NetApp (NVE) no
novo volume; o padrao é false. O NVE deve ser
licenciado e habilitado no cluster para usar essa
opcgao.

Se NAE estiver ativado no back-end, qualquer
volume provisionado no Trident sera NAE habilitado.

Para obter mais informagoes, consulte: "Como o
Trident funciona com NVE e NAE".

Define a politica de disposi¢ao em categorias a ser
usada para o volume. Isso decide se os dados sao
movidos para a categoria de nuvem quando ficam
inativos (frios).

As seguintes opgdes adicionais sao para NFS somente:

Opcao

unixPermissions

snapshotDir

exportPolicy

16

Descricao

Isso controla o conjunto de permissdes para o proprio
volume. Por padrao, as permissdes serao definidas
como " ---rwxr-xr-x, Ou em notagdo numeérica
0755, e root serao o proprietario. O texto ou o
formato numérico funcionaréo.

Definir isso como true tornara o . snapshot
diretdrio visivel para os clientes que acessam o
volume. O valor padrdo é false, 0 que significa que
a visibilidade . snapshot do diretodrio esta desativada
por padrao. Algumas imagens, por exemplo, a
imagem oficial do MySQL, ndo funcionam como
esperado quando o . snapshot diretdrio esta visivel.

Define a politica de exportagao a ser utilizada para o
volume. A predefinicdo € default.


https://docs.netapp.com/pt-br/trident-2502/trident-reco/security-reco.html
https://docs.netapp.com/pt-br/trident-2502/trident-reco/security-reco.html

Opcao Descrigao

securityStyle Define o estilo de segurancga a ser usado para acesso
ao volume. A predefinicdo é unix. Os valores validos
S30 unix e mixed.

As seguintes opgdes adicionais sdo para iSCSI somente:

Opcgao Descrigao

fileSystemType Define o sistema de ficheiros utilizado para formatar
volumes iSCSI. A predefinicao é ext4. Os valores
validos s&o ext3, ext4, e xfs.

spaceAllocation Definir esta opgdo como false desativa a
funcionalidade de alocacao de espago do LUN. O
valor padrao é true, o que significa que o ONTAP
notifica o host quando o volume ficou sem espaco e o
LUN no volume nao pode aceitar gravagoes. Essa
opcao também permite que o ONTAP recupere
espaco automaticamente quando o host exclui dados.

Exemplos

Veja os exemplos abaixo:

e Criar um volume 10GiBD:

docker volume create -d netapp --name demo -o size=10G -o

encryption=true
e Criar um volume 100GiBD com instantaneos:

docker volume create -d netapp --name demo -o size=100G -o
snapshotPolicy=default -o snapshotReserve=10

* Crie um volume que tenha o bit setuid ativado:

docker volume create -d netapp --name demo -0 unixPermissions=4755

O tamanho minimo do volume é 20MiB.

Se a reserva de snapshot nao for especificada e a politica de snapshot for none, o Trident usara uma reserva
de snapshot de 0%.

 Criar um volume sem politica de snapshot e sem reserva de snapshot:
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docker volume create -d netapp --name my vol --opt snapshotPolicy=none

* Crie um volume sem politica de snapshot e uma reserva de snapshot personalizada de 10%:

docker volume create -d netapp --name my vol --opt snapshotPolicy=none
--opt snapshotReserve=10

* Crie um volume com uma politica de snapshot e uma reserva de snapshot personalizada de 10%:

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy --opt snapshotReserve=10

» Crie um volume com uma politica de snapshot e aceite a reserva de snapshot padrdo do ONTAP
(geralmente 5%):

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy

Opcoes de volume do software Element

As opgdes de software Element expdem as politicas de tamanho e qualidade do servigo (QoS) associadas ao
volume. Quando o volume é criado, a politica de QoS associada a ele € especificada usando a -o
type=service level nomenclatura.

A primeira etapa para definir um nivel de servigo QoS com o driver Element é criar pelo menos um tipo e
especificar o IOPS minimo, maximo e de pico associado a um nome no arquivo de configuragao.

Outras opgodes de criacao de volume de software Element incluem o seguinte:

Opcao Descricao

size O tamanho do volume, padrao para 1GiB ou entrada
de configuragéao ... "Padrbes": 5G.

blocksize Use 512 ou 4096, o padrao é 512 ou a entrada de
configuragéo DefaultBlockSize.

Exemplo

Veja o seguinte arquivo de configuragdo de exemplo com definigbes de QoS:
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"Types": [
{
"Type": "Bronze",
"Qos": |
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000

"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000

"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

Na configuragdo acima, temos trés definicbes de politica: Bronze, prata e ouro. Esses nomes sao arbitrarios.

* Criar um volume 10GiB Gold:
docker volume create -d solidfire --name sfGold -o type=Gold -o size=10G
* Criar um volume Bronze 100GiB:

docker volume create -d solidfire --name sfBronze -o type=Bronze -0
size=100G

Recolher registos

Vocé pode coletar Registros para obter ajuda com a solugdo de problemas. O método
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que vocé usa para coletar os logs varia de acordo com a forma como vocé esta
executando o plugin Docker.
Recolha registos para resolugao de problemas

Passos

1. Se vocé estiver executando o Trident usando o método recomendado de plug-in gerenciado (ou seja,
usando docker plugin comandos), visualize-os da seguinte forma:

docker plugin 1s

ID NAME DESCRIPTION
ENABLED
4fb97d2b956b netapp:latest nDVP - NetApp Docker Volume

Plugin false
journalctl -u docker | grep 4fb97d2b956b

O nivel de registo padrao deve permitir diagnosticar a maioria dos problemas. Se vocé achar que isso néo
é suficiente, vocé pode ativar o Registro de depuragao.

2. Para ativar o registo de depuragao, instale o plug-in com o registo de depuragéo ativado:

docker plugin install netapp/trident-plugin:<version> --alias <alias>
debug=true

Ou, ative o registo de depuragéo quando o plug-in ja estiver instalado:

docker plugin disable <plugin>

docker plugin set <plugin> debug=true

docker plugin enable <plugin>

3. Se vocé estiver executando o binario em si no host, os logs estardo disponiveis no diretério do host
/var/log/netappdvp. Para ativar o registo de depuragéo, especifique ~debug quando executar o

plugin.

Dicas gerais de solugao de problemas

* O problema mais comum em gque novos usuarios sdo executados & uma configuragao incorreta que
impede que o plugin seja inicializado. Quando isso acontecer, vocé provavelmente vera uma mensagem
como esta quando vocé tentar instalar ou ativar o plugin:
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Error response from daemon: dial unix /run/docker/plugins/<id>/netapp.sock:
connect: no such file or directory

Isto significa que o plugin falhou ao iniciar. Felizmente, o plugin foi construido com uma capacidade de
Registro abrangente que deve ajuda-lo a diagnosticar a maioria dos problemas que vocé provavelmente
encontrara.

* Se houver problemas com a montagem de um PV em um recipiente, certifique-se de que rpcbind esta
instalado e funcionando. Use o gerenciador de pacotes necessario para o sistema operacional do host e

verifique se rpcbind esta em execugao. Vocé pode verificar o status do servigo rpcbind executando um
systemctl status rpcbind ou seu equivalente.

Gerenciar varias instancias do Trident

Varias instancias do Trident sdo necessarias quando vocé deseja ter varias
configuragdes de storage disponiveis simultaneamente. A chave para varias instancias é
dar nomes diferentes usando a —--alias opgdo com o plug-in em contentor, ou
--volume-driver opgao ao instanciar o Trident no host.

Etapas para o plugin gerenciado do Docker (versao 1,13/17,03 ou posterior)

1. Inicie a primeira instancia especificando um alias e um arquivo de configuragao.

docker plugin install --grant-all-permissions --alias silver

netapp/trident-plugin:21.07 config=silver.json
2. Inicie a segunda instancia, especificando um alias diferente e arquivo de configuragao.

docker plugin install --grant-all-permissions --alias gold
netapp/trident-plugin:21.07 config=gold.json

3. Crie volumes especificando o alias como o nome do driver.

Por exemplo, para o volume de ouro:
docker volume create -d gold --name ntapGold
Por exemplo, para o volume prateado:

docker volume create -d silver --name ntapSilver

Passos para o tradicional (versao 1,12 ou anterior)

1. Inicie o plugin com uma configuragdo NFS usando um ID de driver personalizado:
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sudo trident --volume-driver=netapp-nas --config=/path/to/config

-nfs.json
2. Inicie o plug-in com uma configuragao iSCSI usando um ID de driver personalizado:

sudo trident --volume-driver=netapp-san --config=/path/to/config

-iscsi.json

3. Provisione volumes Docker para cada instancia de driver:

Por exemplo, para NFS:
docker volume create -d netapp-nas --name my nfs vol
Por exemplo, para iSCSI:

docker volume create -d netapp-san --name my iscsi vol

Opcoes de configuragao de armazenamento

Consulte as opgdes de configuragao disponiveis para as configuragdes do Trident.

Opcoes de configuragao global

Essas opgdes de configuragdo se aplicam a todas as configuragées do Trident, independentemente da
plataforma de storage usada.

Opcao Descrigcao Exemplo
version Numero da verséao do ficheiro de 1
configuragao
storageDriverName Nome do driver de armazenamento ontap-nas ontap-san, , ontap-

nas-economy
ontap-nas—-flexgroup,,,
solidfire-san

storagePrefix Prefixo opcional para nomes de staging
volume. Padrdo: netappdvp_.

limitVolumeSize Restricdo opcional nos tamanhos  10g
de volume. Padrao: "™ (ndo
aplicado)
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Nao use storagePrefix (incluindo o padréo) para backends de elemento. Por padrao, o
solidfire-san driver ignorara essa configuracao e ndo usara um prefixo. O NetApp

recomenda usar um tenantlD especifico para mapeamento de volume do Docker ou usar os
dados de atributo que sao preenchidos com a versao do Docker, informagdes de driver e nome
bruto do Docker nos casos em que qualquer nome munging pode ter sido usado.

As opgdes padrao estao disponiveis para evitar ter que especifica-las em cada volume criado. A size opgao
esta disponivel para todos os tipos de controlador. Consulte a segdo Configuragdo do ONTAP para obter um
exemplo de como definir o tamanho padrao do volume.

Opcao Descrigcao Exemplo

size Tamanho padréo opcional para 10G
novos volumes. Predefinicdo: 1G

Configuragcao ONTAP

Além dos valores de configuragao global acima, ao usar o ONTAP, as seguintes opgdes de nivel superior
estao disponiveis.

Opcao Descrigcao Exemplo

managementLIF Endereco IP do ONTAP 10.0.0.1
Management LIF. Vocé pode
especificar um nome de dominio
totalmente qualificado (FQDN).
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Opcao

dataLlIF

svm

username

password

aggregate

limitAggregateUsage
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Descrigdo

Endereco IP do protocolo LIF.

* ONTAP nas drivers*: A NetApp

recomenda especificar

dataLIF. Se nao for fornecido,

o Trident buscara os dados
LIFs do SVM. Vocé pode
especificar um nome de

dominio totalmente qualificado

(FQDN) a ser usado para as

operagdes de montagem NFS,

permitindo que vocé crie um
DNS round-robin para

balanceamento de carga entre

varios dataLIFs.

Drivers SAN ONTAP: Nao
especifique para iSCSl ou FC. O

Trident usa "Mapa de LUN seletivo
da ONTAP" para descobrir as LIFs

iSCSI ou FC necessarias para

estabelecer uma sessdo de varios

caminhos. Um aviso é gerado se
dataLIF for definido
explicitamente.

Magquina virtual de armazenamento
a utilizar (necessaria, se o LIF de

gestao for um LIF de cluster)

Nome de utilizador para ligar ao
dispositivo de armazenamento

Palavra-passe para ligar ao
dispositivo de armazenamento

Agregado para provisionamento
(opcional; se definido, deve ser
atribuido ao SVM). Para ontap-
nas-flexgroup 0 driver, essa
opcéo € ignorada. Todos os

agregados atribuidos ao SVM sao

usados para provisionar um
volume FlexGroup.

Exemplo

10.0.0.2

svim_nfs

vsadmin

secret

aggrl

Opcional, falha no provisionamento 753

se o0 uso estiver acima dessa
porcentagem


https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html

Opcao Descrigao Exemplo

nfsMountOptions Controle refinado das opgbes de -0 nfsvers=4
montagem NFS; o padréao é "-o
nfsvers 3". Disponivel apenas
para os ontap-nas condutores e
ontap-nas-economy. 'Consulte
as informagdes de configuracao do
host NFS aqui".

igroupName O Trident cria e gerencia por n6 netappdvp
igroups netappdvp COMO .

Este valor ndo pode ser alterado
ou omitido.

Disponivel apenas para ontap-
san o condutor.

limitVolumeSize Tamanho maximo do volume 300g
requestable.

gtreesPerFlexvol Qtrees maximos por FlexVol, tem 300
de estar no intervalo [50, 300], o
padrao é 200.

Para ontap-nas-economy 0
driver, esta opgao permite
personalizar o nimero maximo
de qtrees por FlexVol.

sanType Suportado apenas para ontap- iscsi se estiver em branco
san driver. Use para selecionar
iscsi iSCSI, nvme NVMe/TCP ou
fcp SCSI por Fibre Channel (FC).

limitVolumePoolSize Suportado apenas para ontap- 300g
san-economy drivers e ontap-
san-economy. Limites tamanhos
de FlexVol em motoristas
econdmicos ONTAP ONTAP-nas-
Economy e ONTAP-SAN-Economy.

As opcdes padrao estao disponiveis para evitar ter que especifica-las em cada volume criado:

Opcao Descrigao Exemplo

spaceReserve Modo de reserva de espacgo; none (thin Provisioning) none
ou volume (thick)
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Opcao Descrigao Exemplo

snapshotPoli Politica de instantéaneos a utilizar, a predefinigéo é none
cy none

snapshotRese Percentagem de reserva de instantaneo, o padrdo é 10

rve "" para aceitar o padrao ONTAP
splitonClone Divida um clone de seu pai na criagdo, o padréo é false
false

encryption Ativa a criptografia de volume NetApp (NVE) no novo verdadeiro
volume; o padrao é false. O NVE deve ser
licenciado e habilitado no cluster para usar essa
opgao.

Se NAE estiver ativado no back-end, qualquer
volume provisionado no Trident sera NAE habilitado.

Para obter mais informacgdes, consulte: "Como o
Trident funciona com NVE e NAE".

unixPermissi Opgéo nas para volumes NFS provisionados, o 777

ons padrédo é 777

snapshotDir  Opg&o nas para acesso ao . snapshot diretorio. "Verdadeiro" para NFSv4 "falso"
para NFSv3

exportPolicy A opgéo nas para a politica de exportagédo NFS a default

usar, o padrao € default

securityStyl Opgé&o nas para acesso ao volume NFS provisionado. unix

S
Suporta NFS mixed e unix estilos de seguranga. A
predefinicdo é unix.
fileSystemTy Opg&o SAN para selecionar o tipo de sistema de xfs
pe arquivos, o padrao é ext4

tieringPolic A politica de disposigdo em categorias a ser usada, 0 none
v padrdo é none.

Opcoes de dimensionamento

Os ontap-nas drivers e ontap-san criam um ONTAP FlexVol para cada volume do Docker. O ONTAP da
suporte a até 1000 FlexVols por né de cluster com um cluster maximo de 12.000 volumes FlexVol se os
requisitos de volume do Docker se ajustarem a essa limitagdo, ontap-nas o driver € a solugao nas preferida
devido aos recursos adicionais oferecidos pelo FlexVols, como snapshots Docker granular e clonagem.
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Se vocé precisar de mais volumes do Docker do que pode ser acomodado pelos limites do FlexVol, escolha o
ontap-nas-economy OU O ontap-san-economy driver.

‘ontap-nas-economy O driver cria volumes do Docker como Qtrees do ONTAP em
um pool de volumes do FlexVol gerenciados automaticamente. As Qtrees
oferecem dimensionamento muito maior, até 100.000 PB por ndé de cluster e
2.400.000 PB por cluster, a custa de alguns recursos. ontap-nas-
economy O driver ndo oferece suporte a snapshots ou clonagem granular de
volume do Docker.

@ O ontap-nas-economy driver atualmente nao é suportado no Docker Swarm, porque o
Docker Swarm nao orquestra criagdo de volume em varios nos.

‘ontap-san-economy O driver cria volumes do Docker como LUNs do ONTAP em
um pool compartilhado de volumes do FlexVol gerenciados automaticamente.
Dessa forma, cada FlexVol ndo se restringe a apenas um LUN e oferece
melhor escalabilidade para workloads SAN. Dependendo do storage array, O
ONTAP oferece suporte para até 16384 LUNs por cluster. Como os volumes sao
LUNs abaixo, esse driver oferece suporte a snapshots e clonagem granular
do Docker volume.

Escolha 0 ontap-nas-flexgroup driver para aumentar o paralelismo para um unico volume que pode
crescer para o intervalo de petabytes com bilhdées de arquivos. Alguns casos de uso ideais para FlexGroups
incluem IA/ML/DL, big data e analise, compilagbes de software, streaming, repositérios de arquivos e assim
por diante. O Trident usa todos os agregados atribuidos a uma SVM ao provisionar um volume FlexGroup. O
suporte do FlexGroup no Trident também tem as seguintes consideragdes:

* Requer ONTAP versao 9,2 ou superior.

A partir desta redagéao, FlexGroups s6 suportam NFS v3.

* Recomendado para ativar os identificadores NFSv3 de 64 bits para o SVM.

* O tamanho minimo recomendado de membro/volume FlexGroup é 100GiB.

* A clonagem ndo é compativel com volumes FlexGroup.

Para obter informacgdes sobre FlexGroups e cargas de trabalho apropriadas para FlexGroups, consulte o
"Guia de praticas recomendadas e implementacao do volume NetApp FlexGroup".

Para obter recursos avangados e grande escala no mesmo ambiente, € possivel executar varias instancias do
Docker volume Plugin, com uma usando ontap-nas e outra usando ‘ontap-nas-economy’o .

Funcao ONTAP personalizada para Trident

Vocé pode criar uma fungao de cluster do ONTAP com Privileges minimo para que vocé nao precise usar a
fungdo de administrador do ONTAP para executar operagdes no Trident. Quando vocé inclui o nome de
usuario em uma configuragao de back-end do Trident, o Trident usa a fungéo de cluster do ONTAP criada para
executar as operagoes.

"Gerador de fungao personalizada Trident"Consulte para obter mais informagdes sobre como criar fungbes
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personalizadas do Trident.

Usando a CLI do ONTAP

1.

Crie uma nova fungdo usando o seguinte comando:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

Crie um nome de usuario para o usuario do Trident:

security login create -username <user name\> -application ontapi
-authmethod password -role <name of role in step 1\> -vserver <svm name\>
—-comment "user description"

security login create -username <user name\> -application http -authmethod
password -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"

Mapeie a fungao para o usuario:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

Usando o System Manager

Execute as seguintes etapas no Gerenciador do sistema do ONTAP:

1.

Crie uma fungao personalizada:
a. Para criar uma fungéo personalizada no nivel do cluster, selecione Cluster > Settings.
(Ou) para criar uma fungao personalizada no nivel SVM, selecione Storage > Storage VMs >
required SVM Settings > Users and Roles.
b. Selecione o icone de seta (—) ao lado de usuarios e fungoes.

c. Selecione * Adicionar * em fung¢oes.

d. Defina as regras para a fungéo e clique em Salvar.

2. Mapeie a fungao para o usuario do Trident: Execute as seguintes etapas na pagina usuarios e

fungoes:
a. Selecione Adicionar icone * em *usuarios.
b. Selecione o nome de usuario desejado e selecione uma fungdo no menu suspenso para fungao.

c. Clique em Salvar.

Consulte as paginas a seguir para obter mais informagoes:

* "Funcdes personalizadas para administracdo do ONTAP" ou "Definir fungdes personalizadas”

* "Trabalhe com func¢des e usuarios"
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Exemplo de arquivos de configuragao do ONTAP

Exemplo de NFS para o driver <code> ONTAP-nas</code>

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"defaults": {

"size": "10G",

"spaceReserve": "none",

"exportPolicy": "default"

Exemplo de NFS para o driver <code> ONTAP-nas-FlexGroup </code>

"version": 1,
"storageDriverName": "ontap-nas-flexgroup",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"defaults": {
"size": "100G",
"spaceReserve": "none",

"exportPolicy": "default"



Exemplo de NFS para o driver <code> ONTAP-nas-economy</code>

"version": 1,

"storageDriverName": "ontap-nas-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl"

Exemplo iSCSI para o controlador <code> ONTAP-san</code>

"version": 1,
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",

"svm": "svm iscsi",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"igroupName": "netappdvp"

Exemplo de NFS para o driver <code> ONTAP-San-economy</code>

"version": 1,

"storageDriverName": "ontap-san-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.3",

"svm": "svm iscsi eco",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl",

"igroupName": "netappdvp"
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Exemplo de NVMe/TCP para o driver <code> ONTAP-san</code>

"version": 1,

"backendName" :

"storageDriverName":

"NVMeBackend",

"ontap-san",

"managementLIF": "10.0.0.1",
"svm": "svm nvme",
"username": "vsadmin",
"password": "password",
"sanType": "nvme",
"useREST": true

Exemplo de SCSI sobre FC para o driver <code> ONTAP-san</code>

"version": 1,

"backendName" :
"storageDriverName":
"managementLIF":

"sanType":

"svm

LA

"ontap-san-backend",
"ontap-san",
"10.0.0.1",

"fcp"l

"trident svm",

"username": "vsadmin",
"password": "password",
"useREST": true

Configuragcao do software Element

Além dos valores de configuragao global, ao usar o software Element (NetApp HCI/SolidFire), essas opgdes

estdo disponiveis.

Opcgao

Endpoint

SVIP

TenantName

Descrigao

/<login>:<password>/<mvip>/json-
rpc/<element-version>

Endereco IP iISCSI e porta

Locatario do SolidFireF para usar
(criado se nao for encontrado)

Exemplo

https://admin:admin@192.168.160.
3/json-rpc/8.0

10,0.0,7:3260

docker
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Opcao

InitiatorIFace

Types

LegacyNamePrefix

Descricédo Exemplo

Especifique a interface ao restringir default
o trafego iISCSI a uma interface
nao predefinida

Especificacoes de QoS Veja o exemplo abaixo

Prefixo para instalagdes Trident netappdvp-
atualizadas. Se vocé usou uma

versao do Trident anterior a 1.3.2 e

executar uma atualizagdo com

volumes existentes, precisara

definir esse valor para acessar

seus volumes antigos que foram

mapeados pelo método de nome

de volume.

O solidfire-san driver ndo suporta Docker Swarm.

Exemplo de arquivo de configuragao de software Element
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"version": 1,

"storageDriverName": "solidfire-san",
"Endpoint": "https://admin:admin@192.168.160.3/json-rpc/8.0",
"SVIP": "10.0.0.7:3260",
"TenantName": "docker",
"InitiatorIFace": "default",
"Types": [
{
"Type": "Bronze",
"Qos": {

"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000

"Type": "Silver",
"Qos": {
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000

"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

Problemas e limitagcoes conhecidos

Encontre informacdes sobre problemas e limitacbes conhecidos ao usar o Trident com
Docker.

A atualizacao do plug-in de volume do Docker do Trident para 20,10 e posterior a
partir de versdes mais antigas resulta em falha de atualizagao com o erro de
nenhum arquivo ou diretério.

Solugao alternativa
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1. Desative o plugin.
docker plugin disable -f netapp:latest
2. Remova o plugin.

docker plugin rm -f netapp:latest
3. Reinstale o plugin fornecendo o pardmetro extra config.

docker plugin install netapp/trident-plugin:20.10 --alias netapp --grant

—all-permissions config=config.json

Os nomes dos volumes devem ter um minimo de 2 carateres.

@ Esta é uma limitagao de cliente Docker. O cliente interpretara um Gnico nome de caractere
como sendo um caminho do Windows. "Veja o bug 25773".

O Docker Swarm tem certos comportamentos que impedem o Trident de suporta-lo
com cada combinagao de armazenamento e driver.

» Docker Swarm atualmente faz uso do nome do volume em vez de ID do volume como seu identificador de
volume exclusivo.
+ As solicitagcdes de volume s&o enviadas simultaneamente para cada n6 em um cluster Swarm.

* Plugins de volume (incluindo Trident) devem ser executados independentemente em cada n6 em um
cluster Swarm. Devido a forma como o ONTAP funciona e como 0s ontap-nas drivers e ontap-san
funcionam, eles sdo os Unicos que podem operar dentro dessas limitagoes.

O resto dos pilotos estéo sujeitos a problemas como condigdes de corrida que podem resultar na criagédo de
um grande numero de volumes para uma unica solicitagdao sem um claro "vencedor"; por exemplo, o elemento
tem um recurso que permite que os volumes tenham o mesmo nome, mas IDs diferentes.

O NetApp forneceu feedback a equipe do Docker, mas n&o tem qualquer indicac&o de recurso futuro.

Se um FlexGroup estiver sendo provisionado, o ONTAP nao provisiona um
segundo FlexGroup se o segundo FlexGroup tiver um ou mais agregados em
comum com o FlexGroup sendo provisionado.
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