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Motoristas ONTAP SAN

Visao geral do driver ONTAP SAN
Aprenda a configurar um backend ONTAP com os drivers ONTAP SAN do Cloud

Volumes ONTAP .

Detalhes do driver ONTAP SAN

A Trident fornece os seguintes drivers de armazenamento SAN para comunicagdo com o cluster ONTAP . Os
modos de acesso suportados sao: ReadWriteOnce (RWO), ReadOnlyMany (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

Motorista

ontap-san

ontap-san

ontap-san

ontap-san

ontap-san—-economy

Protocolo

iSCSI SCSi
sobre FC

iSCSI SCSi
sobre FC

NVMe/TCP

ConsulteCo
nsideracoes
adicionais
para
NVMe/TCP

NVMe/TCP

ConsulteCo
nsideracoes
adicionais
para
NVMe/TCP

iISCSI

modo de
volume

Bloquear

Sistema de
arquivos

Bloquear

Sistema de
arquivos

Bloquear

Modos de acesso
suportados

RWO, ROX, RWX, RWOP

RWO, RWOP

ROX e RWX nao estao
disponiveis no modo de
volume do sistema de
arquivos.

RWO, ROX, RWX, RWOP

RWO, RWOP

ROX e RWX néo estao
disponiveis no modo de
volume do sistema de
arquivos.

RWO, ROX, RWX, RWOP

Sistemas de arquivos
suportados

Sem sistema de arquivos;
dispositivo de bloco bruto

xfs,ext3, ext4d

Sem sistema de arquivos;
dispositivo de bloco bruto

xfs, ext3, ext4d

Sem sistema de arquivos;
dispositivo de bloco bruto



Motorista Protocolo modo de Modos de acesso Sistemas de arquivos

volume suportados suportados
ontap-san-economy iSCSI Sistema de RWO, RWOP xfs, ext3, ext4
arquivos

ROX e RWX néo estao
disponiveis no modo de
volume do sistema de
arquivos.

* Usar ontap-san-economy somente se a contagem de uso de volume persistente prevista
for maior que"limites de volume ONTAP suportados” .

* Usar ontap-nas-economy somente se a contagem de uso de volume persistente prevista
for maior que"limites de volume ONTAP suportados" e 0 ontap-san-economy O driver

@ nao pode ser usado.

* Nao use ontap-nas-economy Se vocé prevé a necessidade de protegdo de dados,
recuperagao de desastres ou mobilidade.

* A NetApp nado recomenda o uso do Flexvol autogrow em todos os drivers ONTAP , exceto
no ontap-san. Como solucédo alternativa, o Trident suporta o uso de reserva de snapshots e
dimensiona os volumes Flexvol de acordo.

Permissoes do usuario

O Trident espera ser executado como administrador ONTAP ou SVM, normalmente usando 0 admin usuario
do cluster ou um vsadmin Usuario SVM, ou um usuario com um nome diferente que tenha a mesma fungao.
Para implementacdes do Amazon FSx for NetApp ONTAP , o Trident espera ser executado como
administrador do ONTAP ou do SVM, usando o cluster. fsxadmin usuario ou um vsadmin Usuario SVM, ou
um usuario com um nome diferente que tenha a mesma fungdo. O fsxadmin O usuario € um substituto
limitado para o usuario administrador do cluster.

Se vocé usar 0 1imitAggregateUsage Para configurar o par@metro, sdo necessarias

@ permissdes de administrador do cluster. Ao usar o Amazon FSx for NetApp ONTAP com
Trident, 0 1imitAggregateUsage O parametro ndo funcionara com 0 vsadmin € fsxadmin
contas de usuario. A operacao de configuragdo falhara se vocé especificar este parametro.

Embora seja possivel criar uma fungao mais restritiva dentro do ONTAP que um driver Trident possa usar, nao
recomendamos isso. A maioria das novas versdes do Trident chamara APls adicionais que precisarao ser
consideradas, tornando as atualizacdes dificeis e propensas a erros.

Consideracoes adicionais para NVMe/TCP

O Trident suporta o protocolo de memoéria néo volatil expressa (NVMe) usando o ontap-san motorista
incluindo:

e |Pv6

* Instantaneos e clones de volumes NVMe

¢ Redimensionar um volume NVMe

 Importar um volume NVMe criado fora do Trident para que seu ciclo de vida possa ser gerenciado pelo
Trident.


https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html

e Multicaminhamento nativo NVMe

» Encerramento correto ou incorreto dos nés K8s (24.06)
O Trident nao suporta:

* DH-HMAC-CHAP que ¢ suportado nativamente por NVMe
* Mapeamento de dispositivos (DM) com multiplos caminhos
¢ Criptografia LUKS

@ O NVMe é compativel apenas com APls REST ONTAP e ndo com ONTAPI (ZAPI).

Prepare-se para configurar o backend com os drivers
ONTAP SAN.

Compreenda os requisitos e as opg¢des de autenticacédo para configurar um backend
ONTAP com drivers ONTAP SAN.

Requisitos

Para todos os backends ONTAP , o Trident exige que pelo menos um agregado seja atribuido a SVM.

"Sistemas ASA r2"diferem de outros sistemas ONTAP (ASA, AFF e FAS) na implementacéao de

@ sua camada de armazenamento. Nos sistemas ASA r2, as zonas de disponibilidade de
armazenamento sao usadas em vez de agregados. Consulte"esse" Artigo da Base de
Conhecimento sobre como atribuir agregados a SVMs em sistemas ASA r2.

Lembre-se de que vocé também pode executar mais de um driver e criar classes de armazenamento que
apontem para um ou outro. Por exemplo, vocé poderia configurar um san-dev classe que usa 0 ontap-san
motorista e um san-default classe que usa 0 ontap-san-economy um.

Todos os seus nos de trabalho do Kubernetes devem ter as ferramentas iSCSI apropriadas instaladas.
Consulte "Prepare o no de trabalho" para mais detalhes.

Autenticar o backend ONTAP
O Trident oferece dois modos de autenticacdo de um backend ONTAP .

* Com base em credenciais: 0 nome de usuario e a senha de um usuario do ONTAP com as permissdes
necessarias. Recomenda-se 0 uso de uma fungao de login de seguranga predefinida, como admin ou
vsadmin Para garantir a maxima compatibilidade com as versdes do ONTAP .

* Com base em certificado: o Trident também pode se comunicar com um cluster ONTAP usando um
certificado instalado no backend. Aqui, a definicdo do backend deve conter os valores codificados em
Base64 do certificado do cliente, da chave e do certificado da CA confiavel, se utilizado (recomendado).

Vocé pode atualizar os sistemas de backend existentes para alternar entre métodos baseados em credenciais
e métodos baseados em certificados. No entanto, apenas um método de autenticagéo é suportado por vez.
Para mudar para um método de autenticagao diferente, vocé deve remover o método existente da
configuragéo do backend.


https://docs.netapp.com/us-en/asa-r2/get-started/learn-about.html
https://kb.netapp.com/on-prem/ASAr2/ASAr2_KBs/su_create_by_SVM_admin_using_CLI_fails_with_error_No_candidate_aggregates_are_available_for_storage_services
https://docs.netapp.com/pt-br/trident-2506/trident-use/worker-node-prep.html

Se vocé tentar fornecer tanto credenciais quanto certificados, a criagdo do backend falhara
com um erro informando que mais de um método de autenticagao foi fornecido no arquivo de
configuragéao.

Ativar autenticacao baseada em credenciais

O Trident requer as credenciais de um administrador com escopo de SVM/cluster para se comunicar com o
backend do ONTAP . Recomenda-se o uso de fung¢des padrao predefinidas, como: admin ou vsadmin . Isso
garante a compatibilidade futura com versdes futuras do ONTAP que possam expor APIs de recursos a serem
usadas por versdes futuras do Trident . E possivel criar e usar uma fungao de login de seguranga
personalizada com o Trident, mas isso ndo é recomendado.

Uma definicdo de backend de exemplo tera a seguinte aparéncia:

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

Lembre-se de que a definigdo do backend é o unico lugar onde as credenciais sdo armazenadas em texto
simples. Apds a criacao do backend, os nomes de usuario/senhas sao codificados em Base64 e armazenados
como segredos do Kubernetes. A criagdo ou atualizagdo de um backend € a Unica etapa que exige
conhecimento das credenciais. Sendo assim, trata-se de uma operagéo exclusiva para administradores, a ser
realizada pelo administrador do Kubernetes/armazenamento.

Habilitar autenticacdao baseada em certificado

Novos e existentes sistemas de backend podem usar um certificado e se comunicar com o backend ONTAP .
Sao necessarios trés parametros na definicao do backend.



« clientCertificate: Valor do certificado do cliente codificado em Base64.
« clientPrivateKey: Valor codificado em Base64 da chave privada associada.

« trustedCACertificate: Valor codificado em Base64 do certificado da Autoridade Certificadora (CA) confiavel.
Caso esteja utilizando uma Autoridade Certificadora (CA) confiavel, este pardmetro deve ser fornecido.
Isso pode ser ignorado se nenhuma Autoridade Certificadora (CA) confiavel for utilizada.

Um fluxo de trabalho tipico envolve as seguintes etapas.

Passos

1. Gere um certificado e uma chave de cliente. Ao gerar o codigo, defina o Nome Comum (CN) para o
usuario ONTAP que sera usado para autenticagao.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. Adicione um certificado CA confiavel ao cluster ONTAP . Isso pode ja estar sendo tratado pelo
administrador de armazenamento. Ignore se nenhuma Autoridade Certificadora (CA) confiavel for
utilizada.

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. Instale o certificado e a chave do cliente (do passo 1) no cluster ONTAP .

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver—-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. Confirme se a fungéo de login de seguranga do ONTAP é compativel. cert método de autenticagéo.

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
—authentication-method cert

5. Teste a autenticagdo usando o certificado gerado. Substitua < ONTAP Management LIF> e <vserver
name> pelo endereco IP do Management LIF e pelo nome do SVM.



curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. Codifique o certificado, a chave e o certificado da CA confiavel em Base64.

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. Crie o backend usando os valores obtidos na etapa anterior.

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0OVaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

fems=msm=ma== fomemeeseso====== e e
e fro— e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fomm - fom e e
R fremememm=s I

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

R et femsssesecso====== R
femm==== femememm== 4

Atualize os métodos de autenticacao ou altere as credenciais.

Vocé pode atualizar um backend existente para usar um método de autenticacao diferente ou para rotacionar
suas credenciais. Isso funciona nos dois sentidos: os sistemas internos que utilizam nome de usuario/senha



podem ser atualizados para usar certificados; os sistemas internos que utilizam certificados podem ser
atualizados para usar nome de usuario/senha. Para fazer isso, vocé deve remover o método de autenticacéo
existente e adicionar o novo método de autenticagdo. Em seguida, utilize o arquivo backend.json atualizado,
que contém os parametros necessarios, para executar o comando. tridentctl backend update.

cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fememmesessess==== e
Fommmomoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fmmmmm e fommmmmmsene e fm e e e e e e e e e e e e
e e I

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

N emememessessee== fressmsseee e e m s m e s e s e e
f======== fEmmmeme=s F

Ao rotacionar senhas, o administrador de armazenamento deve primeiro atualizar a senha do
usuario no ONTAP. Em seguida, é realizada uma atualizagdo do sistema interno. Ao rotacionar

@ certificados, varios certificados podem ser adicionados ao usuario. Em seguida, o sistema de
backend é atualizado para usar o novo certificado, apds o que o certificado antigo pode ser
excluido do cluster ONTAP .

A atualizagdo de um backend nao interrompe o acesso a volumes ja criados, nem afeta as conexdes de
volume feitas posteriormente. Uma atualizacao bem-sucedida do backend indica que o Trident pode se
comunicar com o backend ONTAP e lidar com futuras operagdes em grande volume.

Criar fungao ONTAP personalizada para Trident

Vocé pode criar uma fungao de cluster ONTAP com privilégios minimos para que nao precise usar a fungao de
administrador do ONTAP para executar operagdes no Trident. Ao incluir o nome de usuario em uma
configuragéo de backend do Trident , o Trident usa a fungéo de cluster ONTAP que vocé criou para executar
as operacoes.



Consulte"Gerador de funcoes personalizadas Trident" Para obter mais informagdes sobre como criar fungbes
personalizadas do Trident .

Utilizando a CLI do ONTAP
1. Crie uma nova fungéo usando o seguinte comando:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Crie um nome de usuario para o usuario do Trident :

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description”

3. Atribua a funcao ao usuario:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

Utilizando o Gerenciador de Sistemas
Execute as seguintes etapas no ONTAP System Manager:

1. Criar uma funcgao personalizada:

a. Para criar uma fungao personalizada no nivel do cluster, selecione Cluster > Configuragoes.
(Ou) Para criar uma fungao personalizada no nivel da SVM, selecione Armazenamento > VMs
de armazenamento > required SVM > Configurag¢ées > Usuarios e fungoes.

b. Selecione o icone de seta (—) ao lado de Usuarios e Fungoes.

c. Selecione +Adicionar em Fungoées.

d. Defina as regras para a fungéo e clique em Salvar.

2. Atribua a funcao ao usuario do Trident *: + Execute as seguintes etapas na pagina *Usuarios e
Funcoées:

a. Selecione o icone Adicionar * em Usuarios.

b. Selecione o nome de usuario desejado e, em seguida, selecione uma fungdo no menu suspenso
Funcgao.

c. Clique em Salvar.

Consulte as paginas seguintes para obter mais informacoes:

* "Funcbes personalizadas para administragdo do ONTAP"ou"Defina fun¢bes personalizadas”

* "Trabalhar com fungbes e usuarios"


https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api

Autenticar conexoes com CHAP bidirecional

O Trident pode autenticar sessdes iISCSI com CHAP bidirecional para o ontap-san € ontap-san-economy
motoristas. Isso requer a ativagdo do useCHAP opgéo na sua definigdo de backend. Quando definido para
true O Trident configura a seguranga do iniciador padrdo da SVM para CHAP bidirecional e define o nome de
usuario e os segredos a partir do arquivo de backend. A NetApp recomenda o uso do protocolo CHAP
bidirecional para autenticar conexdes. Veja a seguinte configuragdo de exemplo:

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svin: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

O useCHAP O parametro é uma opgao booleana que pode ser configurada apenas uma vez.
Por padrao, esta definido como falso. Depois de definir como verdadeiro, vocé n&o podera
definir como falso.

Além de useCHAP=true, 0 chapInitiatorSecret, chapTargetInitiatorSecret,
chapTargetUsername , € chapUsername Os campos devem ser incluidos na definicao do backend. Os

segredos podem ser alterados apos a criagdo de um backend executando o seguinte comando: tridentctl
update .

Como funciona

Ao configurar useCHAP Para confirmar, o administrador de armazenamento instrui o Trident a configurar o
CHAP no backend de armazenamento. Isso inclui o seguinte:

» Configurando o CHAP no SVM:

> Se o tipo de segurancga do iniciador padrao da SVM for "nenhum" (definido por padrdo) e ndo houver
LUNSs preexistentes no volume, o Trident definira o tipo de seguranga padrao como CHAP e prossiga
para a configuracao do iniciador CHAP e do nome de usuario e segredos de destino.

> Se a SVM contiver LUNSs, o Trident ndo habilitara o CHAP na SVM. Isso garante que o acesso aos
LUNSs ja presentes na SVM nao seja restringido.

« Configurar o nome de usuario e os segredos do iniciador e do alvo CHAP; essas opgbes devem ser
especificadas na configuragéo do backend (como mostrado acima).

Ap6s a criagcédo do backend, o Trident cria um correspondente. tridentbackend O CRD armazena os
segredos CHAP e os nomes de usuario como segredos do Kubernetes. Todos os PVs criados pelo Trident
neste backend serdo montados e conectados via CHAP.



Gire as credenciais e atualize os backends

Vocé pode atualizar as credenciais CHAP atualizando os parametros CHAP em backend. json arquivo. Isso

exigira a atualizacao dos segredos CHAP e o uso do tridentctl update comando para refletir essas
mudancgas.

Ao atualizar os segredos CHAP de um backend, vocé deve usar tridentctl para atualizar o
backend. Nao atualize as credenciais no cluster de armazenamento usando a CLI do ONTAP
ou o ONTAP System Manager, pois o Trident ndo conseguira detectar essas alteragoes.

cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- F—m +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

e - Rt b bt L e PP
- F—————— +

| ontap san chap | ontap-san | aa458f3b-ad2d-4378-8a33-1a472ffbebbSc |
online | 7 |

o o Rt it
o F——— +

As conexdes existentes permanecerao inalteradas; elas continuarao ativas se as credenciais forem
atualizadas pelo Trident no SVM. Novas conexdes utilizam as credenciais atualizadas e as conexdes
existentes permanecem ativas. Desconectar e reconectar os sistemas fotovoltaicos antigos fara com que eles
passem a usar as credenciais atualizadas.

Opcoes e exemplos de configuragcao do ONTAP SAN

Aprenda como criar e usar drivers ONTAP SAN com sua instalagao do Trident . Esta
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secao fornece exemplos de configuragdo de backend e detalhes para mapear backends
para StorageClasses.

"Sistemas ASA r2"Diferem de outros sistemas ONTAP (ASA, AFF e FAS) na implementagéo de sua camada
de armazenamento. Essas variagdes afetam o uso de certos pardmetros, conforme indicado. "Saiba mais
sobre as diferengas entre os sistemas ASA r2 e outros sistemas ONTAP.".

@ Somente 0 ontap-san O driver (com protocolos iISCSI e NVMe/TCP) é compativel com
sistemas ASA r2.

Na configuragdo do backend Trident , ndo € necessario especificar que seu sistema € um ASA 2. Ao
selecionar ontap-san como 0 storageDriverName O Trident detecta automaticamente o ASA r2 ou o
sistema ONTAP tradicional. Alguns parametros de configuragéo de backend ndo se aplicam aos sistemas ASA
r2, conforme indicado na tabela abaixo.

Opcoes de configuragcao do backend

Consulte a tabela a seguir para obter as opgdes de configuragéo do backend:

Parametro Descricédo Padrao

version Sempre 1

storageDrive Nome do driver de armazenamento ontap-san’ou ontap-san-

rName economy

backendName Nome personalizado ou o backend de Nome do motorista +" " + dataLIF
armazenamento

managementLI Enderego IP de um cluster ou LIF de gerenciamento  "10.0.0.1", "[2001:1234:abcd::fefe]"
F de SVM.

E possivel especificar um nome de dominio
totalmente qualificado (FQDN).

Pode ser configurado para usar enderecos IPv6 se o
Trident foi instalado usando a opgéo IPv6. Os
enderecos |IPv6 devem ser definidos entre colchetes,
como por exemplo:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:355
5].

Para uma transigéo perfeita para o MetroCluster ,
consulte oExemplo MetroCluster .

Se vocé estiver usando as credenciais
"vsadmin", managementLIF deve ser

@ a do SVM; se estiver usando
credenciais de "administrador”,
managementLIF deve ser o do
cluster.

11


https://docs.netapp.com/us-en/asa-r2/get-started/learn-about.html
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Parametro

dataLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username
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Descrigao

Endereco IP do protocolo LIF. Pode ser configurado
para usar enderecos IPv6 se o Trident foi instalado
usando a opgao IPv6. Os enderegos IPv6 devem ser
definidos entre colchetes, como por exemplo:
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:3555
] . Nao especifique para iSCSI. Trident usa"Mapa
LUN Seletivo ONTAP" para descobrir as LIFs iSCSI
necessarias para estabelecer uma sesséao de
multiplos caminhos. Um aviso é gerado se datalLIF
esta explicitamente definido. Omitir para
Metrocluster. Veja oExemplo MetroCluster .

Maquina virtual de armazenamento a ser usada
Omitir para Metrocluster. Veja oExemplo
MetroCluster .

Usar CHAP para autenticar iSCSI para drivers
ONTAP SAN [Booleano]. Definir para true Para que
o Trident configure e utilize o CHAP bidirecional como
autenticacao padréo para a SVM fornecida no
backend. Consulte "Prepare-se para configurar o
backend com os drivers ONTAP SAN." para mais
detalhes. Nao compativel com FCP ou NVMe/TCP.

Segredo do iniciador CHAP. Obrigatdrio se
useCHAP=true

Conjunto de rétulos arbitrarios formatados em JSON
para aplicar aos volumes

Segredo iniciador do alvo CHAP. Obrigatério se
useCHAP=true

Nome de usuario de entrada. Obrigatério se
useCHAP=true

Nome de usuario alvo. Obrigatério se useCHAP=true

Valor do certificado do cliente codificado em Base64.
Utilizado para autenticagdo baseada em certificado.

Valor da chave privada do cliente codificado em
Base64. Utilizado para autenticacdo baseada em
certificado.

Valor codificado em Base64 do certificado da
Autoridade Certificadora (CA) confiavel. Opcional.
Utilizado para autenticagdo baseada em certificado.

Nome de usuario necessario para se comunicar com
o cluster ONTAP . Usado para autenticagéo baseada
em credenciais. Para autenticacdo do Active

Directory, consulte "Autenticar o Trident em um SVM
de backend usando credenciais do Active Directory".

Padrao

Derivado pelo SVM

Derivado de uma SVM
managementLIF é especificado

false
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Parametro

password

svm

storagePrefi
X

aggregate

limitAggrega
teUsage

limitVolumeS
ize

Descrigao

Senha necessaria para se comunicar com o cluster
ONTAP . Usado para autenticagao baseada em
credenciais. Para autenticagdo do Active Directory,
consulte "Autenticar o Trident em um SVM de
backend usando credenciais do Active Directory".

Magquina virtual de armazenamento para usar

Prefixo usado ao provisionar novos volumes no SVM.
Nao pode ser modificado posteriormente. Para
atualizar esse parametro, vocé precisara criar um
novo backend.

Agregado para provisionamento (opcional; se
definido, deve ser atribuido a SVM). Para o ontap-
nas-flexgroup motorista, esta opgao € ignorada.
Caso nao esteja atribuido, qualquer um dos
agregados disponiveis pode ser usado para
provisionar um volume FlexGroup .

Quando o agregado ¢é atualizado no
SVM, ele é atualizado
automaticamente no Trident por meio
de polling no SVM, sem a necessidade
de reiniciar o Controlador Trident .
Quando vocé configura um agregado
especifico no Trident para provisionar

@ volumes, se o agregado for renomeado
ou movido para fora do SVM, o
backend entrara em estado de falha no
Trident durante a consulta ao agregado
do SVM. Vocé deve alterar o agregado
para um que esteja presente na SVM
ou remové-lo completamente para que
o backend volte a ficar online.

Nao especificar para sistemas ASA r2.

O provisionamento falhara se a utilizagéo for superior
a esta percentagem. Se vocé estiver usando um
backend Amazon FSx for NetApp ONTAP , ndo
especifique. 1imitAggregateUsage . O fornecido
fsxadmin e vsadmin Nao possuem as permissdes
necessarias para recuperar o uso agregado e limita-lo
usando o Trident. Nao especificar para sistemas
ASA r2.

O provisionamento falhara se o tamanho do volume
solicitado for superior a este valor. Também restringe
o tamanho maximo dos volumes que gerencia para
LUNSs.

Padrao

Derivado de uma SVM
managementLIF € especificado

trident

(n&o aplicado por padrao)

(n&o aplicado por padrao)



Parametro Descricédo Padrao

lunsPerFlexv Numero maximo de LUNs por Flexvol, deve estarno 100

ol intervalo [50, 200]
debugTraceFl Sinalizadores de depuragdo a serem usados na null
ags resolucdo de problemas. Exemplo: {"api":false,

"method":true} Nao utilize a menos que esteja
solucionando problemas e precise de um despejo de
log detalhado.

useREST Parametro booleano para usar APls REST do ONTAP true para ONTAP 9.15.1 ou
posterior, caso contrario
“false.

"useREST Quando definido para
“true’ O Trident usa APIs REST do
ONTAP para se comunicar com O
backend; quando configurado para
“false® O Trident utiliza chamadas
ONTAPI (ZAPI) para se comunicar
com o backend. Este recurso requer
o ONTAP 9.11.1 e posterior. Além
disso, a funcdo de login do ONTAP
utilizada deve ter acesso ao
‘ontapi’ aplicativo. Isso é
satisfeito pelo predefinido
‘vsadmin® e “cluster-admin’
papéis. A partir da verséo
Trident 24.06 e do ONTAP 9.15.1 ou
posterior, “useREST  estd definido
para “true’ por padrdo; alterar
"useREST ™ para "false  para usar
chamadas ONTAPI (ZAPI).

'useREST Esta totalmente qualificado para
NVMe/TCP.

O NVMe é compativel apenas com
(i)  APIsREST ONTAP e ndo com
ONTAPI (ZAPI).

Se especificado, sempre defina como true para
sistemas ASA r2.

sanType Use para selecionar iscsi para iSCSI, nvme para ‘iscsi’se estiver em branco
NVMe/TCP ou fcp para SCSI sobre Fibre Channel
(FC).
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Parametro Descricédo Padrao

formatOption Usar formatOptions para especificar argumentos

s de linha de comando para o mkfs comando, que sera
aplicado sempre que um volume for formatado. Isso
permite formatar o volume de acordo com suas
preferéncias. Certifique-se de especificar as opgoes
de formatagdo semelhantes as op¢des do comando
mkfs, excluindo o caminho do dispositivo. Exemplo: "-
E nodiscard"

Compativel com ontap-san e ontap-san-
economy drivers com protocolo iSCSI. Além
disso, é compativel com sistemas ASA r2 ao usar
os protocolos iSCSI e NVMe/TCP.

limitVolumeP Tamanho maximo de FlexVol solicitavel ao usar LUNs " (ndo aplicado por padréao)
oolSize no backend ontap-san-economy.

denyNewVolum Restringe ontap-san-economy backends da

ePools criacao de novos volumes FlexVol para conter seus
LUNSs. Apenas os Flexvols preexistentes sdo usados
para provisionar novos PVs.

Recomendagodes para usar formatOptions

A Trident recomenda a seguinte opgao para agilizar o processo de formatagao:
-E nodiscard:

* Mantenha os blocos salvos e ndo tente descarta-los durante a criagéo do sistema de arquivos (o descarte
inicial de blocos é util em dispositivos de estado sélido e em armazenamento com provisionamento
esparso/dinamico). Esta opgao substitui a opgéo obsoleta "-K" e € aplicavel a todos os sistemas de
arquivos (xfs, ext3 e ext4).

Autenticar o Trident em um SVM de backend usando credenciais do Active Directory

Vocé pode configurar o Trident para autenticar em um SVM de backend usando credenciais do Active
Directory (AD). Antes que uma conta do AD possa acessar o SVM, vocé deve configurar o acesso do
controlador de dominio do AD ao cluster ou SVM. Para administracdo de cluster com uma conta do AD, vocé
deve criar um tunel de dominio. Consulte "Configurar o acesso do controlador de dominio do Active Directory
no ONTAP" para mais detalhes.

passos

1. Configurar as defini¢des do Sistema de Nomes de Dominio (DNS) para um SVM de backend:

vserver services dns create -vserver <svm_name> -dns-servers
<dns_server ipl>,<dns_server ip2>

2. Execute o seguinte comando para criar uma conta de computador para o SVM no Active Directory:

vserver active-directory create -vserver DataSVM -account-name ADSERVER1
-domain demo.netapp.com
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3. Use este comando para criar um usuario ou grupo do AD para gerenciar o cluster ou SVM

security login create -vserver <svm name> -user—-or-group-name
<ad user or group> -application <application> -authentication-method domain

-role vsadmin

4. No arquivo de configuragéo do backend do Trident , defina 0 username e password parametros para o
nome do usuario ou grupo do AD e senha, respectivamente.

Opcoes de configuragao de backend para provisionamento de volumes

Vocé pode controlar o provisionamento padrdo usando essas opgdes em defaults seg¢ao da configuragao.
Para ver um exemplo, consulte os exemplos de configuragao abaixo.

Parametro

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone
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Descrigcao

Alocacédo de espaco para LUNs

Modo de reserva de espago: "nenhum” (fino) ou
"volume" (grosso). Definir para none para sistemas
ASAT2.

Politica de instantédneo a ser utilizada. Definir para
none para sistemas ASA r2.

Grupo de politicas de QoS a ser atribuido aos
volumes criados. Escolha uma das opgdes qosPolicy
ou adaptiveQosPolicy para cada pool de
armazenamento/backend. A utilizagdo de grupos de
politicas de QoS com o Trident requer o ONTAP 9.8
ou posterior. Vocé deve usar um grupo de politicas de
QoS nao compartilhado e garantir que o grupo de
politicas seja aplicado a cada componente
individualmente. Um grupo de politicas de QoS
compartilhado impd&e o limite maximo para a taxa de
transferéncia total de todas as cargas de trabalho.

Grupo de politicas de QoS adaptativas a serem
atribuidas aos volumes criados. Escolha gosPolicy ou
adaptiveQosPolicy por pool de
armazenamento/backend.

Percentagem do volume reservada para instantaneos.
Nao especificar para sistemas ASA r2.

Separar um clone de seu progenitor no momento da
criacao.

Padrao

"verdadeiro" Se especificado,
defina como true para sistemas
ASA r2.

"nenhum"

"nenhum"

"0" se snapshotPolicy é
"nenhum", caso contrario ""

"falso"



Parametro Descrigao

Padrao

encryption Ative a Criptografia de Volume NetApp (NVE) no novo "falso" Se especificado, defina

volume; o padréo é false . Para usar esta opgao, o
NVE precisa estar licenciado e habilitado no cluster.
Se o NAE estiver habilitado no backend, qualquer
volume provisionado no Trident tera o NAE habilitado.
Para mais informagdes, consulte:"Como o Trident
funciona com NVE e NAE" .

luksEncrypti Ative a criptografia LUKS. Consulte"Use o Linux
on Unified Key Setup (LUKS)" .

tieringPolic Politica de escalonamento para usar "nenhum" Nao
y especificar para sistemas ASA r2.

nameTemplate Modelo para criar nomes de volume personalizados.

Exemplos de provisionamento em volume

Aqui esta um exemplo com valores padrao definidos:

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2

backend: dev2-sanbackend

storagePrefix: alternate-trident

debugTraceFlags:
api: false
method: true

defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

como true para sistemas ASA
r2.

"" Definido para false para
sistemas ASA r2.
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Para todos os volumes criados usando 0 ontap-san O driver Trident adiciona 10% a mais de
capacidade ao FlexVol para acomodar os metadados do LUN. O LUN sera provisionado com o
tamanho exato que o usuario solicitar no PVC. O Trident adiciona 10% ao FlexVol (mostrado

@ como tamanho disponivel no ONTAP). Os usuarios agora receberédo a quantidade de
capacidade utilizavel que solicitaram. Essa alteragdo também impede que as LUNs se tornem
somente leitura, a menos que o espago disponivel esteja totalmente utilizado. Isso ndo se
aplica a ontap-san-economy.

Para back-ends que definem snapshotReserve O Trident calcula o tamanho dos volumes da seguinte
forma:

Total volume size = [ (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

O 1.1 representa os 10% extras que a Trident adiciona ao FlexVol para acomodar os metadados do LUN Para
snapshotReserve = 5%, e solicitacdo de PVC = 5 GiB, o tamanho total do volume é 5,79 GiB e o tamanho
disponivel € 5,5 GiB. O volume show O comando deve exibir resultados semelhantes a este exemplo:

Aggregate State Size Available Used%

_pvc_B89f1cl56_3801_4ded_979d_034d54c39514
online RW 18GB
_pvc_ed2ecbfe_3baa_4afb6_996d_134adbbbB8ebd
online RW 5.79GB 5.50GB
_pvec_eB8372153_9ad9_474a_951a_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Atualmente, o redimensionamento é a Unica maneira de usar o novo calculo para um volume existente.

Exemplos de configuragao minima

Os exemplos a seguir mostram configuragdes basicas que deixam a maioria dos pardmetros com os valores
padrao. Esta € a maneira mais facil de definir um backend.

@ Se vocé estiver usando o Amazon FSx no NetApp ONTAP com Trident, a NetApp recomenda
que voceé especifique nomes DNS para LIFs em vez de enderecos IP.
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Exemplo de SAN ONTAP

Esta € uma configuragéo basica usando 0 ontap-san motorista.

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin
password: <password>

Exemplo MetroCluster

Vocé pode configurar o backend para evitar a necessidade de atualizar manualmente a definicdo do
backend apds a troca de modo (switchover) e o retorno ao modo anterior (switchback)."Replicacéo e
recuperacado de SVM" .

Para uma transi¢ao perfeita e um retorno perfeito, especifique a SVM usando managementLIF e omitir o
svm parametros. Por exemplo:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

Exemplo de economia ONTAP SAN

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

username: vsadmin

password: <password>
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Exemplo de autenticagdo baseada em certificado

Neste exemplo de configuragéo basica clientCertificate, clientPrivateKey, €
trustedCACertificate (opcional, se estiver usando uma CA confiavel) sédo preenchidos em
backend. json e extraem os valores codificados em base64 do certificado do cliente, da chave privada
e do certificado da CA confiavel, respectivamente.

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
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Exemplos CHAP bidirecionais

Esses exemplos criam um backend com useCHAP definido para true .

Exemplo ONTAP SAN CHAP

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

Exemplo de economia ONTAP SAN CHAP

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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Exemplo NVMe/TCP

Vocé precisa ter uma SVM configurada com NVMe no seu backend ONTAP . Esta € uma configuragéo
basica de backend para NVMe/TCP.

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

Exemplo de SCSI sobre FC (FCP)

Vocé precisa ter uma SVM configurada com FC em seu backend ONTAP . Esta € uma configuragéo
basica de backend para FC.

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true
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Exemplo de configuragao de backend com nameTemplate

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults:
nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\
lume.RequestName} } "
labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

Exemplo de formatOptions para o driver ontap-san-economy

version: 1
storageDriverName: ontap-san-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:

formatOptions: -E nodiscard

Exemplos de backends com pools virtuais

Nesses arquivos de definicdo de backend de exemplo, valores padrao especificos sdo definidos para todos os
pools de armazenamento, como: spaceReserve em nenhum, spaceAllocation em falso, e encryption
falso. Os pools virtuais sdo definidos na se¢ao de armazenamento.

O Trident define os roétulos de provisionamento no campo "Comentarios". Os comentarios sdo definidos no
FlexVol volume. O Trident copia todos os rétulos presentes em um pool virtual para o volume de
armazenamento durante o provisionamento. Para maior conveniéncia, os administradores de armazenamento
podem definir rétulos por pool virtual e agrupar volumes por rétulo.
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Nesses exemplos, alguns dos pools de armazenamento definem seus proprios limites. spaceReserve ,
spaceAllocation, € encryption valores, e alguns pools substituem os valores padrao.

24



Exemplo de SAN ONTAP
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"



Exemplo de economia ONTAP SAN

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
zone: us_east lc



defaults:
spaceAllocation: "true"

encryption: "false"

Exemplo NVMe/TCP

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
sSvm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"
encryption: "false"

Mapear backends para StorageClasses

As seguintes definicdes de StorageClass referem-se a:Exemplos de backends com pools virtuais . Usando o
parameters.selector No campo StorageClass, cada StorageClass especifica quais pools virtuais
podem ser usados para hospedar um volume. O volume tera os aspectos definidos na piscina virtual
escolhida.

* O protection-gold A StorageClass sera mapeada para o primeiro pool virtual no ontap-san
backend. Esta € a Unica piscina que oferece proteg¢ao de nivel ouro.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* O protection-not-gold A StorageClass sera mapeada para o segundo e terceiro pool virtual em
ontap-san backend. Essas sdo as Unicas pools que oferecem um nivel de protecao diferente do ouro.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:

selector: "protection!=gold"

fsType: "ext4d"

* O app-mysgldb A StorageClass sera mapeada para o terceiro pool virtual em ontap-san-economy
backend. Este € o unico pool que oferece configuragdo de pool de armazenamento para aplicativos do tipo
mysqldb.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* Oprotection-silver-creditpoints-20k A StorageClass sera mapeada para o segundo pool
virtual em ontap-san backend. Este é o Unico pool que oferece protecéo de nivel prata e 20.000 pontos
de crédito.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* O creditpoints-5k A StorageClass sera mapeada para o terceiro pool virtual em ontap-san backend
e o quarto pool virtual no ontap-san-economy backend. Essas sdo as unicas ofertas de piscina com

5000 pontos de crédito.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

* Omy-test-app-sc A classe de armazenamento sera mapeada para 0 testAPP piscina virtual no
ontap-san motorista com sanType: nvme . Esta é a Unica piscina que oferece testApp .

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

A Trident decidira qual pool virtual sera selecionado e garantira que o requisito de armazenamento seja
atendido.
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documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
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isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
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O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
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LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
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252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da
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