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Managing performance using QoS policy group
information

Unified Manager enables you to view the quality of service (QoS) policy groups that are

available on all the clusters you are monitoring. The policies may have been defined

using ONTAP software (System Manager or the ONTAP CLI) or by Unified Manager

Performance Service Level policies. Unified Manager also displays which volumes and

LUNs have a QoS policy group assigned.

For more information on adjusting QoS settings, see Performance management overview

How storage QoS can control workload throughput

You can create a Quality of Service (QoS) policy group to control the I/O per second

(IOPS) or throughput (MB/s) limit for the workloads it contains. If the workloads are in a

policy group with no set limit, such as the default policy group, or the set limit does not

meet your needs, you can increase the limit or move the workloads to a new or existing

policy group that has the desired limit.

“Traditional” QoS policy groups can be assigned to individual workloads; for example, a single volume or LUN.

In this case the workload can use the full throughput limit. QoS policy groups also can be assigned to multiple

workloads; in which case the throughput limit is “shared” among the workloads. For example, a QoS limit of

9,000 IOPS assigned to three workloads would restrict the combined IOPS from exceeding 9,000 IOPS.

“Adaptive” QoS policy groups can also be assigned to individual workloads or multiple workloads. However,

even when assigned to multiple workloads, each workload gets the full throughput limit instead of sharing the

throughput value with other workloads. Additionally, adaptive QoS policies automatically adjust the throughput

setting based on the volume size, per workload, thereby maintaining the ratio of IOPS to terabytes as the size

of the volume changes. For example, if the peak is set to 5,000 IOPS/TB in an adaptive QoS policy, a 10 TB

volume will have a throughput maximum of 50,000 IOPS. If the volume is resized later to 20 TB, adaptive QoS

adjusts the maximum to 100,000 IOPS.

Starting with ONTAP 9.5 you can include the block size when defining an adaptive QoS policy. This effectively

converts the policy from an IOPS/TB threshold to a MB/s threshold for cases when workloads are using very

large block sizes and ultimately using a large percentage of throughput.

For shared group QoS policies, when the IOPS or MB/s of all workloads in a policy group exceeds the set limit,

the policy group throttles the workloads to restrict their activity, which can decrease the performance of all

workloads in the policy group. If a dynamic performance event is generated by policy group throttling, the event

description displays the name of the policy group involved.

In the Performance: All Volumes view, you can sort the affected volumes by IOPS and MB/s to see which

workloads have the highest usage that might have contributed to the event. In the Performance/Volumes

Explorer page, you can select other volumes, or LUNs on the volume, to compare to the affected workload

IOPS or MBps throughput usage.

By assigning the workloads that are overusing the node resources to a more restrictive policy group setting,

the policy group throttles the workloads to restrict their activity, which can reduce the use of the resources on

that node. However, if you want the workload to be able to use more of the node resources, you can increase

the value of the policy group.
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You can use System Manager, the ONTAP commands, or Unified Manager Performance Service Levels to

manage policy groups, including the following tasks:

• Creating a policy group

• Adding or removing workloads in a policy group

• Moving a workload between policy groups

• Changing the throughput limit of a policy group

• Moving a workload to a different aggregate and/or node

Viewing all QoS policy groups available on all clusters

You can display a list of all the QoS policy groups available on the clusters that Unified

Manager is monitoring. This includes traditional QoS policies, adaptive QoS policies, and

QoS policies managed by Unified Manager Performance Service Level policies.

Steps

1. In the left navigation pane, click Storage > QoS Policy Groups.

The Performance: Traditional QoS Policy Groups view is displayed by default.

2. View the detailed configuration settings for each available traditional QoS policy group.

3. Click the expand button ( ) next to the QoS Policy Group name to view more details about the policy

group.

4. In the View menu, select one of the additional options to view all the adaptive QoS policy groups or to view

all the QoS policy groups that were created using Unified Manager Performance Service Levels.

Viewing volumes or LUNs that are in the same QoS policy
group

You can display a list of the volumes and LUNs that have been assigned to the same

QoS policy group.

In the case of traditional QoS policy groups that are “shared” among multiple volumes, this can be helpful to

see if certain volumes are overusing the throughput defined for the policy group. It can also help you decide if

you can add other volumes to the policy group without a negative affect to the other volumes.

In the case of adaptive QoS policies and Unified Manager Performance Service Levels policies, this can be

helpful to view all the volumes or LUNs that are using a policy group so that you can see which objects would

be affected if you changed the configuration settings for the QoS policy.

Steps

1. In the left navigation pane, click Storage > QoS Policy Groups.

The Performance: Traditional QoS Policy Groups view is displayed by default.

2. If you are interested in traditional policy group, stay on this page. Otherwise, select one of the additional

View options to display all the adaptive QoS policy groups or all the QoS policy groups that were created

by Unified Manager Performance Service Levels.
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3. In the QoS policy that you are interested in, click the expand button ( ) next to the QoS Policy Group

name to view more

details.

4. Click the Volumes or the LUNs link to view the objects using this QoS policy.

The Performance inventory page for Volumes or LUNs is displayed with the sorted list of objects that are

using the QoS policy.

Viewing the QoS policy group settings applied to specific
volumes or LUNs

You can view the QoS policy groups that have been applied to your volumes and LUNs,

and you can link to the Performance/QoS Policy Groups view to display the detailed

configuration settings for each QoS policy.

The steps to view the QoS policy that is applied to a volume are shown below. The steps to view this

information for a LUN are similar.

Steps

1. In the left navigation pane, click Storage > Volumes.

The Health: All Volumes view is displayed by default.

2. In the View menu, select Performance: Volumes in QoS Policy Group.

3. Locate the volume that you want to review and scroll to the right until you see the QoS Policy Group

column.

4. Click the QoS Policy Group name.

The corresponding Quality of Service page is displayed depending on whether it is a traditional QoS policy,

an adaptive QoS policy, or a QoS policy that was created using Unified Manager Performance Service

Levels.

5. View the detailed configuration settings for the QoS policy group.
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6. Click the expand button ( ) next to the QoS Policy Group name to view more details about the policy

group.

Viewing performance charts to compare volumes or LUNs
that are in the same QoS policy group

You can view the volumes and LUNs that are in the same QoS policy groups and then

compare the performance on a single IOPS, MB/s, or IOPS/TB chart to identify any

issues.

The steps to compare the performance of volumes in the same QoS policy group are shown below. The steps

to view this information for a LUN are similar.

Steps

1. In the left navigation pane, click Storage > Volumes.

The Health: All Volumes view is displayed by default.

2. In the View menu, select Performance: Volumes in QoS Policy Group.

3. Click the name of the volume that you want to review.

The Performance Explorer page is displayed for the volume.

4. In the View and Compare menu, select Volumes in same QoS Policy Group.

The other volumes that share the same QoS policy are listed in the table below.

5. Click the Add button to add those volumes to the charts so that you can compare the IOPS, MB/s,

IOPS/TB, and other performance counters for all the selected volumes in the charts.

You can change the time range to view the performance over different time intervals other than the default

of 72 hours.

How different types of QoS policies are displayed in the
throughput charts

You can view the ONTAP-defined quality of service (QoS) policy settings that have been

applied to a volume or LUN in the Performance Explorer and Workload Analysis IOPS,

IOPS/TB, and MB/s charts. The information displayed in the charts is different depending

on the type of QoS policy that has been applied to the workload.

A throughput maximum (or “peak”) setting defines the maximum throughput that the workload can consume,

and thereby limits the impact on competing workloads for system resources. A throughput minimum (or

“expected”) setting defines the minimum throughput that must be available to the workload so that a critical

workload meets minimum throughput targets regardless of demand by competing workloads.

Shared and non-shared QoS policies for IOPS and MB/s use the terms “minimum” and “maximum” to define

the floor and ceiling. Adaptive QoS policies for IOPS/TB, which were introduced in ONTAP 9.3, use the terms

“expected” and “peak” to define the floor and ceiling.
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While ONTAP enables you to create these two types of QoS policies, depending on how they are applied to

workloads there are three ways that the QoS policy will be displayed in the performance charts.

Type of policy Functionality Indicator in Unified Manager

interface

QoS shared policy assigned to a

single workload, or QoS non-

shared policy assigned to a single

workload or multiple workloads

Each workload can consume the

specified throughput setting

Displays “(QoS)”

QoS shared policy assigned to

multiple workloads

All workloads share the specified

throughput setting

Displays “(QoS Shared)”

Adaptive QoS policy assigned to a

single workload or multiple

workloads

Each workload can consume the

specified throughput setting

Displays “(QoS Adaptive)”

The following figure shows an example of how the three options are shown in the counter charts.

When a normal QoS policy that has been defined in IOPS appears in the IOPS/TB chart for a workload,

ONTAP converts the IOPS value to an IOPS/TB value and Unified Manager displays that policy in the IOPS/TB

chart along with the text “QoS, defined in IOPS”.

When an adaptive QoS policy that has been defined in IOPS/TB appears in the IOPS chart for a workload,

ONTAP converts the IOPS/TB value to an IOPS value and Unified Manager displays that policy in the IOPS

chart along with the text “QoS Adaptive - Used, defined in IOPS/TB” or “QoS Adaptive - Allocated, defined in

IOPS/TB” depending on how the peak IOPS allocation setting is configured. When the allocation setting is set

to “allocated-space”, the peak IOPS is calculated based on the size of the volume. When the allocation setting

is set to “used-space”, the peak IOPS is calculated based on the amount of data stored in the volume, taking

into account storage efficiencies.
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The IOPS/TB chart displays performance data only when the logical capacity used by the

volume is greater than or equal to 128 GB. Gaps are displayed in the chart when the used

capacity falls below 128 GB during the selected timeframe.

Viewing workload QoS minimum and maximum settings in
the Performance Explorer

You can view the ONTAP-defined quality of service (QoS) policy settings on a volume or

LUN in the Performance Explorer charts. A throughput maximum setting limits the impact

of competing workloads on system resources. A throughput minimum setting ensures that

a critical workload meets minimum throughput targets regardless of demand by

competing workloads.

QoS throughput “minimum” and “maximum” IOPS and MB/s settings are displayed in the counter charts only if

they have been configured in ONTAP. Throughput minimum settings are available only on systems running

ONTAP 9.2 or later software, only on AFF systems, and they can be set only for IOPS at this time.

Adaptive QoS policies are available starting with ONTAP 9.3 and are expressed using IOPS/TB instead of

IOPS. These policies automatically adjust the QoS policy value based on the volume size, per workload,

thereby maintaining the ratio of IOPS to terabytes as the size of the volume changes. You can apply an

adaptive QoS policy group to volumes only. The QoS terminology “expected” and “peak” are used for adaptive

QoS policies instead of minimum and maximum.

Unified Manager generates warning events for QoS policy breaches when workload throughput has exceeded

the defined QoS maximum policy setting during each performance collection period for the previous hour.

Workload throughput may exceed the QoS threshold for only a short period of time during each collection

period, but Unified Manager displays the “average” throughput during the collection period on the chart. For

this reason you may see QoS events while the throughput for a workload might not have crossed the policy

threshold shown in the chart.

Steps

1. In the Performance Explorer page for your selected volume or LUN, perform the following actions to view

the QoS ceiling and floor settings:

If you want to… Do this…

View the IOPS ceiling (the QoS max) In the IOPS Total or Breakdown chart, click Zoom

View.

View the MB/s ceiling (the QoS max) In the MB/s Total or Breakdown chart, click Zoom

View.

View the IOPS floor (the QoS min) In the IOPS Total or Breakdown chart, click Zoom

View.

View the IOPS/TB ceiling (the QoS peak) For volumes, in the IOPS/TB chart, click Zoom

View.
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If you want to… Do this…

View the IOPS/TB floor (the QoS expected) For volumes, in the IOPS/TB chart, click Zoom

View.

The dashed, horizontal line indicates the maximum or minimum throughput value set in ONTAP. You can

also view when changes to the QoS values were implemented.

2. To view the specific IOPS and MB/s values compared to the QoS setting, move your cursor into the chart

area to see the popup window.

If you notice that certain volumes or LUNs have very high IOPS or MB/s and are stressing system resources,

you can use System Manager or the ONTAP CLI to adjust the QoS settings so that these workloads do not

affect the performance of other workloads.

For more information on adjusting QoS settings, see Performance management overview
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