Unified Manager REST APIs
Active 1Q Unified Manager 9.13

NetApp
October 16, 2025

This PDF was generated from https://docs.netapp.com/us-en/active-ig-unified-manager-913/api-
automation/concept_data_center_apis.html on October 16, 2025. Always check docs.netapp.com for the

latest.



Table of Contents

Unified Manager REST APIs
Managing storage objects in a data center by using APIs
APIs for storage objects in your data center
APIs for network elements in your data center
Accessing ONTAP APIs through proxy access
Understanding the API Gateway tunneling
Setting APl scope
Performing administrative tasks by using APIs
Managing users by using APIs
Viewing performance metrics by using APls
Output sample for metrics APIs
Output sample for analytics APIs
List of the available APIs
Viewing Jobs and system details
Viewing Jobs
Viewing system details
Managing events and alerts by using APIs
Viewing and modifying events
Managing alerts
Managing scripts
Managing workloads by using APls
Viewing storage workloads by using APls
Managing access endpoints by using APls
Managing Active Directory mapping by using APIs
Managing file shares by using APIs
Managing LUNs by using APls
Managing Performance Service Levels by using APIs
Managing Storage Efficiency Policies by using APIs

© © 00 O OON =~ -

W W W NN DNDDNDNDNDNDDNDNDNDNDNDNDDNN-_L2 2
W =2 O O 00 NO O O WWWDNDNDNNYNOO BN~



Unified Manager REST APIs

The REST APIs for Active I1Q Unified Manager are listed in this section, based on their
categories.

You can view the online documentation page from your Unified Manager instance that includes the details of
every REST API call. This document does not repeat the details of the online documentation. Each API call
listed or described in this document includes only the information you need to locate the call on the
documentation page. After locating a specific API call, you can review the complete details of that call,
including the input parameters, output formats, HTTP status codes, and request processing type.

The following information is included for each API call within a workflow to help locate the call on the
documentation page:

» Category

The API calls are organized on the documentation page into functionally-related areas or categories. To
locate a specific API call, scroll down to the bottom of the page, and then click the applicable API category.

* HTTP verb (call)

The HTTP verb identifies the action performed on a resource. Each API call is executed through a single
HTTP verb.

* Path

The path determines the specific resource which the action uses to as a part of performing a call. The path
string is appended to the core URL to form the complete URL identifying the resource.

Managing storage objects in a data center by using APls

The REST APIs under the datacenter category enable you to manage the storage
objects in your data center, such as clusters, nodes, aggregates, storage VMs, volumes,
LUNSs, file shares, and namespaces. These APIs are available for querying the
configuration of the objects, while some of them enable you to perform the operations of
adding, deleting, or modifying these objects.

Most of these APIs are GET calls that provide cross-cluster aggregation with filtering, sorting and pagination
support. On running these APIs, they return data from the database. Therefore, the newly created-objects
need to be discovered by the next acquisition cycle for appearing in the response.

If you want to query the details of a specific object, you need to enter the unique ID of that object to view its
details. For example, For the metrics and analytics information of the storage objects, see Viewing
performance metrics.

curl -X GET "https://<hostname>/api/datacenter/cluster/clusters/4c6bf721-
2e3f-11e9-a3e2-00a0985badbb" -H "accept: application/json" -H
"Authorization: Basic <Base64EncodedCredentials>"
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The CURL commands, examples, requests, and responses to the APIs, are available on your
Swagger API interface. You can filter and order the results by specific parameters as indicated
on Swagger. These APIs enable you to filter the results for specific storage objects, such as
cluster, volume, or storage VM.

APIs for storage objects in your data center

HTTP verb

GET

GET

GET

GET

Path

/datacenter/cluster/cluste
rs

/datacenter/cluster/cluste
rs/{key}

/datacenter/cluster/licens
ing/licenses
/datacenter/cluster/licens
ing/licenses/{key}

/datacenter/cluster/nodes

/datacenter/cluster/nodes/
{key}

/datacenter/protocols/cifs
/shares

/datacenter/protocols/cifs
/shares/{key}

Description

You can use this method to view
the details of the ONTAP clusters
across the data center. The API
returns information, such as the
IPv4 or IPv6 address of the cluster,
information about the node, such
as node health, performance
capacity, and High Availability (HA)
pair, and indicates whether the
cluster is All SAN Array.

Returns the details of the licenses
installed on the clusters in your
data center. You can filter your
results based on the required
criteria. Information, such as the
license key, cluster key, expiry
date, and license scope is returned.
You can enter a license key to
retrieve the details of a specific
license.

You can use this method to view
the details of the nodes in the data
center. You can view information
about the cluster, node health,
performance capacity, and High
Availability (HA) pair for the node.

You can use this method to view
the details of the CIFS shares in
the data center. Apart from cluster,
SVM, and volume details,
information about Access Control
List (ACL) is also returned.



HTTP verb

GET

GET

GET

GET

GET

Path

/datacenter/protocols/nfs/
export-policies

/datacenter/protocols/nfs/
export-policies/{key}

/datacenter/storage/aggreg
ates

/datacenter/storage/aggreg
ates/{key}

/datacenter/storage/luns

/datacenter/storage/luns/ {
key}

/datacenter/storage/qos/po
licies

/datacenter/storage/qgos/po
licies/{key}

/datacenter/storage/gtrees

/datacenter/storage/gtrees
/{key}

Description

You can use this method to view
the details of the export policies for
the supported NFS services.

You can query the export policies
for a cluster or storage VM and
reuse the export policy key for
provisioning NFS file shares. For
more information about the
assigning and reusing export
policies on workloads, see
“Provisioning CIFS and NFS file
shares”.

You can use this method to view
the collection of aggregates in the
data center or a specific aggregate
for provisioning workloads on them
or monitoring. Information, such as
cluster and node details,
performance capacity used,
available and used space, and
storage efficiency is returned.

You can use this method to view
the collection of LUNs in the entire
data center. You can view
information about the LUN, such as
cluster and SVM details, QoS
policies, and igroups.

You can use this method to view
the details of all the QoS policies
applicable for the storage objects in
the data center. Information, such
as the cluster and SVM details, the
fixed or adaptive policy details, and
number of objects applicable for
that policy is returned.

You can use this method to view
the qtree details across the data
center for all FlexVol volumes or
FlexGroup volumes. Information,
such as the cluster and SVM
details, FlexVol volume, and export
policy are returned.



HTTP verb

GET

GET

POST

DELETE

PATCH

Path

/datacenter/storage/volume
S

/datacenter/storage/volume
s/ {key}

/datacenter/protocols/san/
igroups

/datacenter/protocols/san/
igroups/{key}

Description

You can use this method to view
the collection of volumes in the
data center. Information about the
volumes, such as SVM and cluster
details, QoS and export policies,
whether the volume is of type read-
write, data-protection, or load-
sharing, is returned.

For FlexVol and FlexClone
volumes, you can view the
information about the respective
aggregates. For a FlexGroup
volume, the query returns the list of
constituent aggregates.

You can assign initiator groups
(igroups) authorized to access
particular LUN targets. If there is an
existing igroup, you can assign it.
You can also create igroups and
assign them to the LUNSs.

You can use these methods to
query, create, delete, and modify
igroups respectively.

Points to note:

* POST: While creating an
igroup, you can designate the
storage VM on which you want
to assign access.

* DELETE: You need to provide
the igroup key as an input
parameter to delete a particular
igroup. If you have already
assigned an igroup to a LUN,
you cannot delete that igroup.

* PATCH: You need to provide
the igroup key as an input
parameter to modify a
particular igroup. You must also
enter the property that you
want to update, along with its
value.



HTTP verb Path Description

GET /datacenter/svm/svms You can use these methods to
view, create, delete, and modify

POST /datacenter/svm/svms/{key} Storage Virtual Machines (storage
VMs).

DELETE

* POST: You must enter the
storage VM object that you
want to create as an input
parameter. You can create a
custom storage VM, and then
assign required properties to it.

PATCH

* DELETE: You need to provide
the storage VM key to delete a
particular storage VM.

* PATCH: You need to provide
the storage VM key to modify a
particular storage VM. You also
need to enter the properties
that you want to update, along
with their values.

@ Points to note:

If you have enabled SLO-based workload provisioning on your environment, while creating the storage VM,
ensure that it supports all of the protocols required for provisioning LUNs and file shares on them, for example,
CIFS or SMB, NFS, FCP, and iSCSI. The provisioning workflows might fail if the storage VM does not support
the required services. It is recommended that the services for the respective types of workloads are also
enabled on the storage VM.

If you have enabled SLO-based workload provisioning on your environment, you cannot delete that storage
VM on which storage workloads have been provisioned. When you delete a storage VM on which a CIFS or
SMB server has been configured, this API also deletes the CIFS or SMB server, along with the local Active
Directory configuration. However, the CIFS or SMB server name continues to be in the Active Directory
configuration that you must delete manually from the Active Directory server.

APIs for network elements in your data center

The following APls in the datacenter category retrieve information about the ports and network interfaces in
your environment, specifically the FC ports, FC interfaces, ethernet ports, and IP interfaces.



HTTP verb

GET

GET

GET

GET

Path

/datacenter/network/ethern
et/ports

/datacenter/network/ethern
et/ports/{key}

/datacenter/network/fc/int
erfaces

/datacenter/network/fc/int
erfaces/{key}

/datacenter/network/fc/por
ts

/datacenter/network/fc/por
ts/{key}

/datacenter/network/ip/int
erfaces

/datacenter/network/ip/int
erfaces/{key}

Description

Retrieves information about all the
ethernet ports in your data center
environment. With a port key as an
input parameter, you can view the
information of that specific port.
Information, such as cluster details,
broadcast domain, port details,
such as state, speed, and type, and
whether the port is enabled, is
retrieved.

You can use this method to view
the details of the FC interfaces in
your data center environment. With
an interface key as an input
parameter, you can view the
information of that specific
interface. Information, such as
cluster details, home node details,
and home port details, is retrieved.

Retrieves information about all the
FC ports used in the nodes in your
data center environment. With a
port key as an input parameter, you
can view the information of that
specific port. Information, such as
cluster details, port description,
supported protocol, and the state of
the port is retrieved.

You can use this method to view
the details of the IP interfaces in
your data center environment. With
an interface key as an input
parameter, you can view the
information of that specific
interface. Information, such as
cluster details, IPspace details,
home node details, whether failover
is enabled, is retrieved.

Accessing ONTAP APIs through proxy access

The gateway APIs provide you with the advantage of using the Active 1Q Unified Manager
credentials to run ONTAP REST APIs and managing storage objects. These APIs are
available when the APl Gateway feature is enabled from the Unified Manager web Ul.

Unified Manager REST APIs support only a select set of actions to be performed on the Unified Manager



datasources, that is ONTAP clusters. You can avail the other features through ONTAP APIs. The gateway APIs
allow Unified Manager to be a pass-through interface for tunneling all API requests to be performed on ONTAP
clusters that it manages, without logging in to each data center cluster individually. It performs as a single point
of management for running the APls across the ONTAP clusters managed by your Unified Manager instance.
The API Gateway feature allows Unified Manager to be a single control plane from which you can manage
multiple ONTAP clusters, without logging in to them individually. The gateway APIls enable you to remain
logged in to Unified Manager and manage the ONTAP clusters by running ONTAP REST API operations.

@ All users can run a query by using the GET operation. Application Administrators can run all
ONTAP REST operations.

The gateway acts as a proxy to tunnel the API requests by maintaining the header and body requests in the
same format as in the ONTAP APIs. You can use your Unified Manager credentials and execute the specific
operations to access and manage the ONTAP clusters without passing individual cluster credentials. It
continues to manage the cluster authentication and cluster management, but redirects the API requests to run
directly on the specific cluster. The response returned by the APIs is the same as the response returned by the
respective ONTAP REST APIs executed directly from ONTAP.

HTTP verb Path (URL) Description

GET /gateways This GET method retrieves the list
of all the clusters managed by
Unified Manager that support
ONTAP REST calls. You can verify
the cluster details and choose to
run other methods based on the
cluster UUID or universal unique
identifier (UUID).

The gateway APls
retrieve only those
clusters supported

(i) byoNTAP9SOr
later, and added to
Unified Manager
over HTTPS.



HTTP verb

GET
POST
DELETE
PATCH

OPTIONS (not available on
Swagger)

HEAD (not available on Swagger)

Path (URL)

/gateways/{uuid}/{path}

The value for {uuid}
must be replaced
with the cluster
UUID on which the
REST operation is to
be performed. Also,
ensure that the
UUID is of the
cluster supported by
ONTAP 9.5 or later,
and added to Unified
Manager over
HTTPS. {path} must
be replaced by the
ONTAP REST URL.
You must remove
/api/ from the
URL.

Understanding the APl Gateway tunneling

Description

This is a single point proxy API,
supporting POST, DELETE, PATCH
operations and GET for all the
ONTAP REST APIs. No restrictions
apply on any of the API as long as
it is supported by ONTAP. The
tunnelling or proxy functionality
cannot be disabled.

The OPTIONS method returns all
the operations supported by an
ONTAP REST API. For example, if
an ONTAP API supports only the
GET operation, running the
OPTIONS method by using this
gateway API returns GET as the
response. This method is not
supported on Swagger, but can be
performed on other API tools.

The OPTIONS method determines
whether a resource is available.
This operation can be used to view
the metadata about a resource in
the HTTP response headers. This
method is not supported on
Swagger, but can be performed on
other API tools.

The gateway APls enable you to manage ONTAP objects through Unified Manager. Unified Manager manages
the clusters and authentication details and redirects the requests to the ONTAP REST endpoint. The gateway
API transforms the URL and Hypermedia as the Engine of Application State (HATEOAS) links in the header
and response body with the API gateway base URL. The gateway API acts as the proxy base URL to which
you append the ONTAP REST URL and execute the required ONTAP REST endpoint.

For an ONTAP API to run successfully through API gateway, the APl must be supported by that
@ version of the ONTAP cluster on which it is being run. Running an API that is not supported on
the ONTAP cluster does not return any results.

In this example, the gateway API (proxy base URL) is: /gateways/ {uuid}/

The ONTAP API taken is: /storage/volumes. You need to add the ONTAP API REST URL as the value for

the path parameter.

@ While adding the path, ensure that you have removed the “/” symbol at the beginning of the
URL. For the APl /storage/volumes, add storage/volumes.

The appended URL is: /gateways/{uuid}/storage/volumes



On running the GET operation, the generated URL is the following:
GEThttps://<hostname\>/api/gateways/<cluster UUID\>/storage/volumes

The /api tag of the ONTAP REST URL is removed in the appended URL and that for the gateway APl is
retained.

Sample cURL command

curl -X GET "https://<hostname>/api/gateways/1cd8a442-86dl-11e0-aelc-
9876567890123 /storage/volumes" -H "accept: application/hal+json" -H
"Authorization: Basic <Base64EncodedCredentials>"

The API returns the list of storage volumes in that cluster. The response format is the same as you receive
when you run the same API from ONTAP. The status codes returned are the ONTAP REST status codes.

Setting APl scope

All APls have a context set within the scope of the cluster. APIs that operate on the basis of storage VMs also
have the cluster as the scope, that is, the API operations are performed on a particular storage VM within a
managed cluster. When you run the /gateways/{uuid}/{path} API, ensure that you enter the cluster
UUID (Unified Manager datasource UUID) for the cluster on which you run the operation. For setting the
context to a particular storage VM within that cluster, enter the storage VM key as the X-Dot-SVM-UUID
parameter or the storage VM name as the X-Dot-SVM-Name parameter. The parameter is added as the filter in
the string header and the operation is run within the scope of that storage VM inside that cluster.

Sample cURL command
curl -X GET "https://<hostname>/api/gateways/edf33f90-f75f-11e8-9ed9-
00a098e3215f/storage/volume”" -H "accept: application/hal+json" -H "X-Dot-

SVM-UUID: d9c33ec0-5b61-11e9-8760-00a098e3215£"
-H "Authorization: Basic <Base64EncodedCredentials>"

For more information about using ONTAP REST APls, see ONTAP REST API Automation

Performing administrative tasks by using APIs

You can use the APIs under the administration category to modify backup settings,
verify the backup file information and cluster certificates, and also manage ONTAP
clusters as Active IQ Unified Manager datasources.

(D You must have the Application Administrator role for running these operations. You can also use
the Unified Manager web Ul for configuring these settings.


https://docs.netapp.com/us-en/ontap-automation/index.html

HTTP verb

GET

PATCH

GET

GET

10

Path

/admin/backup-settings

/admin/backup-settings

/admin/backup-file-info

/admin/datasource-
certificate

Description

You can use the GET method to
view the settings of the backup
schedule configured in Unified
Manager by default. You can verify
the following:

* Whether the schedule is
enabled or disabled

* Frequency of the backup
scheduled (daily or weekly)

+ Time of the backup

* Maximum number of backup
files that should be retained in
the application

The time of the backup is in server
time zone.

The database backup settings are
available on Unified Manager by
default, and you cannot create a
backup schedule. However, you
can use the PATCH method to
modify the default settings.

A backup dump file is generated
every time the backup schedule is
modified for Unified Manager. You
can use this method to verify
whether the backup file is
generated according to the
modified backup settings, and
whether the information on the file
matches the modified settings.

You can use this method to view
the datasource (cluster) certificate
from the trust store. Validating the
certificate is required before adding
an ONTAP cluster as a Unified
Manager datasource.



HTTP verb Path Description

GET /admin/datasources/cluster You can use the GET method to
s retrieve the details of the

POST datasources (ONTAP clusters)
/admin/datasources/cluster Mmanaged by Unified Manager.

PATCH s/ {key}

You can also add a new cluster to

DELETE Unified Manager as a datasource.
For adding a cluster, you must
know its host name, user name,
and password.

For modifying and deleting a
cluster managed as a datasource
by Unified Manager, use the
ONTARP cluster key.

Managing users by using APIs

You can use the APIs in the security category to control user access to selected
cluster objects in Active IQ Unified Manager. You can add local users or database users.
You can also add remote users or groups that belong to an authentication server. Based
on the privileges of the roles that you assign to the users, they can manage the storage
objects or view the data in Unified Manager.

@ You must have the Application Administrator role for running these operations. You can also use
the Unified Manager web Ul for configuring these settings.

The APIs under the security category use the users parameter, that is the user name, and not the key
parameter as the unique identifier for the user entity.

HTTP verb Path Description

GET /security/users You can use these methods to get
the details of users or add new

POST /security/users user to Unified Manager.

You can add specific roles to the
users based on their user types.
While adding users, you must
provide passwords for the local
user, maintenance user, and
database user.

11



HTTP verb Path Description

GET /security/users/{name} The GET method enables you to
retrieve all the details of a user,

PATCH such as the name, email address,
role, authorization type. The

DELETE PATCH method enables you to

update the details. The DELETE
method enables you to remove the
user.

Viewing performance metrics by using APIs

Active 1Q Unified Manager provides you with a set of APIs under the /datacenter
category that enable you to view the performance data of your clusters and storage
objects in a data center. These APIs retrieve the performance data of the different storage
objects such as clusters, nodes, LUNs, volumes, aggregates, storage VMs, FC
interfaces, FC ports, Ethernet ports, and IP interfaces.

The /metrics and /analytics APls give different views of the performance metrics, using which, you can
drill down to different levels of details for the following storage objects in your data center:

* clusters

* nodes

« storage VMs

* aggregates

* volumes

* LUNs

* FC interfaces

* FC ports

» Ethernet ports

* |IP interfaces

The following table draws a comparison between the /metrics and /analytics APIs with respect to the
particulars of the performance data retrieved.

Metrics Analytics

Performance details for a single object. For example, Performance details for multiple objects of the same
the type in a data center. For example, the
/datacenter/cluster/clusters/{key}/metr /datacenter/cluster/clusters/analytics
ics APl requires the cluster key to be entered as the API retrieves the collective metrics of all the clusters
path parameter for retrieving the metrics for that in a data center.

specific cluster.

12



Metrics

Performance metrics sample for a storage object
based on the time interval parameter for retrieval.

Basic details of the object are retrieved, such as
details of a node or cluster.

Accumulated counters, such as minimum, maximum,
95th percentile, and the average performance values
over a period of time are retrieved for a single object,
such as read, write, total, and other counters.

Analytics

The high-level aggregated value of performance for a
certain type of storage object for a certain period
(above 72 hours).

No specific details are retrieved.

A single aggregated value is displayed for all the
objects of the same type.

13



Metrics

The time range and sample data is based on the
following schedule: The time range for the data.
Examples can be 1h, 12h, 1d, 2d, 3d, 15d, 1w, 1m,
2m, 3m, 6m. You get 1 hour samples if the range is

more than 3 days (72 hr) else it is 5 minutes samples.

The period for each time range is as follows:

* 1h: Metrics over the most recent hour sampled

over 5 minutes.

12h: Metrics over the most recent 12 hours
sampled over 5 minutes.

1d: Metrics over the most recent day sampled
over 5 minutes.

2d: Metrics over the most recent 2 days sampled
over 5 minutes.

3d: Metrics over the most recent 3 days sampled
over 5 minutes.

15d: Metrics over the most recent 15 days
sampled over 1 hour.

1w: Metrics over the most recent week sampled
over 1 hour.

1m: Metrics over the most recent month sampled
over 1 hour.

2m: Metrics over the most recent 2 months
sampled over 1 hour.

3m: Metrics over the most recent 3 months
sampled over 1 hour.

6m: Metrics over the most recent 6 months
sampled over 1 hour.

Available values : 1h, 12h, 1d, 2d, 3d, 15d, 1w,
1m, 2m, 3m, 6m

Default value : 1h

Output sample for metrics APls

Analytics

Above 72 hours. The duration over which this sample
is calculated are represented in the ISO-8601
standard format.

For example, the /datacenter/cluster/nodes/{key}/metrics API retrieves the following details
(among others) for a node:

14
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"iOpS": {

The 95 percentile in the summary value indicates that 95% of the samples collected for the
period have a counter value less than the value specified as the 95 percentile.



"local": {
"other": 100.53,
"read": 100.53,
"total": 100.53,
"write": 100.53
by
"other": 100.53,
"read": 100.53,
"total": 100.53,
"write": 100.53
by
"latency": {
"other": 100.53,
"read": 100.53,
"total": 100.53,
"write": 100.53
y
"performance capacity": {
"available iops percent": O,
"free percent": O,
"system workload percent": 0,
"used percent": O,
"user workload percent": 0
by
"throughput": {
"other": 100.53,
"read": 100.53,
"total": 100.53,
"write": 100.53

br
"timestamp": "2018-01-01T12:00:00-04:00",
"utilization percent": O
}
I
"start time": "2018-01-01T12:00:00-04:00",
"summary": {
"iops": {
"local iops": {
"other": {
"95th percentile": 28,
"avg": 28,
"max": 28,
"min": 5
by
"read": {

"95th percentile": 28,



"avg

"max":

"min":
br
"total":

28,
28,
5

{

"95th percentile": 28,

LAl avg
"max" :

min
by

"write":

28,
28,
5

{

"95th percentile": 28,

\AJ avg
"max" :

min
}

by

28,
28,
5

Output sample for analytics APIs

For example, the /datacenter/cluster/nodes/analytics APl retrieves the following values (among
others) for all the nodes:

16



{ "iops": 1.7471,
"latency": 60.0933,
"throughput": 5548.4678,
"utilization percent": 4.8569,
"period": 72,
"performance capacity": {
"used percent": 5.475,
"available iops percent": 168350
br
"node": {
"key": "37387241-8b57-11e9-8974-
00a098e0219%a:type=cluster node,uuid=95f94e8d-8b4e-11e9-8974-00a098e0219%a",

"uuid": "95f94e8d-8b4e-11e9-8974-00a098e0219%a",
"name": "ocum-infinity-01",
" links": {
"self": {
"href": "/api/datacenter/cluster/nodes/37387241-8b57-11e9-8974-

00a098e0219%a:type=cluster node,uuid=95f94e8d-8b4e-11e9-8974-00a098e0219%a™"
}
}
by
"cluster": {
"key": "37387241-8b57-11e9-8974-
00a098e0219%a:type=cluster,uuid=37387241-8b57-11e9-8974-00a098e0219%a",
"uuid": "37387241-8b57-11e9-8974-00a098e0219%a",

"name": "ocum-infinity",
" links": {
"self": {
"href": "/api/datacenter/cluster/clusters/37387241-8b57-11e9-

8974-00a098e0219%a:type=cluster,uuid=37387241-8b57-11e9-8974-00a098e0219a"
bo

" links": {
"self": {
"href": "/api/datacenter/cluster/nodes/analytics"

}
}y

List of the available APIs

The following table describes the /metrics and /analytics APIs in details.

@ The IOPS and performance metrics returned by these APIs are double values, for example
100.53. Filtering these float values by the pipe (]) and wildcard (*) characters is not supported.

17



HTTP Verb

GET

GET

GET

GET

GET

18

Path

/datacenter/cluster/cluste
rs/{key}/metrics

/datacenter/cluster/cluste
rs/analytics

/datacenter/cluster/nodes/
{key}/metrics

/datacenter/cluster/nodes/
analytics

/datacenter/storage/aggreg
ates/{key}/metrics

Description

Retrieves performance data
(sample and summary) for a cluster
specified by the input parameter of
the cluster key. Information, such
as the cluster key and UUID, time
range, IOPS, throughput, and the
number of samples is returned.

Retrieves high-level performance
metrics for all the clusters in a data
center. You can filter your results
based on the required criteria.
Values, such as aggregated IOPS,
throughput, and the period of
collection (in hours) are returned.

Retrieves performance data
(sample and summary) for a node
specified by the input parameter of
the node key. Information, such as
the node UUID, time range,
summary of the IOPS, throughput,
latency, and performance, the
number of samples collected, and
percentage utilized is returned.

Retrieves high-level performance
metrics for all the nodes in a data
center. You can filter your results
based on the required criteria.
Information, such as node and
cluster keys, and values, such as
aggregated IOPS, throughput, and
the period of collection (in hours)
are returned.

Retrieves performance data
(sample and summary) for an
aggregate specified by the input
parameter of the aggregate key.
Information, such as the time
range, summary of the IOPS,
latency, throughput, and
performance capacity, the number
of samples collected for each
counter, and percentage utilized is
returned.



HTTP Verb

GET

GET

GET

GET

Path

/datacenter/storage/aggreg
ates/analytics

/datacenter/storage/luns/ {
key}/metrics

/datacenter/storage/volume
s/{key}/metrics

/datacenter/storage/luns/a
nalytics

/datacenter/storage/volume
s/analytics

/datacenter/svm/svms/{key}
/metrics

Description

Retrieves high-level performance
metrics for all the aggregates in a
data center. You can filter your
results based on the required
criteria. Information, such as
aggregate and cluster keys, and
values, such as aggregated IOPS,
throughput, and the period of
collection (in hours) are returned.

Retrieves performance data
(sample and summary) for a LUN
or a file share (volume) specified by
the input parameter of the LUN or
volume key. Information, such as
the summary of the minimum,
maximum, and average of the read,
write, and total IOPS, latency, and
throughput, and the number of
samples collected for each counter
is returned.

Retrieves high-level performance
metrics for all the LUNs or volumes
in a data center. You can filter your
results based on the required
criteria. Information, such as
storage VM and cluster keys, and
values, such as aggregated IOPS,
throughput, and the period of
collection (in hours) are returned.

Retrieves performance data
(sample and summary) for a
storage VM specified by the input
parameter of the storage VM key.
Summary of the IOPS based on
each supported protocol, such as
nvmf, fcp, iscsi, andnfs,
throughput, latency, and the
number of samples collected are
returned.
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HTTP Verb

GET

GET

GET

GET
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Path

/datacenter/svm/svms/analy
tics

/datacenter/network/ethern
et/ports/{key}/metrics

/datacenter/network/ethern
et/ports/analytics

/datacenter/network/fc/int
erfaces/{key}/metrics

Description

Retrieves high-level performance
metrics for all the storage VMs in a
data center. You can filter your
results based on the required
criteria. Information, such as
storage VM UUID, aggregated
IOPS, latency, throughput, and the
period of collection (in hours) are
returned.

Retrieves the performance metrics
for a specific ethernet port specified
by the input parameter of the port
key. When an interval (time range)
is provided from the supported
range, the API returns the
accumulated counters, such as
minimum, maximum, and the
average performance values over
the period of time.

Retrieves the high-level
performance metrics for all the
ethernet ports in your data center
environment. Information, such as
the cluster and node key and
UUID, throughput, period of
collection, and utilization percent
for the ports is returned. You can
filter the result by the available
parameters, such as the port key,
utilization percent, cluster and node
name and UUID, and so forth.

Retrieves the performance metrics
for a specific network FC interface
specified by the input parameter of
the interface key. When an interval
(time range) is provided from the
supported range, the API returns
the accumulated counters, such as
minimum, maximum, and the
average performance values over
the period of time.



HTTP Verb

GET

GET

GET

GET

Path

/datacenter/network/fc/int
erfaces/analytics

/datacenter/network/fc/por
ts/{key}/metrics

/datacenter/network/fc/por
ts/analytics

/datacenter/network/ip/int
erfaces/{key}/metrics

Description

Retrieves the high-level
performance metrics for all the
ethernet ports in your data center
environment. Information, such as
the cluster and FC interface key
and UUID, throughput, IOPS,
latency, and storage VM is
returned. You can filter the result by
the available parameters, such as
the cluster and FC interface name
and UUID, storage VM, throughput,
and so forth.

Retrieves the performance metrics
for a specific FC port specified by
the input parameter of the port key.
When an interval (time range) is
provided from the supported range,
the API returns the accumulated
counters, such as minimum,
maximum, and the average
performance values over the period
of time.

Retrieves the high-level
performance metrics for all the FC
ports in your data center
environment. Information, such as
the cluster and node key and
UUID, throughput, period of
collection, and utilization percent
for the ports is returned. You can
filter the result by the available
parameters, such as the port key,
utilization percent, cluster and node
name and UUID, and so forth.

Retrieves the performance metrics
for a network IP interface as
specified by the input parameter of
the interface key. When an interval
(time range) is provided from the
supported range, the API returns
information, such as the number of
samples, accumulated counters,
throughput, and the number of
packets received and transmitted.
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HTTP Verb Path Description

GET /datacenter/network/ip/int Retrieves the high-level

erfaces/analytics performance metrics for all the
network IP interfaces in your data
center environment. Information,
such as the cluster and IP interface
key and UUID, throughput, IOPS,
and latency is returned. You can
filter the result by the available
parameters, such as the cluster
and IP interface name and UUID,
IOPS, latency, throughput, and so
forth.

Viewing Jobs and system details

You can use the jobs APl under the management-server category to view the
execution details of asynchronous operations. The system APl under the management-
server category enables you to view the instance details in your Active 1Q Unified
Manager environment.

Viewing Jobs

In Active 1Q Unified Manager, operations, such as adding and modifying resources are performed by
synchronous and asynchronous API invocations. Invocations that are scheduled for asynchronous execution
can be tracked by a Job object created for that invocation. Each Job object has a unique key for identification.
Each Job object returns the Job object URI for you to access and track the progress of the job. You can use
this API for retrieving the details of each execution.

By using this API, you can query all the Job objects for you data center, including historical data. Querying all
the jobs, by default, returns the details of the last 20 jobs triggered through the web Ul and APl interface. Use
the inbuilt filters to view specific Jobs. You can also use the Job key to query the details of a specific job and
run the next set of operations on the resources.

Category HTTP verb Path Description
management-server GET /management - Returns the job details of
server/jobs all the jobs. Without any

sort order, the last
submitted Job object is
returned on top.

management-server GET /management- Returns the details of the
server/jobs/ {key} specific Job object.

Enter the job key of the

Job object to view the
specific details of that job.
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Viewing system details

By using the /management-server/systemAPI, you can query the instance-specific details of your Unified
Manager environment. The API returns information about the product and services, such as the version of
Unified Manager installed on your system, UUID, vendor name, host OS, and the name, description, and
status of the services running on the Unified Manager instance.

Category HTTP verb Path Description
management-server GET /management-— No input parameter is
server/system required for running this

API. The system details of
the current Unified
Manager instance are
returned by default.

Managing events and alerts by using APls

The events, alerts, and scripts APIs under the management-server category
enable you to manage the events, alerts, and the scripts associated with the alerts in your
Active 1Q Unified Manager environment.

Viewing and modifying events

Unified Manager receives the events that are generated on ONTAP for the clusters monitored and managed by
Unified Manager. By using these APIs, you can view the events generated for your clusters, and resolve and
update them.

By running the GET method for the /management-server/events API, you can query the events in your
data center, including historical data. Use the inbuilt filters, such as name, impact level, impact area, severity,
state, resource name, and resource type, to view specific events. The resource type and area parameters
return information about the storage object on which the event has occurred, and the impact area returns the
information about the issue for which the event is raised, such as availability, capacity, configuration, security,
protection, and performance.

By running the PATCH operation for this API, you can enable the resolution workflow for the event. You can
assign an event to yourself or another user and acknowledge the receipt of the event. On performing the steps
on the resources to resolve the issue that triggered the event, you can use this API to mark the event as
resolved.

For more information about events, see Managing events.
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Category HTTP verb
management-server GET
management-server PATCH

Managing alerts

Path

/management-—
server/events
/management-
server/events/{key}

management-
server/events/{key}

Description

When you run the Get
ALL method, the
response body consists of
the event details of the all
the events in your data
center. When you retrieve
the event details by a
specific key, you can view
the details of a specific
event and run the next set
of operations on the
resources. The response
body consists of the
details of that event.

Run this API to assign an
event or change the state
to acknowledged or
resolved. You can also
use this method to assign
the event to yourself or
another user. It is a
synchronous operation.

Events are automatically and continuously generated. Unified Manager generates an alert only when an event
meets certain filter criteria. You can select the events for which alerts should be generated. By using the
/management-server/alerts API, you can configure alerts to send notifications automatically when

specific events or events of certain severity types occur.

For more information about alerts, see Managing alerts.

HTTP verb
GET

Category

management-server
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Path

/management -
server/alerts
/management-
server/alerts/{key}

Description

Query all the existing
alerts in your environment
or a specific alert, by
using the alert key. You
can view the information
about the alerts generated
in your environment such
as the alert description,
action, email ID to which
the notification is sent,
event and severity.
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Category

management-server

management-server

HTTP verb
POST

PATCH and DELETE

Path

/management-—
server/alerts

management-
server/events/{key}

Description

This method enables you
to add alerts for specific
events. You must add the
alert name, the physical
or logical resource, or
event on which the alert is
applicable, whether the
alert is enabled, and
whether you are issuing
SNMP traps. You can add
additional details for
which you want to
generate the alert, such
as the action, notification
email ID, the script
details, in case you are
adding an alert script, and
so forth.

You can use these
methods to modify and
delete specific alerts. You
can modify different
attributes, such as
description, name, and
enabling and disabling the
alert. You can delete an
alert when the alert is no
longer required.

While selecting a resource for adding an alert, note that selecting a cluster as the resource does

@ not automatically select the storage objects within that cluster. For example, if you create an
alert for all the critical events for all clusters, you will receive alerts only for cluster critical events.
You will not receive alerts for critical events on nodes, aggregates, and so forth.

Managing scripts

By using the /management-server/scripts API, you can also associate an alert with a script that is
executed when an alert is triggered. You can use scripts to automatically modify or update multiple storage
objects in Unified Manager. The script is associated with an alert. When an event triggers an alert, the script is
executed. You can upload custom scripts and test their execution when an alert is generated. You can
associate an alert with your script so that the script is executed when an alert is raised for an event in Unified

Manager.

For more information about scripts, see Managing scripts.
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Category HTTP verb Path Description

management-server GET /management-— Use this API to query all

server/scripts the existing scripts in your
environment. Use the
standard filter and order
by operations to view only
specific scripts.

management-server POST /management- Use this API to add a
server/scripts deSCfiptiOﬂ for the SCfipt
and upload the script file
associated with an alert.

Managing workloads by using APIs

The APIs described here cover various functions of storage administration, such as
viewing storage workloads, creating LUNs and file shares, managing Performance
Service Levels and Storage Efficiency Policies, and assigning the policies on storage
workloads.

Viewing storage workloads by using APIs

The APIs listed here enable you to view a consolidated list of storage workloads for all of
the ONTAP clusters in your data center. The APIs also provide a summary view of the
number of the storage workloads provisioned in your Active 1Q Unified Manager
environment, and their capacity and performance (IOPS) statistics.

View storage workloads

You can use the following method to view all the storage workloads in all the clusters in your data center. For
information about filtering the response based on specific columns, see the API reference documentation
available in your Unified Manager instance.

Category HTTP verb Path

storage-provider GET /storage-
provider/workloads

View storage workloads summary

You can use the following method to assess the used capacity, available capacity, used IOPS, available IOPS,
and number of storage workloads managed by each Performance Service Level. The storage workloads
displayed can be for any LUN, NFS file share, or CIFS share. The API provides a storage workloads overview,
an overview of the storage workloads provisioned by the Unified Manager, a data center overview, an overview
of the total, used, and available space and IOPS in the data center, in terms of the assigned Performance
Service Levels. The information received in response to this APl is used to populate the dashboard in the
Unified Manager UL.
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Category HTTP verb Path

storage-provider GET /storage-
provider/workloads-summary

Managing access endpoints by using APIs

You need to create access endpoints or logical interfaces (LIFs), which are required for
provisioning Storage Virtual Machines (SVMs), LUNs, and file shares. You can view,
create, modify, and delete the access endpoints for the SVMs, LUNSs, or file shares in
your Active 1Q Unified Manager environment.

View access endpoints

You can view a list of the access endpoints in your Unified Manager environment by using the following
method. To query a list of access endpoints of a particular SVM, LUN, or file share, you need to enter the
unique identifier for the SVM, LUN, or file share. You can also enter the unique access endpoint key to retrieve
the details of the particular access endpoint.

Category HTTP verb Path
storage-provider GET /storage-provider/access-
endpoints

/storage-provider/access-
endpoints/{key}

Add access endpoints

You can create custom access endpoints and assign required properties to it. You must enter the details of the
access endpoint that you want to create as the input parameters. You can use this API, or the System Manager
or ONTAP CLI to create an access endpoint on each node. Both IPv4 and IPv6 addresses are supported for
access endpoints creation.

You must configure your SVM with a minimum number of access endpoints per node for

@ successful provisioning of LUNs and file shares. You should configure your SVM with at least
two access endpoints per node, one supporting CIFS and/or NFS protocol, another supporting
iSCSI or FCP protocol.

Category HTTP verb Path
storage-provider POST /storage-provider/access—
endpoints

Delete access endpoints

You can delete a specific access endpoint by using the following method. You need to provide the access
endpoint key as an input parameter to delete a particular access endpoint.
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Category HTTP verb Path

storage-provider DELETE /storage-provider/access—
endpoints/{key}

Modify access endpoints

You can modify an access endpoint and update its properties by using the following method. You need to
provide the access endpoint key to modify a particular access endpoint. You also need to enter the property

that you want to update, along with its value.

Category HTTP verb Path

storage-provider PATCH /storage-provider/access-
endpoints/{key}

Managing Active Directory mapping by using APIs

You can use the APIs listed here to manage Active Directory mappings on the SVM that
are required for provisioning CIFS shares on the SVMs. Active Directory mappings need
to be configured for mapping the SVMs with ONTAP.

View Active Directory mappings

You can view the configuration details of the Active Directory mappings for an SVM by using the following
method. For viewing the Active Directory mappings on an SVM, you need to enter the SVM key. For querying

the details of a particular mapping, you must enter the mapping key.

Category HTTP verb Path

storage-provider GET /storage-provider/active-
directories-mappings

/storage-provider/active-
directories-mappings/{key}

Add Active Directory mapping

You can create Active Directory mappings on an SVM by using the following method. You must enter the
mapping details as the input parameters.

Category HTTP verb Path

storage-provider POST /storage-provider/active-
directories-mappings
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Managing file shares by using APIs

You can use the /storage-provider/file-shares API to view, add, modify, and
delete the CIFS and NFS file share volumes in your data center environment.

Before provisioning the file share volumes, ensure that the SVM has been created and provisioned with the
supported protocols. If you are assigning Performance Service Levels (PSLs) or Storage Efficiency Policies
(SEPs), while provisioning, the PSLs or SEPs should be created before creating the file shares.

View file shares

You can use the following method to view the file share volumes available in your Unified Manager
environment. When you have added an ONTAP cluster as a datasource on Active 1Q Unified Manager, the
storage workloads for those clusters are automatically added to your Unified Manager instance. This API
retrieves the file shares automatically and manually added to your Unified Manager instance. You can view the
details of a specific file share by running this APl with the file share key.

Category HTTP verb Path
storage-provider GET /storage-provider/file-
shares

/storage-provider/file-
shares/{key}

Add file shares

You can use the following method to add CIFS and NFS file shares in your SVM. You must enter the details of
the file share that you want to create, as the input parameters. You cannot use this API for adding FlexGroup
volumes.

Category HTTP verb Path
storage-provider POST /storage-provider/file-
shares

Depending on whether the access control list (ACL) parameters or the export policy parameters

@ are provided, CIFS shares or NFS file shares are created. If you do not provide the values for
the ACL parameters, CIFS shares are not created, and NFS shares are created by default,
providing access to all.

Creating data-protection volumes: When you add file shares to your SVM, the type of the volume that is
mounted, by default, is rw (read-write). For creating data-protection (DP) volumes, specify dp as the value for
the type parameter.

Delete file shares

You can use the following method to delete a specific file share. You need to enter the file share key as an
input parameter to delete a particular file share.

29



Category HTTP verb Path

storage-provider DELETE /storage-provider/file-
shares/{key}

Modify file shares

You can use the following method to modify a file share and update its properties.

You need to provide the file share key to modify a particular file share. Additionally, you need to enter the
property that you want to update, along with its value.

@ Note that you can update only one property at a single invocation of this API. For multiple
updates, you need to run this APl as many times.

Category HTTP verb Path

storage-provider PATCH /storage-provider/file-
shares/{key}

Managing LUNs by using APIs

You can use the /storage-provider/luns API to view, add, modify, and delete the
LUNSs in your data center environment.

Before provisioning the LUNs, ensure that the SVM has been created and provisioned with the supported
protocols. If you are assigning Performance Service Levels (PSLs) or Storage Efficiency Policies (SEPs), while
provisioning, the PSLs or SEPs should be created before creating the LUN.

View LUNs

You can use the following method to view the LUNSs in your Unified Manager environment. When you have
added an ONTAP cluster as a datasource on Active I1Q Unified Manager, the storage workloads for those
clusters are automatically added to your Unified Manager instance. This API retrieves all the LUNs
automatically and manually added to your Unified Manager instance. You can view the details of a specific
LUN by running this API with the LUN key.

Category HTTP verb Path
storage-provider GET /storage-provider/luns
/storage-

provider/luns/{key}

Add LUNs

You can use the following method to add LUNSs to your SVMs.
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Category HTTP verb Path

/storage-provider/luns

storage-provider POST

In your cURL request, if you provide a value for the optional parameter volume_name_tag in the

@ input, then that value is used while naming the volume during the LUN creation. This tag
enables searching the volume easily. If you provide the volume key in the request, the tagging is

skipped.

Delete LUNs
You can use the following method to delete a specific LUN. You need to provide the LUN key to delete a
particular LUN.

If you have created a volume in ONTAP and then provisioned LUNs through Unified Manager on
that volume, when you delete all of the LUNs by using this API, the volume also gets deleted

from the ONTAP cluster.

Category HTTP verb Path

storage-provider DELETE /storage-
provider/luns/{key}

Modify LUNs

You can use the following method to modify a LUN and update its properties. You need to provide the LUN key
to modify a particular LUN. You also need to enter the LUN property that you want to update, along with its
value. For updating LUN arrays by using this API, you should review the recommendations in

“‘Recommendations for using the APIs”.

@ You can update only one property at a single invocation of this APIl. For multiple updates, you
need to run this APl as many times.

Category HTTP verb Path

storage-provider PATCH /storage-
provider/luns/{key}

Managing Performance Service Levels by using APIs

You can view, create, modify, and delete Performance Service Levels by using the
storage provider APIs for on your Active IQ Unified Manager.

View Performance Service Levels

You can use the following method to view the Performance Service Levels for assigning them to storage
workloads. The API lists all of the system-defined and user-created Performance Service Levels, and retrieves
the attributes of all of the Performance Service Levels. If you want to query a specific Performance Service
Level, you need to enter the unique ID of the Performance Service Level to retrieve its details.
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Category HTTP verb Path

storage-provider GET /storage-

provider/performance-
service-levels

/storage-
provider/performance-
service-levels/{key}

Add Performance Service Levels

You can use the following method to create custom Performance Service Levels and assign them to your
storage workloads if the system-defined Performance Service Levels do not meet the required service level
objectives (SLOs) for the storage workloads. Enter the details for the Performance Service Level that you want
to create. For the IOPS properties, ensure that you enter valid range of values.

Category HTTP verb Path

storage-provider POST /storage-

provider/performance-
service-levels

Delete Performance Service Levels

You can use the following method to delete a specific Performance Service Level. You cannot delete a
Performance Service Level if it is assigned to a workload, or if it is the only available Performance Service
Level. You need to provide the unique ID of the Performance Service Level as an input parameter to delete a
particular Performance Service Level.

Category HTTP verb Path
storage-provider DELETE /storage-

provider/performance-
service-levels/{key}

Modify Performance Service Levels

You can use the following method to modify a Performance Service Level and update its properties. You
cannot modify a Performance Service Level that is system-defined or is assigned to a workload. You need to
provide the unique ID of the to modify a particular Performance Service Level. You must also enter the IOPS
property that you want to update, along with a valid value.

Category HTTP verb Path

storage-provider PATCH /storage-

provider/performance-
service-levels/{key}
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Viewing aggregate capabilities based on Performance Service Levels

You can use the following method to query the aggregate capabilities based on Performance Service Levels.
This API returns the list of aggregates available in your data center and indicates the capabilities in terms of
the Performance Service Levels that can be supported in those aggregates. While provisioning workloads on a
volume, you can view the capability of an aggregate to support a particular Performance Service Level, and
provision workloads based on that capability. Your ability to specify the aggregate is available only when you
are provisioning a workload by using APlIs. This functionality is not available on the Unified Manager web UI.

Category HTTP verb Path

storage-provider GET /storage-
provider/aggregate-
capabilities

/storage-
provider/aggregate-
capabilities/{key}

Managing Storage Efficiency Policies by using APIs

You can view, create, modify, and delete Storage Efficiency Policies by using the storage
provider APIs.

Note the following points:

* It is not mandatory to assign a Storage Efficiency Policy while creating a workload on Unified
Manager.

@ * You cannot unassign a Storage Efficiency Policy from a workload after a policy is assigned
toit.

* If a workload has some storage settings specified on ONTAP volumes, such as
deduplication and compression, those settings can be overwritten by the settings specified
in the Storage Efficiency Policy that you apply when you add the storage workloads on
Unified Manager.

View Storage Efficiency Policies

You can use the following method to view the Storage Efficiency Policies before assigning them to storage
workloads. This API lists all of the system-defined and user-created Storage Efficiency Policies, and retrieves
the attributes of all of the Storage Efficiency Policies. If you want to query a specific Storage Efficiency Policy,
you need to enter the unique ID of the policy to retrieve its details.

Category HTTP verb Path

storage-provider GET /storage-provider/storage-
efficiency-policies

/storage-provider/storage-
efficiency-policies/{key}
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Add Storage Efficiency Policies

You can use the following method to create custom Storage Efficiency Policies, and assign them to your
storage workloads if the system-defined policies do not meet the provisioning requirements for your storage
workloads. Enter the details of the Storage Efficiency Policy that you want to create, as input parameters.

Category HTTP verb Path

storage-provider POST /storage-provider/storage-
efficiency-policies

Delete Storage Efficiency Policies

You can use the following method to delete a specific Storage Efficiency Policy. You cannot delete a Storage
Efficiency Policy if it is assigned to a workload, or if it is the only available Storage Efficiency Policy. You need
to provide the unique ID of the Storage Efficiency Policy as an input parameter to delete a particular Storage
Efficiency Policy.

Category HTTP verb Path

storage-provider DELETE /storage-provider/storage-
efficiency-policies/{key}

Modify Storage Efficiency Policies

You can use the following method to modify a Storage Efficiency Policy and update its properties. You cannot
modify a Storage Efficiency Policy that is system-defined or is assigned to a workload. You need to provide the
unique ID of the Storage Efficiency Policy to modify a particular Storage Efficiency Policy. Additionally, you
need to provide the property that you want to update, along with its value.

Category HTTP verb Path

storage-provider PATCH /storage-provider/storage-
efficiency-policies/{key}
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