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Collecting data and monitoring workload
performance

Unified Manager collects and analyzes workload activity every 5 minutes to identify

performance events, and it detects configuration changes every 15 minutes. It retains a

maximum of 30 days of 5-minute historical performance and event data, and it uses this

data to forecast the expected latency range for all monitored workloads.

Unified Manager must collect a minimum of 3 days of workload activity before it can begin its analysis and

before the latency forecast for I/O response time can be displayed on the Workload Analysis page and in the

Event details page. While this activity is being collected, the latency forecast does not display all changes

occurring from workload activity. After collecting 3 days of activity, Unified Manager adjusts the latency forecast

every 24 hours at 12:00 a.m., to reflect workload activity changes and establish a more accurate dynamic

performance threshold.

During the first 4 days that Unified Manager is monitoring a workload, if more than 24 hours have passed since

the last data collection, the latency charts will not display the latency forecast for that workload. Events

detected prior to the last collection are still available.

Daylight savings time (DST) changes the system time, which alters the latency forecast of

performance statistics for monitored workloads. Unified Manager immediately begins to correct

the latency forecast, which takes approximately 15 days to complete. During this time you can

continue to use Unified Manager, but, since Unified Manager uses the latency forecast to detect

dynamic events, some events might not be accurate. Events detected prior to the time change

are not affected.

Types of workloads monitored by Unified Manager

You can use Unified Manager to monitor the performance of two types of workloads:

user-defined and system-defined.

• User-defined workloads

The I/O throughput from applications to the cluster. These are processes involved in read and write

requests. A volume, LUN, NFS share, SMB/CIFS share, and a workload is a user-defined workload.

Unified Manager only monitors the workload activity on the cluster. It does not monitor the

applications, the clients, or the paths between the applications and the cluster.

If one or more of the following is true for a workload, it cannot be monitored by Unified Manager:

◦ It is a data protection (DP) copy in read-only mode. (DP volumes are monitored for user-generated

traffic.)

◦ It is an offline data clone.

◦ It is a mirrored volume in a MetroCluster configuration.

• System-defined workloads

The internal processes involved with storage efficiency, data replication, and system health, including:

1



◦ Storage efficiency, such as deduplication

◦ Disk health, which includes RAID reconstruct, disk scrubbing, and so on

◦ Data replication, such as SnapMirror copies

◦ Management activities

◦ File system health, which includes various WAFL activities

◦ File system scanners, such as WAFL scan

◦ Copy offload, such as offloaded storage efficiency operations from VMware hosts

◦ System health, such as volume moves, data compression, and so on

◦ Unmonitored volumes

Performance data for system-defined workloads is displayed in the GUI only when the cluster component used

by these workloads is in contention. For example, you cannot search for the name of a system-defined

workload to view its performance data in the GUI.

Workload performance measurement values

Unified Manager measures the performance of workloads on a cluster based on historical

and expected statistical values, which form the latency forecast of values for the

workloads. It compares the actual workload statistical values to the latency forecast to

determine when workload performance is too high or too low. A workload that is not

performing as expected triggers a dynamic performance event to notify you.

In the following illustration, the actual value, in red, represents the actual performance statistics in the time

frame. The actual value has crossed the performance threshold, which is the upper bounds of the latency

forecast. The peak is the highest actual value in the time frame. The deviation measures the change between

the expected values (the forecast) and the actual values, while the peak deviation indicates the largest change

between the expected values and the actual values.

The following table lists the workload performance measurement values.
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Measurement Description

Activity The percentage of the QoS limit used by the

workloads in the policy group.

If Unified Manager detects a change to

a policy group, such as adding or

removing a volume or changing the

QoS limit, the actual and expected

values might exceed 100% of the set

limit. If a value exceeds 100% of the

set limit it is displayed as >100%. If a

value is less than 1% of the set limit it

is displayed as <1%.

Actual The measured performance value at a specific time

for a given workload.

Deviation The change between the expected values and the

actual values. It is the ratio of the actual value minus

the expected value to the upper value of the expected

range minus the expected value.

A negative deviation value indicates

that workload performance is lower

than expected, while a positive

deviation value indicates that workload

performance is higher than expected.

Expected The expected values are based on the analysis of

historical performance data for a given workload.

Unified Manager analyzes these statistical values to

determine the expected range (latency forecast) of

values.

Latency Forecast (Expected Range) The latency forecast is a prediction of what the upper

and lower performance values are expected to be at a

specific time. For the workload latency, the upper

values form the performance threshold. When the

actual value crosses the performance threshold,

Unified Manager triggers a dynamic performance

event.

Peak The maximum value measured over a period of time.

Peak Deviation The maximum deviation value measured over a

period of time.
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Measurement Description

Queue Depth The number of pending I/O requests that are waiting

at the interconnect component.

Utilization For the network processing, data processing, and

aggregate components, the percentage of busy time

to complete workload operations over a period of

time. For example, the percentage of time for the

network processing or data processing components to

process an I/O request or for an aggregate to fulfill a

read or write request.

Write Throughput The amount of write throughput, in Megabytes per

second (MB/s), from workloads on a local cluster to

the partner cluster in a MetroCluster configuration.

What the expected range of performance is

The latency forecast is a prediction of what the upper and lower performance values are

expected to be at a specific time. For the workload latency, the upper values form the

performance threshold. When the actual value crosses the performance threshold,

Unified Manager triggers a dynamic performance event.

For example, during regular business hours between 9:00 a.m. and 5:00 p.m., most employees might check

their email between 9:00 a.m. and 10:30 a.m. The increased demand on the email servers means an increase

in workload activity on the back-end storage during this time. Employees might notice slow response time from

their email clients.

During the lunch hour between 12:00 p.m. and 1:00 p.m. and at the end of the work day after 5:00 p.m., most

employees are likely away from their computers. The demand on the email servers typically decreases, also

decreasing the demand on back-end storage. Alternatively, there could be scheduled workload operations,

such as storage backups or virus scanning, that start after 5:00 p.m. and increase activity on the back-end

storage.

Over several days, the increase and decrease in workload activity determines the expected range (latency

forecast) of activity, with upper and lower boundaries for a workload. When the actual workload activity for an

object is outside the upper or lower boundaries, and remains outside the boundaries for a period of time, this

might indicate that the object is being overused or underused.

How the latency forecast is formed

Unified Manager must collect a minimum of 3 days of workload activity before it can begin its analysis and

before the latency forecast for I/O response time can be displayed in the GUI. The minimum required data

collection does not account for all changes occurring from workload activity. After collecting the first 3 days of

activity, Unified Manager adjusts the latency forecast every 24 hours at 12:00 a.m. to reflect workload activity

changes and establish a more accurate dynamic performance threshold.
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Daylight savings time (DST) changes the system time, which alters the latency forecast of

performance statistics for monitored workloads. Unified Manager immediately begins to correct

the latency forecast, which takes approximately 15 days to complete. During this time you can

continue to use Unified Manager, but, since Unified Manager uses the latency forecast to detect

dynamic events, some events might not be accurate. Events detected prior to the time change

are not affected.

How the latency forecast is used in performance analysis

Unified Manager uses the latency forecast to represent the typical I/O latency (response

time) activity for your monitored workloads. It alerts you when the actual latency for a

workload is above the upper bounds of the latency forecast, which triggers a dynamic

performance event, so that you can analyze the performance issue and take corrective

action for resolving it.

The latency forecast sets the performance baseline for the workload. Over time, Unified Manager learns from

past performance measurements to forecast the expected performance and activity levels for the workload.

The upper boundary of the expected range establishes the dynamic performance threshold. Unified Manager

uses the baseline to determine when the actual latency is above or below a threshold, or outside the bounds of

their expected range. The comparison between the actual values and the expected values creates a

performance profile for the workload.

When the actual latency for a workload exceeds the dynamic performance threshold, due to contention on a

cluster component, the latency is high and the workload performs more slowly than expected. The

performance of other workloads that share the same cluster components might also be slower than expected.

Unified Manager analyzes the threshold crossing event and determines whether the activity is a performance

event. If the high workload activity remains consistent for a long period of time, such as several hours, Unified

Manager considers the activity to be normal and dynamically adjusts the latency forecast to form the new

dynamic performance threshold.

Some workloads might have consistently low activity, where the latency forecast for latency does not have a

high rate of change over time. To minimize the number of events during analysis of performance events,

Unified Manager triggers an event only for low-activity volumes whose operations and latencies are much

higher than expected.

In this example, the latency for a volume has a latency forecast, in gray, of 3.5 milliseconds per operation
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(ms/op) at its lowest and 5.5 ms/op at its highest. If the actual latency, in blue, suddenly increases to 10 ms/op,

due to an intermittent spike in network traffic or contention on a cluster component, it is then above the latency

forecast and has exceeded the dynamic performance threshold.

When network traffic has decreased, or the cluster component is no longer in contention, the latency returns

within the latency forecast. If the latency remains at or above 10 ms/op for a long period of time, you might

need to take corrective action to resolve the event.

How Unified Manager uses workload latency to identify
performance issues

The workload latency (response time) is the time it takes for a volume on a cluster to

respond to I/O requests from client applications. Unified Manager uses the latency to

detect and alert you to performance events.

A high latency means that requests from applications to a volume on a cluster are taking longer than usual.

The cause of the high latency could be on the cluster itself, due to contention on one or more cluster

components. High latency could also be caused by issues outside of the cluster, such as network bottlenecks,

issues with the client hosting the applications, or issues with the applications themselves.

Unified Manager only monitors the workload activity on the cluster. It does not monitor the

applications, the clients, or the paths between the applications and the cluster.

Operations on the cluster, such as making backups or running deduplication, that increase their demand of

cluster components shared by other workloads can also contribute to high latency. If the actual latency

exceeds the dynamic performance threshold of the expected range (latency forecast), Unified Manager

analyzes the event to determine whether it is a performance event that you might need to resolve. The latency

is measured in milliseconds per operation (ms/op).

On the Latency Total chart in the Workload Analysis page, you can view an analysis of the latency statistics to

see how the activity of individual processes, such as read and write requests, compares to the overall latency

statistics. The comparison helps you determine which operations have the highest activity or whether specific

operations have abnormal activity that is impacting the latency for a volume. When analyzing performance

events, you can use the latency statistics to determine whether an event was caused by an issue on the

cluster. You can also identify the specific workload activities or cluster components that are involved in the

event.
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This example shows the Latency chart . The actual response time (latency) activity is a blue line and the

latency forecast (expected range) is green.

There can be gaps in the blue line if Unified Manager was unable to gather data. This can occur

because the cluster or volume was unreachable, Unified Manager was turned off during that

time, or the collection was taking longer than the 5 minute collection period.

How cluster operations can affect workload latency

Operations (IOPS) represent the activity of all user-defined and system-defined

workloads on a cluster. The IOPS statistics help you determine whether cluster

processes, such as making backups or running deduplication, are impacting workload

latency (response time) or might have caused, or contributed to, a performance event.

When analyzing performance events, you can use the IOPS statistics to determine whether a performance

event was caused by an issue on the cluster. You can identify the specific workload activities that might have

been the main contributors to the performance event. IOPS are measured in operations per second (ops/sec).

This example shows the IOPS chart. The actual operations statistics is a blue line and the IOPS forecast of

operations statistics is green.

In some cases where a cluster is overloaded, Unified Manager might display the message Data

collection is taking too long on Cluster cluster_name. This means that not

enough statistics have been collected for Unified Manager to analyze. You need to reduce the

resources the cluster is using so that statistics can be collected.

Performance monitoring of MetroCluster configurations

Unified Manager enables you to monitor the write throughput between clusters in a

MetroCluster configuration to identify workloads with a high amount of write throughput.

If these high-performing workloads are causing other volumes on the local cluster to have high I/O response

times, Unified Manager triggers performance events to notify you.
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Unified Manager treats the clusters in a MetroCluster configuration as individual clusters. It does

not distinguish between clusters that are partners or correlate the write throughput from each

cluster.

When a local cluster in a MetroCluster configuration mirrors its data to its partner cluster, the data is written to

NVRAM and then transferred over the interswitch links (ISLs) to the remote aggregates. Unified Manager

analyzes the NVRAM to identify the workloads whose high write throughput is overutilizing the NVRAM,

placing the NVRAM in contention.

Workloads whose deviation in response time has exceeded the performance threshold are called victims and

workloads whose deviation in write throughput to the NVRAM is higher than usual, causing the contention, are

called bullies. Because only the write requests are mirrored to the partner cluster, Unified Manager does not

analyze read throughput.

You can view the throughput of any of the clusters in a MetroCluster configuration by analyzing the workloads

of the corresponding LUNs and volumes from the following screens. You can filter the results by the cluster.

From the left navigation pane:

• Storage > Clusters > Performance: All Clusters view. See

• Storage > Volumes > Performance: All Volumes view.

• Storage > LUNs > Performance: All LUNs view.

• Workload Analysis > All workloads

Related information

Performance event analysis and notification

Performance event analysis for a MetroCluster configuration

Roles of workloads involved in a performance event

Identifying victim workloads involved in a performance event

Identifying bully workloads involved in a performance event

Identifying shark workloads involved in a performance event
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