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Protect your data

Create snapshots to back up your data on ASA r2 storage
systems

Create a snapshot to back up data on your ASA r2 system. Use ONTAP System Manager
to create a manual snapshot of a single storage unit, or to create a consistency group
and schedule automatic snapshots of multiple storage units at the same time.

Step 1: Optionally, create a consistency group

A consistency group is a collection of storage units that are managed as a single unit. Create consistency
groups to simplify storage management and data protection for application workloads spanning multiple
storage units. For example, suppose you have a database consisting of 10 storage units in a consistency
group, and you need to back up the entire database. Instead of backing up each storage unit, you can back up
the entire database by simply adding snapshot data protection to the consistency group.

Create a consistency group using new storage units or create a consistency group using existing storage units.

Beginning with ONTAP 9.18.1,you can set the snapshot reserve percentage and enable automatic snapshot
deletion when creating a consistency group with new storage units. The snapshot reserve is the amount of
space in the storage unit reserved specifically for snapshots. When snapshot reserve is set with automatic
snapshot deletion, older snapshots are automatically deleted when space used by snapshots exceeds the
snapshot reserve. If snapshot reserve and automatic snapshot deletion is enabled on a parent consistency
group, it is enabled on all existing child consistency groups. If new child consistency groups are added they do
not inherit the snapshot reserve and snapshot deletion settings of the parent.

Learn more about snapshot reserve on ASA r2 storage systems.

Beginning with ONTAP 9.16.1, you when you create consistency groups using new storage units, you can
configure up to five child consistency group. Learn more about child consistency groups on ASA r2 systems.



Use new storage units

Steps
1. In System Manager, select Protection > Consistency groups.
2. Select ; then select Using new storage units.

3. Enter a name for the new storage unit, the number of units, and the capacity per unit.

If you create more than one unit, each unit is created with the same capacity and the same host
operating system by default. You can optionally assign a different capacity to each unit.

4. If you want to do any of the following, select More Options and complete the required steps.

Option Steps

Assign a different capacity to Select Add a different capacity.
each storage unit

Change the default performance Under Performance service level, select a different service level.

service level
ASA r2 systems offer two performance levels. The default
performance level is Extreme, which is the highest available level.
You can lower the performance level to Performance.
Modify the default snapshot a. Under Snapshot reserve %, enter the numeric value for the
reserve and enable automatic percentage of the storage unit’s space that you want allocated
snapshot deletion to snapshots.
b. Select Automatically delete older snapshots.
Create a child consistency Select Add child consistency group.
group

5. Select the host operating system and host mapping.
6. Select Add.

What'’s next?
You have created a consistency group containing the storage units you want to protect. Now you can
create a snapshot.

Use existing storage units

Steps
1. In System Manager, select Protection > Consistency groups.
2. Select ; then select Using existing storage units.

3. Enter a name for the consistency group; then search for and select the storage units you want to
include in the consistency group.

4. Select Add.

What’s next?

You have created a consistency group containing the storage units you want to protect. Now you can



create a snapshot.

Step 2: Create a snapshot

A snapshot is a local, read-only copy of your data that you can use to restore storage units to specific points in
time.

Snapshots can be created on demand, or they can be created automatically in regular intervals based on a
snapshot policy and schedule. The snapshot policy and schedule specifies when to create the snapshots, how
many copies to retain, how to name them, and how to label them for replication. For example, a system might
create one snapshot every day at 12:10 a.m., retain the two most recent copies, name them “daily” (appended
with a timestamp), and label them “daily” for replication.

Types of snapshots

You can create an on-demand snapshot of a single storage unit or of a consistency group. You can create
automated snapshots of a consistency group containing multiple storage units. You cannot create automated
snapshots of a single storage unit.

* On-demand snapshots

You can create an on-demand snapshot of a storage unit at any time. The storage unit does not need to be
a member of a consistency group to be protected by an on-demand snapshot. If you create an on-demand
snapshot of a storage unit that is a member of a consistency group, the other storage units in the
consistency group are not included in the on-demand snapshot. If you create an on-demand snapshot of a
consistency group, all the storage units in the consistency group are included in the snapshot.

Automated snapshots

Automated snapshots are created using snapshot policies. To apply a snapshot policy to a storage unit for
automated snapshot creation, the storage unit must be a member of a consistency group. If you apply a
snapshot policy to a consistency group, all the storage units in the consistency group are protected with
automated snapshots.

Create a snapshot of a consistency group or a storage unit.



Snapshot of a consistency group

Steps

1.
2.
3.

6.

7.

In System Manager, select Protection > Consistency groups.
Hover over the name of the consistency group you want to protect.
Select : ; then select Protect.

If you want to create an immediate snapshot on-demand, under Local protection, select Add a
shapshot now.

Local protection creates the snapshot on the same cluster containing the storage unit.

a. Enter a name for the snapshot or accept the default name; then optionally, enter a SnapMirror
label.

The SnapMirror label is used by the remote destination.

If you want to create automated snapshots using a snapshot policy, select Schedule snapshots.

a. Select a snapshot policy.

Accept the default snapshot policy, select an existing policy, or create a new policy.

Option Steps
Select an existing Select » next to the default policy; then select the existing policy that
snapshot policy you want to use.

Create a new snapshot a. Select 4 add ; then enter the snapshot policy parameters.
policy b. Select Add policy.

If you want to replicate your snapshots to a remote cluster, under Remote protection, select
Replicate to a remote cluster.

a. Select the source cluster and storage VM; then select the replication policy.
The initial data transfer for replication starts immediately by default.

Select Save.

Snapshot of storage unit

Steps

1.
2.
3.

In System Manager, select Storage.
Hover over the name of the storage unit you want to protect.

Select i ; then select Protect. If you want to create an immediate snapshot on-demand, under Local
protection, select Add a snapshot now.

Local protection creates the snapshot on the same cluster containing the storage unit.
Enter a name for the snapshot or accept the default name; then optionally, enter a SnapMirror label.

The SnapMirror label is used by the remote destination.



5. If you want to create automated snapshots using a snapshot policy, select Schedule snapshots.

a. Select a snapshot policy.

Accept the default snapshot policy, select an existing policy, or create a new policy.

Option Steps
Select an existing Select » next to the default policy; then select the existing policy that
snapshot policy you want to use.

Create a new snapshot a. Select 4 add ; then enter the snapshot policy parameters.
policy b. Select Add policy.

6. If you want to replicate your snapshots to a remote cluster, under Remote protection, select
Replicate to a remote cluster.

a. Select the source cluster and storage VM; then select the replication policy.
The initial data transfer for replication starts immediately by default.

7. Select Save.

What’s next?

Now that your data is protected with snapshots, you should set up snapshot replication to copy your
consistency groups to a geographically remote location for backup and disaster recovery.

Manage snapshot reserve

Learn about ONTAP snapshot reserve on ASA r2 storage

The snapshot reserve is the amount of space in the storage unit reserved specifically for
snapshots. When snapshot reserve is set with automatic snapshot deletion, older
snapshots are automatically deleted when space used by snapshots exceeds the
snapshot reserve. This prevents snapshots from consuming space in your storage unit
intended for user data.

Snapshot reserve is set as a percentage of the total storage unit size. For example, if the storage unit is 50 GB
and you set the snapshot reserve to 10%, the amount of space reserved for snapshots is 5 GB. When the
amount of space used by snapshots grows to 5 GB, older snapshots are automatically deleted to make room
for new snapshots. If the storage unit size increases to 100 GB, then the snapshot reserve increases to 10 GB.
The maximum snapshot reserve you can set is 200%. If your storage unit grows to the maximum size of 128
TB, a 200% snapshot reserve allows you to take 2 complete snapshots.

By default, snapshot reserve is set to 0% and snapshot auto-delete is not enabled.
Beginning with ONTAP 9.18.1, you can modify the default snapshot reserve during or after the creation of
storage units and during the creation of consistency groups. You can also modify the default snapshot reserve

on existing storage virtual machines (VMs). In ONTAP 9.17.1 and earlier, you cannot modify these settings.

Snapshot reserve is set to the same percentage for all storage units in a consistency group at the time the
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consistency group is created. Snapshot reserve must be individually set on any storage units added later.

Modify snapshot reserve on an ASA r2 storage system

The snapshot reserve is the amount of space in the storage unit reserved specifically for
snapshots. By default, snapshot reserve is set to 0%. Beginning with ONTAP 9.18.1, you
can modify the storage unit’s default snapshot reserve and enable automatic snapshot
deletion. Automatic deletion of snapshots is disabled by default. When a snapshot
reserve value is set and automatic snapshot deletion is enabled, older snapshots are
automatically deleted when space used by snapshots exceeds the snapshot reserve.
This prevents snapshots from consuming space in your storage unit intended for user
data.

Learn more about snapshot reserve on ASA r2 storage systems.

Modify snapshot reserve on storage units

To set different snapshot reserve values, configure each storage unit individually. To use the same value for all
storage units, modify the snapshot reserve on the storage VM.

Steps
1. In System Manager, select Storage.

2. Hover over the name of the storage unit for which you want to set the snapshot reserve.
3. Select :, then select Edit.

4. Under Snapshot reserve %, enter the numeric value for the percentage of the storage unit’s space that
you want allocated to snapshots.

)]

. Verify that Automatically delete older snapshots is selected.

6. Select Save.

Result

The snapshot reserve is set to the percentage you specified. If the amount of space consumed by snapshots
reaches the reserve, older snapshots are automatically deleted.

Modify snapshot reserve on a storage VM

To set the same snapshot reserve for all storage units in a storage VM, apply the desired percentage to the
storage VM. . When snapshot reserve is applied to the storage VM, it is applied to all newly created storage
units within the storage VM. It is not applied to storage units created before you modified the setting.

Steps
1. In System Manager, select Cluster > Storage VMs; then select Settings.

2. Under Policies, next to Snapshots, select : ; then select Set/edit snapshot reserve default.

3. Under Snapshot reserve %, enter the numeric value for the percentage of the storage unit’s space that
you want allocated to snapshots.

4. Verify that Automatically delete older snapshots is selected.

5. Select Save.

Result



The snapshot reserve for newly created storage units is set to the percentage you specified. If the amount of
space consumed by snapshots in those storage units reaches the reserve, older snapshots are automatically
deleted.

Create an intercluster storage VM peer relationship on ASA
r2 storage systems

A peer relationship defines network connections that enable clusters and storage virtual
machine (VM) to exchange data securely. Create peer relationships between storage
VMs on different clusters to enable data protection and disaster recovery using
SnapMirror.

Learn more about peer relationships.

Before you begin

You must have established a cluster peer relationship between the local and remote clusters before you can
create a storage VM peer relationship. Create a cluster peer relationship if you have not already done so.

Steps
1. In System Manager, select Protection > Overview.

2. Under Storage VM peers select Add a storage VM peer.
3. Select the storage VM on the local cluster; then select the storage VM on the remote cluster.

4. Select Add a storage VM peer.

Set up snapshot replication

Replicate snapshots to a remote cluster from ASA r2 storage systems

Snapshot replication is a process in which consistency groups on your ASA r2 system are
copied to a geographically remote location. After the initial replication, changes to
consistency groups are copied to the remote location based upon a replication policy.
Replicated consistency groups can be used for disaster recovery or data migration.

Snapshot replication for an ASA r2 storage system is only supported to and from another ASA
@ r2 storage system. You cannot replicate snapshots from an ASA r2 system to an ASA, AFF or
FAS system or from an ASA, AFF or FAS system to an ASA r2 system.

To set up Snapshot replication, you need to establish a replication relationship between your ASA r2 system
and the remote location. The replication relationship is governed by a replication policy. A default policy to
replicate all snapshots is created during cluster set up. You can use the default policy or optionally, create a
new policy.

Beginning with ONTAP 9.17.1, you can apply asynchronous replication policies to consistency groups in a
hierarchical relationship. Asynchronous replication is not supported for consistency groups in hierarchical
relationships in ONTAP 9.16.1.

Learn more about hierarchical (parent/child) consistency groups.
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Step 1: Create a cluster peer relationship

Before you can protect your data by replicating it to a remote cluster, you need to create a cluster peer
relationship between the local and remote cluster.

Before you begin

The prerequisites for cluster peering are the same for ASA r2 systems as for other ONTAP systems. Review
the prerequisites for cluster peering.

Steps
1. On the local cluster, in System Manager, select Cluster > Settings.

2. Under Intercluster Settings next to Cluster peers select :, then select Add a cluster peer.

3. Select Lauch remote cluster; this generates a passphrase you’ll use to authenticate with the remote
cluster.

4. After the passphrase for the remote cluster is generated, paste it under Passphrase on the local cluster.
5. Select 4 add ; then enter the intercluster network interface IP address.

6. Select Initiate cluster peering.

What’s next?

You have peered for local ASA r2 cluster with a remote cluster. You can now create a replication relationship.

Step 2: Optionally, create a custom replication policy

The replication policy defines when updates performed on the ASA r2 cluster are replicated to the remote site.
ONTAP include various pre-defined data protection policies that you can use for your replication relationships.
If the pre-defined policies do not meet your needs, you can create a custom replication policy.

Learn about pre-defined ONTAP data protection policies.

Steps
1. In System Manager, select Protection > Policies; then select Replication policies.

2. Select .

3. Enter a name for the replication policy or accept the default name; then enter a description.

4. Select the Policy scope.

If you want to apply the replication policy to the entire cluster, select Cluster. If you want the replication
policy applied only to the storage units in a specific storage VM, select Storage VM.

5. For the Policy type, select Asynchronous.

@ With the asynchronous policy, data is copied to the remote site after it is written to the
source. Synchronous replication is not supported for ASA r2 systems.

. Under Transfer snapshots from source, accept the default transfer schedule or select a different one.

6
7. Select to transfer all snapshots or to create rules to determine which snapshots to transfer.
8. Optionally, enable network compression.

9

. Select Save.

What’s next?
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You have created a replication policy and are now ready to create a replication relationship between your ASA
r2 system and your remote location.

For more information

Learn more about storage VMs for client access.

Step 3: Create a replication relationship

A snapshot replication relationship establishes a connection between your ASA r2 system and a remote
location so that you can replicate consistency groups to a remote cluster. Replicated consistency groups can
be used for disaster recovery or for data migration.

For protection against ransomware attacks, when you set up your replication relationship, you can select to
lock the destination snapshots. Locked snapshots cannot be deleted accidentally or maliciously. You can use
locked snapshots to recover data if a storage unit is compromised by a ransomware attack.

Before you begin
* Learn about replication policies.

When you create a replication relationship, you must select the appropriate replication policy for your
replication relationship. You can use a pre-defined policy or create a custom policy.

* If you want to lock your destination snapshots, you must initialize the Snapshot compliance clock before
you create the replication relationship.

Create a replication relationship with or without locked destination snapshots.
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With locked snapshots

Steps

1.
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In System Manager, select Protection > Consistency groups.
Select a consistency group.

Select :; then select Protect.

Under Remote protection, select Replicate to a remote cluster.

Select the Replication policy.
You must select a vault replication policy.

Select Destination settings.
Select Lock destination snapshots to prevent deletion
Enter the maximum and minimum data retention period.

To delay the start of the data transfer, deselect Start transfer immediately.
The initial data transfer begins immediately by default.

Optionally, to override the default transfer schedule, select Destination settings, then select
Override transfer schedule.

Your transfer schedule must be a minimum of 30 minutes to be supported.

Select Save.

Without locked snapshots

Steps

1.
2.

In System Manager, select Protection > Replication.

Select to create the replication relationship with local destination or local source.

Option Steps

Local destinations 1. Select Local destinations, then select
O replca]
2. Search for and select the source consistency
group.

The source consistency group refers to the
consistency group on your local cluster that
you want to replicate.



Option Steps

Local sources 1. Select Local sources, then select
D Replicate |

2. Search for and select the source consistency
group.

3. Under Replication destination, select the
cluster to replicate to; then select the storage
VM.

3. Select a replication policy.
4. To delay the start of the data transfer, select Destination settings; then deselect Start transfer
immediately.

The initial data transfer begins immediately by default.

5. Optionally, to override the default transfer schedule, select Destination settings, then select
Override transfer schedule.

Your transfer schedule must be a minimum of 30 minutes to be supported.

6. Select Save.

What’s next?

Now that you have created a replication policy and relationship, your initial data transfer begins as defined in
your replication policy. You can optionally test your replication failover to verify that successful failover can
occur if your ASA r2 system goes offline.

Step 4: Test replication failover

Optionally, validate that you can successfully serve data from replicated storage units on a remote cluster if the
source cluster is offline.

Steps
1. In System Manager, select Protection > Replication.

2. Hover over the replication relationship you want to test, then select = .
3. Select Test failover.

4. Enter the failover information, then select Test failover.

What’s next?

Now that your data is protected with snapshot replication for disaster recovery, you should encrypt your data at
rest so that it can’t be read if a disk in your ASA r2 system is repurposed, returned, misplaced or stolen.

Learn about pre-defined ONTAP data protection policies

The replication policy defines when updates performed on the ASA r2 cluster are
replicated to the remote site. ONTAP includes various pre-defined data protection policies
that you can use for your replication relationships.

11
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If the pre-defined policies do not meet your needs, you can create a custom replication policy.
@ ASA r2 systems do not support synchronous replication.
ASA r2 systems support the following pre-defined protection policies.

Policy Description Policy type

Asynchronous A unified SnapMirror asynchronous and vault policy ~ Asynchrono
for mirroring the latest active file system and daily and us
weekly snapshots with an hourly transfer schedule.

AutomatedFailOverDuplex Policy for SnapMirror synchronous with zero RTO SnapMirror

guarantee and bi-directional sync replication. active sync

CloudBackupDefault Vault policy with daily rule. Asynchrono
us

DailyBackup Vault policy with a daily rule and a daily transfer Asynchrono
schedule. us

DPDefault SnapMirror asynchronous policy for mirroring all Asynchrono
snapshots and the latest active file system. us

MirrorAllSnapshots SnapMirror asynchronous policy for mirroring all Asynchrono
snapshots and the latest active file system. us

MirrorAllSnapshotsDiscardNetwork SnapMirror asynchronous policy for mirroring all Asynchrono

snapshots and the latest active file system excluding us
the network configurations.

MirrorAndVault A unified SnapMirror asynchronous and vault policy Asynchrono
for mirroring the latest active file system and daily and us
weekly snapshots.

MirrorAndVaultDiscardNetwork A unified SnapMirror asynchronous and vault policy Asynchrono
for mirroring the latest active file system and daily and us
weekly snapshots excluding the network

configurations.
MirrorLatest SnapMirror asynchronous policy for mirroring the Asynchrono
latest active file system. us
Unified7year Unified SnapMirror policy with 7-year retention. Asynchrono
us
XDPDefault Vault policy with daily and weekly rules. Asynchrono
us

Break an asynchronous replication relationship on your ASA r2 system

In certain situations, you might need to break an asynchronous replication relationship.
For example, if are running ONTAP 9.16.1 and you want to increase the size of a
consistency group that is in an asynchronous replication relationship, you must break the
relationship before you can modify the consistency group’s size.

Steps

12



1. In System Manager, select Protection > Replication.

2. Select Local destinations or Local sources.

3. Next to the relationship that you want to break, select : ; then select Break.
4. Select Break.

Result

The asynchronous relationship between the primary and secondary consistency group is broken.

Set up SnapMirror active sync

SnapMirror active sync setup workflow

ONTAP SnapMirror active sync data protection enables business services to continue
operating even through a complete site failure, supporting applications to fail over
transparently using a secondary copy. There is no manual intervention or custom
scripting required to trigger a failover with SnapMirror active sync.

While the System Manager procedures for configuring SnapMirror active sync are different on ASA r2 systems
than NetApp FAS, AFF, and ASA systems running the unified ONTAP personality, the requirements,
architecture and operation of SnapMirror active sync is the same.

Learn more about ONTAP personalities.

@ Beginning with ONTAP 9.18.1, SnapMirror active sync is supported on four-node configurations.
In ONTAP 9.17.1, SnapMirror active sync is supported on two-node configurations only.

Learn more about SnapMirror active sync.
Learn more about disaster recovery with SnapMirror active sync on your ASA r2 system

On ASA r2 systems, SnapMirror active sync supports symmetric active/active configurations. In a symmetric
active/active configuration, both sites can access local storage for active 1/0.

Learn more about symmetric active/active configurations.

o Prepare to configure SnapMirror active sync.

To prepare to configure SnapMirror active sync on your ASA r2 system you should review the configuration
prerequisites, confirm support for your host operating systems, and be aware of object limits that might impact
specific configuration.

9 Confirm your cluster configuration.

Before you configure SnapMirror active sync, you should confirm that your ASA r2 clusters are in the proper
peering relationships and meet other configuration requirements.

e Install ONTAP Mediator.

13
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You can use ONTAP Mediator or ONTAP Cloud Mediator to monitor the health of your cluster and enable
business continuity. If you are using ONTAP Mediator, you must install it on your host. If you are using ONTAP
Cloud Mediator, you can skip this step.

° Configure ONTAP Mediator or ONTAP Cloud Mediator using self-signed certificates.

You must configure ONTAP mediator or ONTAP cloud mediator before you can begin using it with SnapMirror
active sync for cluster monitoring.

e Configure SnapMirror active sync.

Configure SnapMirror active sync to create a copy of your data at a secondary site and enable your host
applications to automatically and transparently fail over in the event of a disaster.

Prepare to configure SnapMirror active sync on ASA r2 systems

To prepare to configure SnapMirror active sync on your ASA r2 system you should review
the configuration prerequisites, confirm support for your hosts operating systems, and be
aware of object limits that might impact specific configuration.

Steps
1. Review the SnapMirror active sync prerequisites.

2. Confirm that your host operating systems are supported for SnapMirror active sync.
3. Review the object limits that might impact your configuration.

4. Verify host protocol support for SnapMirror active sync on your ASA r2 system.

Support for SnapMirror active sync on ASA r2 systems varies based upon ONTAP version and host

protocol.
Beginning with ONTAP... SnapMirror active sync supports...
9.17.1 * iSCSI
- FC
* NVMe/FC
* NVMe/TCP
9.16.0 * iSCSI
- FC

NVMe protocol limitations with SnapMirror active sync on ASA r2 systems

Before you configure SnapMirror active sync on an ASA r2 system with NVMe hosts, you should be aware of
certain NVMe protocol limitations.

All NVMe storage units in the NVMe subsystem must be members of the same consistency group and must all
be part of the same SnapMirror active sync relationship.

14
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The NVMe/FC and NVMe/TCP protocols are supported with SnapMirror active sync as follows:

* Only on 2-node clusters
* Only on ESXi hosts

» Only with symmetric active/active configurations

Asymmetric active/active configurations are not supported with NVMe hosts.

SnapMirror active sync with NVMe does not support the following:
* Subsystems mapped to more than one consistency group

A consistency group can be mapped with multiple subsystems, but each subsystem can be mapped to only
one consistency group.

» Expansion of consistency groups in a SnapMirror active sync relationship

* Mapping NVMe storage units that are not in a SnapMirror active sync relationship to replicated subsystems
* Removing a storage unit from a consistency group

» Consistency group geometry change

* Microsoft Offloaded Data Transfer (ODX)

What’s next?

After you have completed the preparation necessary to enable SnapMirror active sync, you should confirm
your cluster configuration.

Confirm your ASA r2 cluster configuration before configuring SnapMirror active
sync

SnapMirror active sync relies on peered clusters to protect your data in the event of a
failover. Before you configure SnapMirror active sync, you should confirm that your ASA
r2 clusters are in a supported peering relationship and meet other configuration
requirements.

Steps
1. Confirm that a cluster peering relationship exists between the clusters.

@ The default IPspace is required by SnapMirror active sync for cluster peer relationships. A
custom IPspace isn’t supported.

Create a cluster peer relationship.

2. Confirm that a peer relationship exists between the storage virtual machines (VMs) on each cluster.
Create an intercluster storage VM peer relationship.

3. Confirm that at least one LIF is created on each node in the cluster.
Create a LIF

4. Confirm that the necessary storage units are created and mapped to host groups.

15
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Create a storage unit and map the storage unit to a host group.
5. Rescan the application host to discover any new storage units.

What’s next?

After you have confirmed your cluster configuration, you are ready to install ONTAP Mediator.

Install ONTAP Mediator on ASA r2 systems

To install ONTAP Mediator for your ASA r2 system, you should follow the same procedure
used to install ONTAP Mediator for all other ONTAP systems.

Installing ONTAP Mediator includes preparing for installation, enabling access to repositories, downloading the
ONTAP Mediator package, verifying the code signature, installing the package on the host and performing
post-installation tasks.

To install ONTAP Mediator, follow this workflow

What’s next
After ONTAP Mediator is installed you should configure ONTAP Mediator using self-signed certificates.

Configure ONTAP Mediator or ONTAP Cloud Mediatior on ASA r2 systems

You must configure ONTAP Mediator or ONTAP Cloud Mediator before you can begin
using SnapMirror active sync for cluster monitoring. ONTAP Mediator and ONTAP Cloud
Mediator both provide a persistent and fenced store for high availability (HA) metadata
used by the ONTAP clusters in a SnapMirror active sync relationship. Additionally, both
mediators provide a synchronous node health query functionality to aid in quorum
determination and serves as a ping proxy for controller liveliness detection.

Before you begin
If you are using ONTAP Cloud Mediator, verify that your ASA r2 system meets the necessary prerequisites.

Steps
1. In System Manager, select Protection > Overview.

2. In the right pane under Mediators, select Add a mediator.
3. Select the Mediator type.

4. For a Cloud mediator enter the organization ID, client ID and client secret. For an On-premises mediator
enter the IP address, port, mediator user name and mediator password.

5. Select the cluster peer from the list of eligible cluster peers or select Add a cluster peer to add a new one.

6. Add the certificate information

° If you are using a self signed certificate, copy the content of the intermediate.crt file and paste it
into the Certificate field, or select Import to navigate to the intermediate.crt file and import the
certificate information.

o If you are using a third-party certificate, enter the certificate information into the Certificate field.
7. Select Add.

What’s next?
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After you have initialized the mediator, you can configure SnapMirror active sync to create a copy of your data
at a secondary site and enable your host applications to automatically and transparently failover in the event of
a disaster.

Configure SnapMirror active sync on ASA r2 systems

Configure SnapMirror active sync to create a copy of your data at a secondary site and
enable your host applications to automatically and transparently failover in the event of a
disaster.

On ASA r2 systems, SnapMirror active sync supports symmetric active/active configurations. In a symmetric
active/active configuration, both sites can access local storage for active 1/O.

@ If you are using the iSCSI or FC protocol and use ONTAP tools for VMware Sphere, you can
optionally use ONTAP Tools for VM ware to configure SnapMirror active sync.

Before you begin

Create a consistency group on the primary site with new storage units. If you want to create a non-uniform
symmetric active/active configuration, also create a consistency group on the secondary site with new storage
units.

Learn more about non-uniform symmetric active/active configurations.

Steps
1. In System Manager, select Protection > Consistency groups.
Hover over the name of the consistency group you want to protect with SnapMirror active sync.
Select : and then select Protect.
Under Remote protection, select Replicate to a remote cluster.
Select an existing cluster peer or choose to Add a new one.
Select the storage VM.

For the replication policy, select AutomatedFailOverDuplex.

© N o g k~ WD

If you are creating a non-uniform symmetric active/active configuration, select Destination settings; then
input the name of the new destination consistency group you create before beginning this procedure.

9. Select Save.

Result

SnapMirror active sync is configured to protect your data so that you can continue operations with near zero
recovery point objective (RPO) and near zero recovery time objective (RTO) in the event of a disaster.

Manage SnapMirror active sync

Reconfigure ONTAP Mediator or ONTAP Cloud Mediator to use a third-party
certificate on ASA r2 systems

If you configure ONTAP Mediator or ONTAP Cloud Mediator with a self-signed certificate,
you can reconfigure the mediator to use a third-party certificate. Third party certificates
might be preferred or required by your organization for security reasons.
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Step 1: Remove the mediator configuration
To reconfigure the mediator, you must first remove its current configuration from the cluster.

Steps
1. In System Manager, select Protection > Overview.
2. In the right pane, under Mediators, select i next to the cluster peer with the mediator configuration that
you want to remove; then select Remove.

If you have multiple mediators installed, and you want to remove all configurations, select  next to
Mediators; then select Remove.

3. Select Remove to confirm that you want to remove the mediator configuration.

Step 2: Remove the self-signed certificate

After the mediator configuration is removed, you should remove the associated self-signed certificate from the
cluster.

Steps
1. Select Cluster > Settings.

2. Under Security, select Certificates.
3. Select the certificate that you want to remove.

4. Select :; then select Delete.

Step 3: Reinstall the mediator with a third-party certificate

After you have removed the associated self-signed certificate, you can reconfigure the mediator with the third-
party certificate.

Steps
1. Select Protection > Overview.

2. In the right pane, under Mediators, select Add a mediator.
3. Select the Mediator type.

4. For a Cloud mediator enter the organization ID, client ID and client secret. For an On-premises mediator
enter the IP address, port, mediator user name, and mediator password.

5. Select a cluster peer from the list of eligible cluster peers or select Add a cluster peer to add a new one.
6. Under Certificate, enter the third-party certificate information.
7. Select Add.

Result

The ONTAP Mediator or ONTAP Cloud Mediator is reconfigured to use the third-party certificate. You can now
use the mediator to manage SnapMirror active sync relationships.

Perform a planned failover of ASA r2 clusters in a SnapMirror active sync
relationship

SnapMirror active sync offers continuous availability for business-critical applications by
creating a copy of your data at a secondary site and enabling your host applications to
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automatically and transparently fail over in the event of a disaster. You might need to
perform a planned failover of your SnapMirror active sync relationship to test the failover
process or to perform maintenance on the primary site.

Before you begin
* The SnapMirror active sync relationship must be in sync.

* You cannot initiate a planned failover when a nondisruptive operation, such as a storage unit move, is in
process.

* ONTAP Mediator or ONTAP Cloud Mediator must be configured, connected, and in quorum.

Steps
1. Select Protection > Replication.

2. Select the SnapMirror active sync relationship you want to fail over.

3. Select :; then select Failover.

What’s next

Use the snapmirror failover show command in the ONTAP command line interface (CLI) to monitor the
status of the failover.

Reestablish the SnapMirror active sync relationship after an unplanned failover of
your ASA r2 clusters

On ASA r2 systems, SnapMirror active sync supports symmetric active/active
configurations. In a symmetric active/active configuration both sites can access local
storage for active I/O. If the source cluster fails or is isolated, the mediator triggers an
automatic unplanned failover (AUFO) and serves all I/0O from the destination cluster until
the source cluster recovers.

If you experience an AUFO of your SnapMirror active sync relationship, you should reestablish the relationship
and resume operations on the original source cluster after it comes back online.

Before you begin

* The SnapMirror active sync relationship must be in sync.

* You cannot initiate a planned failover when a nondisruptive operation, such as a storage unit move, is in
process.

* The ONTAP Mediator must be configured, connected, and in quorum.

 To recover lost I/O paths or update I/O path states on your hosts, you need to perform a storage/adapter
rescan on the hosts after the primary storage cluster resumes operation.

Steps
1. Select Protection > Replication.

2. Select the SnapMirror active sync relationship you need to reestablish.
3. Wait for the relationship status to display InSync.

4. Select :; then select Failover to resume operations on the original primary cluster.
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Delete a SnapMirror active sync relationship on your ASA r2 system

If you no longer require near zero RPO and RTO for a business application, you should
remove SnapMirror active sync protection by deleting the associated SnapMirror active
sync relationship. If you are running ONTAP 9.16.1 on an ASA r2 system, you might also
need to delete the SnapMirror active sync relationship before you can make certain
geometry changes to consistency groups in a SnapMirror active sync relationship.

Step 1: Terminate host replication

If the host group from the source cluster is replicated to the destination cluster and destination consistency
groups are mapped to the replicated host group, you must terminate host replication on the source cluster
before you can delete the SnapMirror active sync relationship.

Steps
1. In System Manager, select Host.

2. Next to a host containing the host group you want to stop replicating, selet :, and then select Edit.

3. Deselect Replicate host configuration, and then select Update.

Step 2: Delete the SnapMirror active sync relationship

To remove SnapMirror active sync protection from a consistency group, you must delete the SnapMirror active
sync relationship.

Steps
1. In System Manager, select Protection > Replication.

2. Select Local destinations or Local sources.

3. Next to the SnapMirror active sync relationship that you want to remove, select i ; then select Delete.
4. Select Release the source consistency group base snapshots.
5

. Select Delete.

Result

The SnapMirror active sync relationship is removed and the source consistency group base snapshots are
released. The storage units in the consistency group are no longer protected by SnapMirror active sync.

What’s next?

Set up snapshot replication to copy the consistency group to a geographically remote location for backup and
disaster recovery.

Remove ONTAP Mediator or ONTAP Cloud Mediator from your ASA r2 system

You can use only one type of mediator at a time for SnapMirror active sync on your ASA
r2 system. If you choose to change your mediator type, you must remove your current
instance before you install another instance.

Steps
You must use the ONTAP command line interface (CLI) to remove ONTAP Mediator or ONTAP Cloud Mediator.
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ONTAP Mediator
1. Remove ONTAP Mediator:

snapmirror mediator remove -mediator-address <address> -peer-cluster
<peerClusterName>

Example:

snapmirror mediator remove -mediator-address 12.345.678.90 -peer

-cluster cluster xyz

ONTAP Cloud Mediator
1. Remove ONTAP Cloud Mediator:

snapmirror mediator remove -peer-cluster <peerClusterName> -type cloud

Example:

snapmirror mediator remove -peer-cluster cluster xyz -type cloud

Related information

* snapmirror mediator remove

Restore data on ASA r2 storage systems

Data in a consistency group or storage unit that is protected by snapshots can be
restored if it is lost or corrupted.

Restore a consistency group

Restoring a consistency group replaces the data in all the storage units in the consistency group with the data
from a snapshot. Changes made to the storage units after the snapshot was created are not restored..

You can restore a consistency group from a local or remote snapshot.
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Restore from a local shapshot
Steps
1. In System Manager, select Protection > Consistency groups.

2. Double-click the consistency group containing the data you need to restore.
The consistency group details page opens.

3. Select Snapshots.
4. Select the snapshot you want to restore; then select i .

5. Select Restore consistency group from this snapshot; then select Restore.

Restore from a remote snapshot
Steps
1. In System Manager, select Protection > Replication.
Select Local destinations.
Select the Source you want to restore, then select :.
Select Restore.
Select the cluster, storage VM, and consistency group to which you want to restore data.

Select the snapshot you want to restore from.
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When prompted, enter "restore"; then select Restore.

Result
Your consistency group is restored to the point in time of the snapshot used for restoration.

Restore a storage unit

Restoring a storage unit replaces all the data in the storage unit with the data from a snapshot. Changes made
to the storage unit after the snapshot was created are not restored.

Steps
1. In System Manager, select Storage.

2. Double-click the storage unit containing the data you need to restore.
The storage unit details page opens.

3. Select Snapshots.
4. Select the snapshot you want to restore.
5. Select :; then select Restore.

6. Select Use this snapshot to restore the storage unit; then select Restore.

Result
Your storage unit is restored to the point in time of the snapshot used for restoration.
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Manage consistency groups

Learn about ONTAP consistency groups on ASA r2 storage systems

A consistency group is a collection of storage units that are managed as a single unit.
Use consistency groups for simplified storage management.

For example, suppose you have a database consisting of 10 storage units in a consistency group, and you
need to back up the entire database. Instead of backing up each storage unit, you can back up the entire
database by simply adding snapshot data protection to the consistency group. Backing up the storage units as
a consistency group instead of individually also provides a consistent backup of all the units, while backing up
units individually could potentially create inconsistencies.

Beginning with ONTAP 9.16.1, you can use System Manager to create hierarchical consistency groups on your
ASA r2 system. In an hierarchical structure, one or more consistency groups are configured as children under
a parent consistency group.

Hierarchical consistency groups allow you to apply individual snapshot policies to each child consistency group
and to replicate the snapshots of all the child consistency groups to a remote cluster as a single unit by
replicating the parent. This simplifies data protection and management for complex data structures. For
example, suppose you create a parent consistency group called SVM1 app which contains two child
consistency groups: SVMlapp data for application data and SVvMlapp logs for application logs. Snapshots
of SVMlapp data are taken every 15 minutes and snapshots of SVMlapp logs are taken every hour. The
parent consistency group, SVM1 app, has a SnapMirror policy that replicates the snapshots of both

SVMlapp data and SVMlapp logs to aremote cluster every 24 hours. The parent consistency group

SVM1 app is managed as a single unit and the child consistency groups are managed as separate units.

Consistency groups in replication relationships

Beginning with ONTAP 9.17.1, you can make the following geometry changes to consistency groups in an
asynchronous replication relationship or in a SnapMirror active sync relationship without breaking or deleting
the relationship. When a geometry change occurs on the primary consistency group, the change is replicated
to the secondary consistency group.

« Modify the size of a storage unit by adding or removing storage units.

« Promote a single consistency group to a parent consistency group.

* Demote a parent consistency group to a single consistency group.

» Detach a child consistency group from a parent consistency group.

» Create a child consistency group using an existing consistency group.

In ONTAP 9.16.1, you must break the asynchronous replication relationship and delete the SnapMirror active
sync relationship before making geometry changes to the consistency group.

Protect consistency groups on your ASA r2 system with snapshots

Create snapshots of the consistency groups in your ASA r2 storage system to protect the
data in the storage units that are part of the consistency group. If you no longer need to
protect the data in any of the storage units in the consistency group, you can remove
snapshot protection from the consistency group.
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If you no longer need to protect the data from specific storage units in the consistency group, you can remove
those storage units from the consistency group.

Add snapshot data protection to a consistency group

When you add snapshot data protection to a consistency group, local snapshots of the consistency group are
taken at regular intervals based on a pre-defined schedule.

You can use snapshots to restore data that is lost or corrupted.
Steps
1. In System Manager, select Protection > Consistency groups.
. Hover over the consistency group you want to protect.
. Select :; then select Edit.

2
3
4. Under Local protection, select Schedule snapshots.
5

. Select a snapshot policy.

Accept the default snapshot policy, select an existing policy, or create a new policy.

Option Steps
Select an existing Select » next to the default policy; then select the existing policy that you
snapshot policy want to use.

Create a new snapshot
policy

. Select + add ; then enter the new policy name.

T o

. Select the policy scope.

o

. Under Schedules select 4 add .

d. Select the name that appears under Schedule name;
then select w .

e. Select the policy schedule.

f. Under Maximum snapshots, enter the maximum number of snapshots
that you want to retain of the consistency group.

g. Optionally, under SnapMirror label enter a SnapMirror label.

h. Select Save.

6. Select Save.

What’s next

Now that your data is protected with snapshots, you should set up snapshot replication to copy your
consistency groups to a geographically remote location for backup and disaster recovery.

Remove snapshot data protection from a consistency group

When you remove snapshot data protection from a consistency group, snapshots are disabled for all the
storage units in the consistency group.

Steps
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1. In System Manager, select Protection > Consistency groups.
2. Hover over the consistency group you want to stop protecting.
3. Select :; then select Edit.

4. Under Local protection, deselect Schedule snapshots.

5. Select Edit.

Result

Snapshots will not be taken for any of the storage units in the consistency group.

Modify the size of consistency groups on your ASA r2 system

Increase or decrease the size of a consistency group by modifying the number of storage
units in the consistency group.

Add storage units to a consistency group

Expand the amount of storage managed by a consistency group by adding new or existing storage units to the
consistency group.

Beginning with ONTAP 9.18.1, you can set snapshot reserve and automatic snapshot deletion to limit the
amount of space used by snapshots in your storage units. When you add a storage unit to an existing
consistency group, snapshot reserve and automatic snapshot deletion are set as follows by default.

If you add... The snapshot reserve Automatic snapshot deletion is...
percentage is set to...

New storage units 0 Disabled

Existing storage units Unchanged Unchanged

You can modify the default settings for new storage units when you create the storage units. You can also
modify existing storage units to update their current settings.

Learn more about snapshot reserve on ASA r2 storage systems.

Before you begin

If you are running ONTAP 9.16.1 and the consistency group you want to expand is in an SnapMirror active
sync relationship, you must delete the SnapMirror active sync relationship before you can add storage units. If
you are running ONTAP 9.16.1 and the consistency group is in an asynchronous replication relationship, you
must break the relationship before you can expand the consistency group. Deleting the SnapMirror active sync
relationship or breaking the asynchronous relationship before expanding a consistency group is not required in
ONTAP 9.17.1 and later releases.
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Add existing storage units
Steps
1. In System Manager, select Protection > Consistency groups.

2. Hover over the consistency group you want to expand.
3. Select :; then select Expand.

4. Select Using existing storage units.

5.

Select the storage units to add to the consistency group; then select Expand.

Add new storage units
Steps
1. In System Manager, select Protection > Consistency groups.

. Hover over the consistency group you want to expand.

2

3. Select :; then select Expand.

4. Select Using new storage units.
5

. Enter the number of units you want to create and the capacity per unit.

If you create more than one unit, each unit is created with the same capacity and the same host
operating system. To assign a different capacity to each unit, select Add a different capacity to
assign a different capacity to each unit.

6. Select Expand.

What’s next

After you create a new storage unit, you should add host initiators and map the newly created storage unit
to a host. Adding host initiators makes hosts eligible to access the storage units and perform data
operations. Mapping a storage unit to a hosts allows the storage unit to begin serving data to the host it is
mapped to.

What’s next?

Existing snapshots of the consistency group won’t include your newly added storage units. You should create
an immediate snapshot of your consistency group to protect your newly added storage units until the next
scheduled snapshot is automatically created.

Remove a storage unit from a consistency group

Remove a storage unit from a consistency group to delete it, manage it as part of a different consistency group,
or stop protecting its data. Removing a storage unit from a consistency group breaks the relationship between
the storage unit and the consistency group, but does not delete the storage unit.

Steps
1. In System Manager, select Protection > Consistency groups.

2. Double-click the consistency group from which you want to remove a storage unit.

3. In the Overview section, under Storage units, select the storage unit you want to remove; then select
Remove from consistency group.

Result
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The storage unit is no longer a member of the consistency group.

What’s next
If you need to continue data protection for the storage unit, add the storage unit to another consistency group.

Delete consistency groups on your ASA r2 system

If you no longer need to manage the members of a consistency group as a single unit,
you can delete the consistency group. After a consistency group is deleted, the storage
units previously in the group remain active on the cluster. If the consistency group was in
a replication relationship, the replicated copies remain on the remote cluster.

Before you begin

If you are running ONTAP 9.16.1, and the consistency group you want to delete is in a SnapMirror active sync
relationship, you must delete the SnapMirror active sync relationship before you delete the consistency group.
Deleting this relationship before modifying a consistency group is not required in ONTAP 9.17.1 and later
releases.

Steps
1. In System Manager, select Protection > Consistency groups.
2. Hover over the consistency group you want to delete.
3. Select :; then select Delete.

4. Accept the warning, then select Delete.

What’s next?

After you delete a consistency group, the storage units previously in the consistency group are no longer
protected by snapshots. Consider adding these storage units to another consistency group to protect them
against data loss.

Manage hierarchical consistency groups on your ASA r2 system

Beginning with ONTAP 9.16.1, you can use System Manager to create hierarchical
consistency groups on your ASA r2 system. In an hierarchical structure, one or more
consistency groups are configured as children under a parent consistency group. You can
apply individual snapshot policies to each child consistency group and replicate the
shapshots of all the child consistency groups to a remote cluster as a single unit by
replicating the parent. This simplifies data protection and management for complex data
structures.

Promote an existing consistency group into a parent consistency group

If you promote an existing consistency group to a parent, a new child consistency group is created and the
storage units belonging to the promoted consistency group are moved to the new child consistency group.
Storage units cannot be directly associated with a parent consistency group.

Before you begin

If you are running ONTAP 9.16.1 and the consistency group you want to promote is in a SnapMirror active sync
relationship, you must delete the SnapMirror active sync relationship before the consistency group can be
promoted. If you are running ONTAP 9.16.1 and the consistency group is in an asynchronous replication
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relationship, you must break the relationship before you can promote the consistency group. Deleting the
SnapMirror active sync relationship or breaking the asynchronous relationship before promoting a consistency
group is not required in ONTAP 9.17.1 and later releases.
Steps

1. In System Manager, select Protection > Consistency groups.

2. Hover over the consistency group you want convert into a parent consistency group.

3. Select :; then select Promote to parent consistency group.

4. Enter a name for the new child consistency group or accept the default name; then select the consistency
group component type.

5. Select Promote.

What’s next?

You can create additional child consistency groups under the parent consistency group. You can also set up
snapshot replication to copy the parent and child consistency groups to a geographically remote location for
backup and disaster recovery.

Demote a parent consistency group to a single consistency group

When you demote a parent consistency group to a single consistency group, the storage units of the
associated child consistency groups are added to the parent consistency group. The child consistency groups
are deleted and the parent is then managed as a single consistency group.

Before you begin
If you are running ONTAP 9.16.1 and the consistency group you want to demote is in a SnapMirror active sync
relationship, you must delete the SnapMirror active sync relationship before the consistency group can be
demoted. If you are running ONTAP 9.16.1 and the consistency group is in an asynchronous replication
relationship, you must break the relationship before you can demote the consistency group. Deleting the
SnapMirror active sync relationship or breaking the asynchronous relationship before expanding a consistency
group is not required in ONTAP 9.17.1 and later releases.
Steps

1. In System Manager, select Protection > Consistency groups.

2. Hover over the parent consistency group you want to demote.

3. Select :; then select Demote to a single consistency group.

4. Select Demote

What’s next?

Add a snapshot policy to the demoted consistency group to protect the storage units that were previously
managed by the child consistency groups.

Create a child consistency group

Creating child consistency groups allows you to apply individual snapshot policies to each child. Beginning with
ONTAP 9.17.1, you can also apply individual replication policies directly to each child. In ONTAP 9.16.1,
replication policies can be applied only at the parent level.

You can create a child consistency group from a new or existing consistency group.
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From a new consistency group

Steps

1.
2.
3.

6.

In System Manager, select Protection > Consistency groups.
Hover over the parent consistency group you want to add a child consistency group to.
Select :; then select Add a new child consistency group.

Enter a name for the child consistency group or accept the default name; then select the consistency
group component type.

Select to add existing storage units to the child consistency group or to create new storage units.

If you create new storage units, enter the number of units you want to create and the capacity per
unit; then enter the host information.

If you create more than one storage unit, each unit is created with the same capacity and the same
host operating system. To assign a different capacity to each unit, select Add a different capacity.

Select Add.

From an existing consistency group

Before you begin

If the consistency group you would like to use is already the child of another consistency group, you must
detach it from the existing parent consistency group before you can move it to a new parent consistency

group.

Steps

1.
2.
3.

In System Manager, select Protection > Consistency groups.
Select the existing consistency group that you would like to make a child consistency group.
Select i ; then select Move under different consistency group.

Enter a new name for the child consistency group or accept the default name; then select the
consistency group component type.

Select the existing consistency group that you would like to make the parent consistency group or
select to create a new parent consistency group.

If you select to create a new parent consistency group, enter a name for the parent consistency group
or accept the default name; then select the consistency application component type.

Select Move.

What’s next

After you create a child consistency group, you can apply individual snapshot protection policies to each child
consistency group. You can also set up replication policies on the parent and child consistency groups to
replicate the consistency groups to a remote location.

Detach a child consistency group from a parent consistency group

When you detach a child consistency group from a parent consistency group, the child consistency group is
removed from the parent consistency group and is managed as a single consistency group. The replication
policy applied to the parent is no longer applied to the detached child consistency group.
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Before you begin

If you are running ONTAP 9.16.1 and the consistency group you want to detach is in a SnapMirror active sync
relationship, you must delete the SnapMirror active sync relationship before the consistency group can be
detached. If you are running ONTAP 9.16.1 and the consistency group is in an asynchronous replication
relationship, you must break the relationship before you can detach the consistency group. Deleting the
SnapMirror active sync relationship or breaking the asynchronous relationship before expanding a consistency
group is not required in ONTAP 9.17.1 and later releases.

Steps
1. In System Manager, select Protection > Consistency groups.
2. Select the parent consistency group.
3. Select over the child consistency group you want to detach.
4. Select i; then select Detach from parent.
5

. Enter a new name for the consistency group you are detaching or accept the default name; then select the
consistency group application type.

6. Select Detach.

What’s next?

Set up a replication policy to replicate the snapshots of the detached child consistency group to a remote
cluster.

Manage ONTAP data protection policies and schedules on
ASA r2 storage systems

Use snapshot policies to protect data in your consistency groups on an automated
schedule. Use policy schedules within snapshot policies to determine how often
shapshots are taken.

Create a new protection policy schedule

A protection policy schedule defines how often a snapshots policy is executed. You can create schedules to
run in regular intervals based on a number of days, hours, or minutes. For example, you can create a schedule
to run every hour or to run only once per day. You can also create schedules to run at specific times on specific
days of the week or month. For example, you can create a schedule to run at 12:15am on the 20th of every
month.

Defining various protection policy schedules gives you the flexibility to increase or decrease the frequency of
snapshots for different applications. This enables you to provide a greater level of protection and a lower risk of
data loss for your critical workloads than what might be needed for less critical workloads.
Steps

1. Select Protection > Policies; then select Schedule.

2. Select .

3. Enter a name for the schedule; then select the schedule parameters.

4. Select Save.

What’s next?

Now that you have created a new policy schedule, you can use the newly created schedule within your policies
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to define when snapshots are taken.

Create a snapshot policy

A snapshot policy defines how often snapshots are taken, the maximum number of snapshots allowed, and
how long snapshots are retained.

Steps
1. In System Manager, select Protection > Policies; then select Snapshot policies.

2. Select .
3. Enter a name for the snapshot policy.

4. Select Cluster to apply the policy to the entire cluster. Select Storage VM to apply the policy to an
individual storage VM.

5. Select Add a schedule; then enter the snapshot policy schedule.
6. Select Add policy.

What’s next?

Now that you have created a snapshot policy, you can apply it to a consistency group. Snapshots will be taken
of the consistency group based on the parameters you set in your snapshot policy.

Apply a snapshot policy to a consistency group

Apply a snapshot policy to a consistency group to automatically create, retain, and label snapshots of the
consistency group.

Steps
1. In System Manager, select Protection > Policies; then select Snapshot policies.

2. Hover over the name of the snapshot policy you want to apply.
3. Select :; then select Apply.

4. Select the consistency groups to which you want to apply the snapshot policy; then select Apply.

What’s next?

Now that your data is protected with snapshots, you should set up a replication relationship to copy your
consistency groups to a geographically remote location for backup and disaster recovery.

Edit, delete, or disable a snapshot policy

Edit a snapshot policy to modify the policy name, maximum number of snapshots, or the SnapMirror label.
Delete a policy to remove it and its associated back up data from your cluster. Disable a policy to temporarily
stop the creation or transfer of snapshots specified by the policy.

Steps
1. In System Manager, select Protection > Policies; then select Snapshot policies.
2. Hover over the name of the snapshot policy you want to edit.

3. Select :; then select Edit, Delete, or Disable.

Result
You have modified, deleted or disabled the snapshot policy.
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Edit a replication policy

Edit a replication policy to modify the policy description, transfer schedule, and rules. You can also edit the
policy to enable or disable network compression.

Steps

—_

. In System Manager, select Protection > Policies.
2. Select Replication policies.

3. Hover over the replication policy that you want to edit; then select :.
4. Select Edit.
5

. Update the policy; then select Save.

Result
You have modified the replication policy.
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