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Set up snapshot replication

Replicate snapshots to a remote cluster from ASA r2
storage systems

Snapshot replication is a process in which consistency groups on your ASA r2 system are
copied to a geographically remote location. After the initial replication, changes to
consistency groups are copied to the remote location based upon a replication policy.
Replicated consistency groups can be used for disaster recovery or data migration.

Snapshot replication for an ASA r2 storage system is only supported to and from another ASA
@ r2 storage system. You cannot replicate snapshots from an ASA r2 system to an ASA, AFF or
FAS system or from an ASA, AFF or FAS system to an ASA r2 system.

To set up Snapshot replication, you need to establish a replication relationship between your ASA r2 system
and the remote location. The replication relationship is governed by a replication policy. A default policy to
replicate all snapshots is created during cluster set up. You can use the default policy or optionally, create a
new policy.

Beginning with ONTAP 9.17.1, you can apply asynchronous replication policies to consistency groups in a
hierarchical relationship. Asynchronous replication is not supported for consistency groups in hierarchical
relationships in ONTAP 9.16.1.

Learn more about hierarchical (parent/child) consistency groups.

Step 1: Create a cluster peer relationship

Before you can protect your data by replicating it to a remote cluster, you need to create a cluster peer
relationship between the local and remote cluster.

Before you begin

The prerequisites for cluster peering are the same for ASA r2 systems as for other ONTAP systems. Review
the prerequisites for cluster peering.

Steps
1. On the local cluster, in System Manager, select Cluster > Settings.
2. Under Intercluster Settings next to Cluster peers select i, then select Add a cluster peer.

3. Select Lauch remote cluster; this generates a passphrase you’ll use to authenticate with the remote
cluster.

4. After the passphrase for the remote cluster is generated, paste it under Passphrase on the local cluster.
5. Select 4 add ; then enter the intercluster network interface IP address.

6. Select Initiate cluster peering.

What’s next?

You have peered for local ASA r2 cluster with a remote cluster. You can now create a replication relationship.


https://docs.netapp.com/us-en/asa-r2/data-protection/manage-hierarchical-consistency-groups.html
https://docs.netapp.com/us-en/ontap/peering/prerequisites-cluster-peering-reference.html
https://docs.netapp.com/us-en/ontap/peering/prerequisites-cluster-peering-reference.html

Step 2: Optionally, create a custom replication policy

The replication policy defines when updates performed on the ASA r2 cluster are replicated to the remote site.
ONTAP include various pre-defined data protection policies that you can use for your replication relationships.
If the pre-defined policies do not meet your needs, you can create a custom replication policy.

Learn about pre-defined ONTAP data protection policies.

Steps
1. In System Manager, select Protection > Policies; then select Replication policies.

2. Select )

3. Enter a name for the replication policy or accept the default name; then enter a description.

4. Select the Policy scope.

If you want to apply the replication policy to the entire cluster, select Cluster. If you want the replication
policy applied only to the storage units in a specific storage VM, select Storage VM.

5. For the Policy type, select Asynchronous.

@ With the asynchronous policy, data is copied to the remote site after it is written to the
source. Synchronous replication is not supported for ASA r2 systems.

. Under Transfer snapshots from source, accept the default transfer schedule or select a different one.

6
7. Select to transfer all snapshots or to create rules to determine which snapshots to transfer.
8. Optionally, enable network compression.
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. Select Save.

What’s next?

You have created a replication policy and are now ready to create a replication relationship between your ASA
r2 system and your remote location.

For more information
Learn more about storage VMs for client access.

Step 3: Create a replication relationship

A snapshot replication relationship establishes a connection between your ASA r2 system and a remote
location so that you can replicate consistency groups to a remote cluster. Replicated consistency groups can
be used for disaster recovery or for data migration.

For protection against ransomware attacks, when you set up your replication relationship, you can select to
lock the destination snapshots. Locked snapshots cannot be deleted accidentally or maliciously. You can use
locked snapshots to recover data if a storage unit is compromised by a ransomware attack.

Before you begin

» Learn about replication policies.

When you create a replication relationship, you must select the appropriate replication policy for your
replication relationship. You can use a pre-defined policy or create a custom policy.


https://docs.netapp.com/us-en/asa-r2/administer/manage-client-vm-access.html

« If you want to lock your destination snapshots, you must initialize the Snapshot compliance clock before
you create the replication relationship.

Create a replication relationship with or without locked destination snapshots.


https://docs.netapp.com/us-en/asa-r2/secure-data/ransomware-protection.html#initialize-the-snaplock-compliance-clock

With locked snapshots

Steps

1.
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1.

In System Manager, select Protection > Consistency groups.
Select a consistency group.

Select :; then select Protect.

Under Remote protection, select Replicate to a remote cluster.

Select the Replication policy.
You must select a vault replication policy.

Select Destination settings.
Select Lock destination snapshots to prevent deletion
Enter the maximum and minimum data retention period.

To delay the start of the data transfer, deselect Start transfer immediately.
The initial data transfer begins immediately by default.

Optionally, to override the default transfer schedule, select Destination settings, then select
Override transfer schedule.

Your transfer schedule must be a minimum of 30 minutes to be supported.

Select Save.

Without locked snapshots

Steps

1.
2.

In System Manager, select Protection > Replication.

Select to create the replication relationship with local destination or local source.

Option Steps

Local destinations 1. Select Local destinations, then select
O replca]
2. Search for and select the source consistency
group.

The source consistency group refers to the
consistency group on your local cluster that
you want to replicate.



Option Steps

Local sources 1. Select Local sources, then select
D Replicate |

2. Search for and select the source consistency
group.

3. Under Replication destination, select the
cluster to replicate to; then select the storage
VM.

3. Select a replication policy.
4. To delay the start of the data transfer, select Destination settings; then deselect Start transfer
immediately.

The initial data transfer begins immediately by default.

5. Optionally, to override the default transfer schedule, select Destination settings, then select
Override transfer schedule.

Your transfer schedule must be a minimum of 30 minutes to be supported.

6. Select Save.

What’s next?

Now that you have created a replication policy and relationship, your initial data transfer begins as defined in
your replication policy. You can optionally test your replication failover to verify that successful failover can
occur if your ASA r2 system goes offline.

Step 4: Test replication failover

Optionally, validate that you can successfully serve data from replicated storage units on a remote cluster if the
source cluster is offline.

Steps
1. In System Manager, select Protection > Replication.

2. Hover over the replication relationship you want to test, then select =.
3. Select Test failover.

4. Enter the failover information, then select Test failover.

What’s next?

Now that your data is protected with snapshot replication for disaster recovery, you should encrypt your data at
rest so that it can’t be read if a disk in your ASA r2 system is repurposed, returned, misplaced or stolen.

Learn about pre-defined ONTAP data protection policies

The replication policy defines when updates performed on the ASA r2 cluster are
replicated to the remote site. ONTAP includes various pre-defined data protection policies
that you can use for your replication relationships.


https://docs.netapp.com/us-en/asa-r2/secure-data/encrypt-data-at-rest.html
https://docs.netapp.com/us-en/asa-r2/secure-data/encrypt-data-at-rest.html

If the pre-defined policies do not meet your needs, you can create a custom replication policy.

®

ASA r2 systems do not support synchronous replication.

ASA r2 systems support the following pre-defined protection policies.

Policy

Asynchronous

AutomatedFailOverDuplex

CloudBackupDefault

DailyBackup

DPDefault

MirrorAllSnapshots

MirrorAllSnapshotsDiscardNetwork

MirrorAndVault

MirrorAndVaultDiscardNetwork

MirrorLatest

Unified7year

XDPDefault

Description

A unified SnapMirror asynchronous and vault policy
for mirroring the latest active file system and daily and
weekly snapshots with an hourly transfer schedule.

Policy for SnapMirror synchronous with zero RTO
guarantee and bi-directional sync replication.

Vault policy with daily rule.

Vault policy with a daily rule and a daily transfer
schedule.

SnapMirror asynchronous policy for mirroring all
snapshots and the latest active file system.

SnapMirror asynchronous policy for mirroring all
snapshots and the latest active file system.

SnapMirror asynchronous policy for mirroring all
snapshots and the latest active file system excluding
the network configurations.

A unified SnapMirror asynchronous and vault policy
for mirroring the latest active file system and daily and
weekly snapshots.

A unified SnapMirror asynchronous and vault policy
for mirroring the latest active file system and daily and
weekly snapshots excluding the network
configurations.

SnapMirror asynchronous policy for mirroring the
latest active file system.

Unified SnapMirror policy with 7-year retention.

Vault policy with daily and weekly rules.

Policy type

Asynchrono
us

SnapMirror
active sync

Asynchrono
us

Asynchrono
us

Asynchrono
us

Asynchrono
us

Asynchrono
us

Asynchrono
us

Asynchrono
us

Asynchrono
us

Asynchrono
us

Asynchrono
us

Break an asynchronous replication relationship on your

ASA r2 system

In certain situations, you might need to break an asynchronous replication relationship.
For example, if are running ONTAP 9.16.1 and you want to increase the size of a
consistency group that is in an asynchronous replication relationship, you must break the
relationship before you can modify the consistency group’s size.



Steps
1. In System Manager, select Protection > Replication.

2. Select Local destinations or Local sources.
3. Next to the relationship that you want to break, select : ; then select Break.
4. Select Break.

Result
The asynchronous relationship between the primary and secondary consistency group is broken.



Copyright information

Copyright © 2026 NetApp, Inc. All Rights Reserved. Printed in the U.S. No part of this document covered by
copyright may be reproduced in any form or by any means—graphic, electronic, or mechanical, including
photocopying, recording, taping, or storage in an electronic retrieval system—without prior written permission
of the copyright owner.

Software derived from copyrighted NetApp material is subject to the following license and disclaimer:

THIS SOFTWARE IS PROVIDED BY NETAPP “AS IS” AND WITHOUT ANY EXPRESS OR IMPLIED
WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE, WHICH ARE HEREBY DISCLAIMED. IN NO EVENT SHALL
NETAPP BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR
CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE
GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER
CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT
(INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS
SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

NetApp reserves the right to change any products described herein at any time, and without notice. NetApp
assumes no responsibility or liability arising from the use of products described herein, except as expressly
agreed to in writing by NetApp. The use or purchase of this product does not convey a license under any
patent rights, trademark rights, or any other intellectual property rights of NetApp.

The product described in this manual may be protected by one or more U.S. patents, foreign patents, or
pending applications.

LIMITED RIGHTS LEGEND: Use, duplication, or disclosure by the government is subject to restrictions as set
forth in subparagraph (b)(3) of the Rights in Technical Data -Noncommercial Items at DFARS 252.227-7013
(FEB 2014) and FAR 52.227-19 (DEC 2007).

Data contained herein pertains to a commercial product and/or commercial service (as defined in FAR 2.101)
and is proprietary to NetApp, Inc. All NetApp technical data and computer software provided under this
Agreement is commercial in nature and developed solely at private expense. The U.S. Government has a non-
exclusive, non-transferrable, nonsublicensable, worldwide, limited irrevocable license to use the Data only in
connection with and in support of the U.S. Government contract under which the Data was delivered. Except
as provided herein, the Data may not be used, disclosed, reproduced, modified, performed, or displayed
without the prior written approval of NetApp, Inc. United States Government license rights for the Department
of Defense are limited to those rights identified in DFARS clause 252.227-7015(b) (FEB 2014).

Trademark information

NETAPP, the NETAPP logo, and the marks listed at http://www.netapp.com/TM are trademarks of NetApp, Inc.
Other company and product names may be trademarks of their respective owners.


http://www.netapp.com/TM

	Set up snapshot replication : ASA r2
	Table of Contents
	Set up snapshot replication
	Replicate snapshots to a remote cluster from ASA r2 storage systems
	Step 1: Create a cluster peer relationship
	Step 2: Optionally, create a custom replication policy
	Step 3: Create a replication relationship
	Step 4: Test replication failover

	Learn about pre-defined ONTAP data protection policies
	Break an asynchronous replication relationship on your ASA r2 system


