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Concepts

Architecture and components

Astra Control is a Kubernetes application data lifecycle management solution that

simplifies operations for stateful applications, and helps you store, protect, and move your

Kubernetes workloads across hybrid environments.

Capabilities

Astra Control offers critical capabilities for Kubernetes application data lifecycle management:

Store:

• Dynamic storage provisioning for containerized workloads

• In-flight encryption of data from container to persistent volumes

• Cross-region, cross-zone replication

Protect:

• Automated discovery and application-aware protection of an entire application and its data

• Instant recovery of an application from any snapshot version based on your organization’s needs

• Fast failover across zones, regions and cloud providers

Move:

• Complete application and data mobility within and between Kubernetes clusters and clouds

• Instant clones of entire applications and data

• One click migration of applications through consistent web UI and API

Architecture

The architecture of Astra Control enables it to provide advanced data management capabilities that enhance

both the functionality and availability of Kubernetes applications, simplifies the management, protection, and

movement of containerized workloads across public clouds and on-prem environments, and provides

automation capabilities through its REST API and SDK, enabling programmatic access for seamless

integration with existing workflows.

Astra Control is Kubernetes-native, enabling data protection workflows that utilize custom resources while

staying backward-compatible with the existing API and SDK. Kubernetes-native data protection offers

significant advantages; by seamlessly integrating with Kubernetes APIs and resources, data protection can

become an inherent part of the application lifecycle through an organization’s existing CI/CD and/or GitOps

tools.

Astra Control is built on four complementary components:

• Astra Control: Astra Control is the centralized management service for all managed clusters, providing

orchestrated workloads for application protection and mobility for on-premises as well as the following

capabilities:
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◦ Combined view of multiple clusters

◦ Protection of orchestrated workflows

◦ Granular resource visualization and selection

• Astra Connector: Astra Connector teams with Astra Control to provide a secure connection to each

managed cluster, offering local execution of scheduled operations regardless of connection status as well

as the following capabilities:

◦ Local execution of scheduled operations regardless of connection status

◦ Local operations that distribute and optimize system resource usage of Astra across clusters

◦ Local installation that enables least privilege access to the cluster for improved security

• Astra Control Provisioner: Astra Control Provisioner delivers core CSI provisioning functionality and

advanced storage management capabilities for added security and disaster recovery configuration, as well

as the following capabilities:

◦ Dynamic storage provisioning for containerized workloads

◦ Advanced storage management:

▪ In-flight encryption of data from container to PV

▪ SnapMirror Cloud functionality with cross-region, cross-zone replication

• Astra Custom resources: Custom resources used on each cluster provide a Kubernetes-native approach

to running operations locally, simplifying integration with other Kubernetes-friendly tooling and automation

as well as providing the following capabilities:

◦ Direct ecosystem tool integration and automation workflows

◦ Lower-level primitives that enable custom workflows

Deployment models

Astra Control is available in a single deployment model.

Astra Control Center: Self-managed software that provides application-aware data management of

Kubernetes clusters running in your on-premises environment. Astra Control Center can also be installed on

multiple cloud provider environments with a NetApp Cloud Volumes ONTAP storage backend.

Astra Control Center documentation

Astra Control Center

How is it offered? As software that you can download, install, and manage

Where is it hosted? On your own Kubernetes cluster

How is it updated? You manage any updates

What are the supported

Kubernetes distributions?

• Azure Kubernetes Service on Azure Stack HCI

• Google Anthos

• Kubernetes (Upstream)

• Rancher Kubernetes Engine (RKE)

• Red Hat OpenShift Container Platform
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Astra Control Center

What are the supported storage

backends?

• NetApp ONTAP AFF and FAS systems

• NetApp ONTAP Select

• Cloud Volumes ONTAP

• Longhorn

For more information

• Astra Control Center documentation

• Astra Trident documentation

• Astra Control API

• Cloud Insights documentation

• ONTAP documentation

Data protection

Learn about the available types of data protection in Astra Control Center, and how best

to use them to protect your apps.

Snapshots, backups, and protection policies

Both snapshots and backups protect the following types of data:

• The application itself

• Any persistent data volumes associated with the application

• Any resource artifacts belonging to the application

A snapshot is a point-in-time copy of an app that’s stored on the same provisioned volume as the app. They

are usually fast. You can use local snapshots to restore the application to an earlier point in time. Snapshots

are useful for fast clones; snapshots include all of the Kubernetes objects for the app, including configuration

files. Snapshots are useful for cloning or restoring an app within the same cluster.

A backup is based on a snapshot. It is stored in the external object store, and because of this, can be slower to

take compared to local snapshots. You can restore an app backup to the same cluster, or you can migrate an

app by restoring its backup to a different cluster. You can also choose a longer retention period for backups.

Because they are stored in the external object store, backups generally offer you better protection than

snapshots in cases of server failure or data loss.

A protection policy is a way to protect an app by automatically creating snapshots, backups, or both according

to a schedule that you define for that app. A protection policy also enables you to choose how many snapshots

and backups to retain in the schedule, and set different schedule granularity levels. Automating your backups

and snapshots with a protection policy is the best way to ensure each app is protected according to the needs

of your organization and service level agreement (SLA) requirements.
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You can’t be fully protected until you have a recent backup. This is important because backups

are stored in an object store away from the persistent volumes. If a failure or accident wipes out

the cluster and its associated persistent storage, then you need a backup to recover. A snapshot

would not enable you to recover.

Immutable backups

An immutable backup is a backup that cannot be changed or deleted during a specified period. When you

create an immutable backup, Astra Control checks to ensure that the bucket you are using is a write once read

many (WORM) bucket, and if so, ensures that the backup is immutable from within Astra Control.

Astra Control Center supports creating immutable backups with the following platforms and bucket types:

• Amazon Web Services using an Amazon S3 bucket with S3 Object Lock configured

• NetApp StorageGRID using an S3 bucket with S3 Object Lock configured

Note the following when working with immutable backups:

• If you back up to a WORM bucket in an unsupported platform or to an unsupported bucket type, you might

get unpredictable results, such as backup deletion failing even if the retention time has elapsed.

• Astra Control does not support data lifecycle management policies or manual deletion of objects on the

buckets you use with immutable backups. Make sure that your storage backend is not configured to

manage the lifecycle of Astra Control snapshots or backed up data.

Clones

A clone is an exact duplicate of an app, its configuration, and its persistent data volumes. You can manually

create a clone on either the same Kubernetes cluster or on another cluster. Cloning an app can be useful if you

need to move applications and storage from one Kubernetes cluster to another.

Replication between storage backends

Using Astra Control, you can build business continuity for your applications with a low-RPO (Recovery Point

Objective) and low-RTO (Recovery Time Objective) using asynchronous replication capabilities of NetApp

SnapMirror technology. Once configured, this enables your applications to replicate data and application

changes from one storage backend to another, on the same cluster or between different clusters.

You can replicate between two ONTAP SVMs on the same ONTAP cluster or on different ONTAP clusters.

Astra Control asynchronously replicates app snapshot copies to a destination cluster. The replication process

includes data in the persistent volumes replicated by SnapMirror and the app metadata protected by Astra

Control.

App replication is different from app backup and restore in the following ways:

• App replication: Astra Control requires the source and destination Kubernetes clusters (which can be the

same cluster) to be available and managed with their respective ONTAP storage backends configured to

enable NetApp SnapMirror. Astra Control takes the policy-driven application snapshot and replicates it to

the destination storage backend. NetApp SnapMirror technology is used to replicate the persistent volume

data. To fail over, Astra Control can bring the replicated app online by recreating the app objects on the

destination Kubernetes cluster with the replicated volumes on the destination ONTAP cluster. Because the

persistent volume data is already present on the destination ONTAP cluster, Astra Control can offer quick

recovery times for failover.
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• App backup and restore: When backing up applications, Astra Control creates a snapshot of the app data

and stores it in an object storage bucket. When a restore is needed, the data in the bucket must be copied

to a persistent volume on the ONTAP cluster. The backup/restore operation does not require the secondary

Kubernetes/ONTAP cluster to be available and managed, but the additional data copy can result in longer

restore times.

To learn how to replicate apps, refer to Replicate apps to a remote system using SnapMirror technology.

The following images show the scheduled backup and restore process compared to the replication process.

The backup process copies data to S3 buckets and restores from S3 buckets:

On the other hand, replication is done by replicating to ONTAP and then a failover creates the Kubernetes

resources:
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Backups, snapshots, and clones with an expired license

If your license expires, you can add a new application or perform application protection operations (such as

snapshots, backups, clones, and restore operations) only if the application you are adding or protecting is

another Astra Control Center instance.

Licensing

When you deploy Astra Control Center, it is installed with an embedded 90-day

evaluation license for 4,800 CPU units. If you need more capacity or a longer evaluation

period, or want to upgrade to a full license, you can obtain a different evaluation license

or full license from NetApp.

You obtain a license in one of the following ways:

• If you are evaluating Astra Control Center and need different evaluation terms than what is included in the

embedded evaluation license, contact NetApp to request a different evaluation license file.

• If you already purchased Astra Control Center, generate your NetApp license file (NLF) by logging in to the

NetApp Support Site and navigating to your software licenses under the Systems menu.

For details about licenses needed for ONTAP storage backends, refer to supported storage backends.
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Make sure that your license enables at least as many CPU units as you need. If the number of

CPU units that Astra Control Center is currently managing exceeds the available CPU units in

the new license being applied, you’ll not be able to apply the new license.

Evaluation licenses and full licenses

An embedded evaluation license is provided with a new Astra Control Center installation. An evaluation license

enables the same capabilities and features as a full license for a limited (90 day) period. After the evaluation

period, a full license is required to continue with full functionality.

License expiration

If the active Astra Control Center license expires, UI and API functionality for the following features are

unavailable:

• Manual local snapshots and backups

• Scheduled local snapshots and backups

• Restoring from a snapshot or backup

• Cloning from a snapshot or current state

• Managing new applications

• Configuring replication policies

How license consumption is calculated

When you add a new cluster to Astra Control Center, it doesn’t count toward consumed licenses until at least

one application running on the cluster is managed by Astra Control Center.

When you start managing an app on a cluster, all of that cluster’s CPU units are included in the Astra Control

Center license consumption, except Red Hat OpenShift cluster node CPU units that are reported by a using

the label node-role.kubernetes.io/infra: "".

Red Hat OpenShift infrastructure nodes do not consume licenses in Astra Control Center. To

mark a node as an infrastructure node, apply the label node-role.kubernetes.io/infra:

"" to the node.

Find more information

• Add a license when you first set up Astra Control Center

• Update an existing license

App management

When Astra Control discovers your clusters, the apps on those clusters are unmanaged

until you choose how you want to manage them. A managed application in Astra Control

can be any of the following:

• A namespace, including all resources in that namespace
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• An individual application deployed within one or more namespaces (helm3 is used in this example)
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• A group of resources that are identified by a Kubernetes label within one or more namespaces

Storage classes and persistent volume size

Astra Control Center supports NetApp ONTAP and Longhorn as storage backends.

Overview

Astra Control Center supports the following:

• Storage classes backed by ONTAP storage: If you are using an ONTAP backend, Astra Control Center

offers the ability to import the ONTAP backend to report monitoring information.

• CSI-based storage classes backed by Longhorn: You can use Longhorn with the Longhorn Container

Storage Interface (CSI) driver.

Storage classes should be configured using Astra Control Provisioner.

Storage classes

When you add a cluster to Astra Control Center, you’re prompted to select one previously configured storage

class on that cluster as the default storage class. This storage class will be used when no storage class is

specified in a persistent volume claim (PVC). The default storage class can be changed at any time within

Astra Control Center and any storage class can be used at any time by specifying the name of the storage

class within the PVC or Helm chart. Ensure that you have only a single default storage class defined for your

Kubernetes cluster.
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User roles and namespaces

Learn about user roles and namespaces in Astra Control, and how you can use them to

control access to resources in your organization.

User roles

You can use roles to control the access users have to resources or capabilities of Astra Control. The following

are the user roles in Astra Control:

• A Viewer can view resources.

• A Member has Viewer role permissions and can manage apps and clusters, unmanage apps, and delete

snapshots and backups.

• An Admin has Member role permissions and can add and remove any other users except the Owner.

• An Owner has Admin role permissions and can add and remove any user accounts.

You can add constraints to a Member or Viewer user to restrict the user to one or more Namespaces.

Namespaces

A namespace is a scope you can assign to specific resources within a cluster that is managed by Astra

Control. Astra Control discovers a cluster’s namespaces when you add the cluster to Astra Control. Once

discovered, the namespaces are available to assign as constraints to users. Only members that have access

to that namespace are able to use that resource. You can use namespaces to control access to resources

using a paradigm that makes sense for your organization; for example, by physical regions or divisions within a

company. When you add constraints to a user, you can configure that user to have access to all namespaces

or only a specific set of namespaces. You can also assign namespace constraints using namespace labels.

Find more information

Manage local users and roles
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