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Reference

Policies in SnapCenter compared to those in NetApp
Backup and Recovery

There are some differences between policies used in SnapCenter and those used in
NetApp Backup and Recovery that might impact what you see after importing resources
and policies from SnapCenter.

Schedule tiers

SnapCenter uses the following schedule tiers:

* Hourly: Multiple hours and minutes with any hours (0-23) and any minutes (0-60).
 Daily: Option to repeat every set number of days, for example, every 3 days.

» Weekly: Sunday to Monday, with an option to perform a snapshot on Day 1 of the week or on multiple days
of the week.

* Monthly: January to December, with an option to perform on specific or multiple days each month, for
example, the 7th.
NetApp Backup and Recovery uses the following schedule tiers, which are slightly different:
* Hourly: Performs snapshots only on 15-minute intervals, for example, 1 hour or 15-minute intervals less
than 60.

+ Daily: Hours of the day (0-23) with start time for example at 10:00 AM with an option to perform every so
many hours.

* Weekly: Day of the week (Sunday to Monday) with an option to perform on 1 day or multiple days. This is
the same as SnapCenter.

* Monthly: Dates of the month (0-30) with a starting time on multiple dates of the month.
 Yearly: Monthly. This matches SnapCenter’s monthly.

Multiple policies in SnapCenter with the same schedule tier

You can assign multiple policies with the same schedule tier to a resource in SnapCenter. However, NetApp
Backup and Recovery does not support multiple policies on a resource that uses the same schedule tier.

Example: If you use three policies (for Data, Log, and Log of snapshots) in SnapCenter, after migration from
SnapCenter, NetApp Backup and Recovery uses a single policy instead of all three.

Imported SnapCenter daily schedules

NetApp Backup and Recovery adjusts the SnapCenter schedules as follows:

« If the SnapCenter schedule is set to less than or equal to 7 days, NetApp Backup and Recovery sets the
schedule to weekly. Some snapshots are skipped during the week.

Example: If you have a SnapCenter daily policy with a repeating interval of every 3 days starting on
Monday, NetApp Backup and Recovery sets the schedule to weekly on Monday, Thursday, and Sunday.



Some days will be skipped because it is not exactly every 3 days.

« If the SnapCenter schedule is set to greater than 7 days, NetApp Backup and Recovery sets the schedule
to monthly. Some snapshots will be skipped during the month.

Example: If you have a SnapCenter daily policy with a repeating interval of every 10 days starting on the
2nd of the month, NetApp Backup and Recovery, after migration, sets the schedule to monthly on the 2nd,
12th, and 22nd day of the month. NetApp Backup and Recovery skips some days in the next month.

Imported SnapCenter hourly schedules

SnapCenter hourly policies with repeating intervals greater than one hour are converted to a daily policy in
NetApp Backup and Recovery.

Any hourly policy with repeating intervals that are not a factor of 24 (for example 5, 7, etc) will skip some
snapshots in a day.

Example: If you have a SnapCenter hourly policy with a repeating interval every 5 hours starting at 1:00 AM,
NetApp Backup and Recovery (after migration) will set the schedule to daily with 5-hour intervals at 1:00 AM,
6:00 AM, 11:00 AM, 4:00 PM, and 9:00 PM. Some hours will be skipped, after 9:00 PM it should be 2:00 AM to
repeat after every 5 hours, but it will be always 1:00 AM.

Log retention from SnapCenter policies

If you have a resource in SnapCenter with multiple policies, NetApp Backup and Recovery uses the following
priority order to assign the log retention value:

« For "Full backup with log backup policy" plus "log-only" policies in SnapCenter, NetApp Backup and
Recovery uses the log-only policy retention value.

 For "Full backup with log only" and "Full and Log" policies in SnapCenter, NetApp Backup and Recovery
uses the log-only retention value.

* For "Full backup and log" plus "Full backup" in SnapCenter, NetApp Backup and Recovery uses the "Full
backup and log" retention value.

* If you have only a full backup in SnapCenter, NetApp Backup and Recovery does not enable the log
backup.

Log backup retention

SnapCenter supports multiple retention values for policies on a resource. NetApp Backup and Recovery
supports only one retention value per resource.

Retention count from SnapCenter policies

If you have a resource with secondary protection enabled in SnapCenter with multiple source volumes, multiple
destination volumes, and multiple SnapMirror relationships, NetApp Backup and Recovery uses only the first
policy’s retention count.

Example: If you have a SnapCenter policy with a retention count of 5 and another policy with a retention count
of 10, NetApp Backup and Recovery uses the retention count of 5.



SnapMirror labels from SnapCenter policies

SnapCenter keeps SnapMirror labels for each policy after migration, even if the tier changes.

Example: An hourly policy from SnapCenter might change to daily in NetApp Backup and Recovery. However,
the SnapMirror labels remain the same after migration.

NetApp Backup and Recovery Identity and Access
Management (IAM) roles

NetApp Backup and Recovery employs ldentity and Access Management (IAM) to govern
the access that each user has to specific features and actions.

To learn about IAM roles that are specific to NetApp Backup and Recovery, refer to NetApp Backup and
Recovery roles in NetApp Console.

Restore NetApp Backup and Recovery configuration data in
a dark site

When using NetApp Backup and Recovery in a site with no internet access, known as
private mode, the NetApp Backup and Recovery configuration data is backed up to the
StorageGRID or ONTAP S3 bucket where your backups are being stored. If you have an
issue with the Console agent host system, you can deploy a new Console agent and
restore the critical NetApp Backup and Recovery data.

@ This procedure applies only to ONTAP volume data.

When you use NetApp Backup and Recovery in a SaaS environment with the Console agent deployed at your
cloud provider or on your own internet-connected host, the system backs up and protects all important
configuration data in the cloud. If you have an issue with the Console agent, create a new Console agent and
add your systems. The backup details are automatically restored.

There are two types of data that are backed up:

» NetApp Backup and Recovery database - contains a listing of all the volumes, backup files, backup
policies, and configuration information.

* Indexed Catalog files - contains detailed indexes that are used for Search & Restore functionality that make
your searches very quick and efficient when looking for volume data that you want to restore.

This data is backed up once per day at midnight, and a maximum of 7 copies of each file are retained. If the
Console agent is managing multiple on-premises ONTAP systems, the NetApp Backup and Recovery files are
stored in the bucket of the system that was activated first.

No volume data is ever included in the NetApp Backup and Recovery database or Indexed
Catalog files.

Restore NetApp Backup and Recovery data to a new Console agent

If your on-premises Console agent stops working, you’ll need to install a new Console agent, and then restore


https://docs.netapp.com/us-en/console-setup-admin/reference-iam-backup-rec-roles.html
https://docs.netapp.com/us-en/console-setup-admin/reference-iam-backup-rec-roles.html

the NetApp Backup and Recovery data to the new Console agent.

You'll need to perform the following tasks to return your NetApp Backup and Recovery system to a working
state:

* Install a new Console agent
* Restore the NetApp Backup and Recovery database
* Restore the Indexed Catalog files

» Rediscover all of your on-prem ONTAP systems and StorageGRID systems to the NetApp Console Ul
After you check that your system is working, create new backup files.

What you’ll need

You'll need to access the most recent database and index backups from the StorageGRID or ONTAP S3
bucket where your backup files are being stored:

* NetApp Backup and Recovery MySQL database file

This file is located in the following location in the bucket netapp-backup-<GUID>/mysql backup/,
and itis named CBS DB Backup <day> <month> <year>.sql.

* Indexed Catalog backup zip file

This file is located in the following location in the bucket netapp-backup-<GUID>/catalog backup/,
and it is named Indexed Catalog DB Backup <db name> <day> <month> <year>.zip.

Install a new Console agent on a new on-premises Linux host

WhWhen installing a new Console agent, download the same software version as the original agent. Changes

to the NetApp Backup and Recovery database may cause newer software versions to not work with old

database backups. You can upgrade the Console agent software to the most current version after restoring the

Backup database.

1. Install the Console agent on a new on-premises Linux host

2. Log into the Console using the admin user credentials that you just created.

Restore the NetApp Backup and Recovery database

1. Copy the MySQL backup from the backup location to the new Console agent host. We'll use the example
file name "CBS_DB_Backup_23 05 _2023.sql" below.

2. Copy the backup into the MySQL docker container using one of the following commands, depending on
whether you are using a Docker or Podman container:

docker cp CBS DB Backup 23 05 2023.sgl ds mysqgl 1:/.

podman cp CBS DB Backup 23 05 2023.sgl ds mysql 1:/.

3. Enter the MySQL container shell using one of the following commands, depending on whether you are


https://docs.netapp.com/us-en/console-setup-admin/task-upgrade-connector.html
https://docs.netapp.com/us-en/console-setup-admin/task-upgrade-connector.html
https://docs.netapp.com/us-en/console-setup-admin/task-quick-start-private-mode.html

using a Docker or Podman container:

docker exec -it ds mysgl 1 sh

podman exec -it ds mysqgl 1 sh
In the container shell, deploy the "env".
You'll need the MySQL DB password, so copy the value of the key "MYSQL_ROOT_PASSWORD".
Restore the NetApp Backup and Recovery MySQL DB using the following command:

mysqgl -u root -p cloud backup < CBS DB Backup 23 05 2023.sqgl

Verify that the NetApp Backup and Recovery MySQL DB has been restored correctly using the following
SQL commands:

mysgl -u root -p cloud backup

Enter the password.

mysqgl> show tables;
mysgl> select * from volume;

9. Ensure that the volumes that are shown are the same as those that existed in your original environment.

Restore the Indexed Catalog files

1.

Copy the Indexed Catalog backup zip file (we’ll use the example file name
"Indexed_Catalog_DB_Backup_catalogdb1_23 05_2023.zip") from the backup location to the new
Console agent host in the "/opt/application/netapp/cbs" folder.

Unzip the "Indexed_Catalog_DB_Backup_catalogdb1_23_05_2023.zip" file using the following command:

unzip Indexed Catalog DB Backup catalogdbl 23 05 2023.zip -d catalogdbl

Run the Is command to make sure that the folder "catalogdb1" has been created with the subfolders
"changes" and "snapshots" underneath.

Discover your ONTAP clusters and StorageGRID systems

1.

Discover all the on-prem ONTAP systems that were available in your previous environment. This includes
the ONTAP system you have used as an S3 server.

2. Discover your StorageGRID systems.


https://docs.netapp.com/us-en/storage-management-ontap-onprem/task-discovering-ontap.html#discover-clusters-using-a-connector
https://docs.netapp.com/us-en/storage-management-storagegrid/task-discover-storagegrid.html

Set up the StorageGRID environment details

Add the details of the StorageGRID system associated with your ONTAP systems as they were set up on the
original Console agent setup using the NetApp Console APls.

The following information applies to private mode installations starting from NetApp Console 3.9.xx. For older
versions, use the following procedure: DarkSite Cloud Backup: MySQL and Indexed Catalog Backup and
Restore.

You'll need to perform these steps for each system that is backing up data to StorageGRID.

1. Extract the authorization token using the following oauth/token API.

curl 'http://10.193.192.202/0auth/token' -X POST -H 'Accept:
application/json' -H 'Accept-Language: en-US,en;g=0.5' -H 'Accept-
Encoding: gzip, deflate' -H 'Content-Type: application/json' -d '
{"username":"admin@netapp.com", "password":"Netapp@l23", "grant type":"pas
sword"}

> '

While the IP address, username, and passwords are custom values, the account name is not. The account
name is always "account-DARKSITE1". Also, the username must use an email-formatted name.

This API will return a response like the following. You can retrieve the authorization token as shown below.

{"expires in":21600, "access token":"eyJhbGciO0iJSUzIINiIsInR5cCI6IkpXVCIs
ImtpZCI6IJJIMGFiZiR1In0eyJzdWIi01iJvY2NtYXV0aHwxIiwiYXVkIjpbImhOdHBZz018vY
XBpLmNsb3VkILm51dGEFwcC5jb201XSwiaHROcDovL2Nsb3VkIm51dGFweC5jb20vZnVsbFouY
W1lTjoiYWRtaW4iLCJodHRwO18vY2xvdWQubmVOYXBwLmNvbSO1bWFpbCI6oImEFkbWluQG51d
GFwcC5Jb20iLCJzY29wZSI6ImOwZW5pZCBwem9maWx1IiwiaWF0IjoxNjcyNzM2MDIzLCJle
HAiOjE2NzI3NTcZ2MjMsImlzcyI6ImhOdHAGLYyOvY2NtYXV0aDo4NDIwLyJ9CJIJtRpRDY23Pok
yLglif67bmgnMcYxdCvBOY-ZUYWzhrWbbY hqUH4T-

114v pNDsPyNDyWqgHaKizThdjjHYHxm56vTz Vdn4NgjaBDPwNOKANC6Z88WALcJ4WRQG]Sy
kODNDmrv5At fO9HHpO-xVMyHqywZ4nNFalMvAh4xESc5]foKOZc—
IOQdWm4F4LHpMzs4gFzCYthTuSKLYtgSTUrZB81l-o-ipvrOgSoliwIeHXZJJV-
UsWun9daNgi¥Yd wX-4WWJViGEnDzzwOKfUoUoelFg3ch--7JFkF1-
rrXDOJjklsUMumN3WHVIOusplPgBESHACJPrEBmOValSZcUbiA" }

2. Extract the system ID and the X-Agent-ld using the tenancy/external/resource API.


https://docs.netapp.com/us-en/console-automation/index.html
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DarkSite-Cloud-Backup-MySQL-and-Indexed-Catalog-Backup-and-Restore/ba-p/440800
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DarkSite-Cloud-Backup-MySQL-and-Indexed-Catalog-Backup-and-Restore/ba-p/440800

curl -X GET

http://10.193.192.202/tenancy/external /resource?account=account-
DARKSITEl -H 'accept: application/json' -H 'authorization: Bearer
eyJhbGciOiJSUZzI1INiIsSINR5cCI6IkpXVCISImtpZCI6IjIIMGFiZjRiIn0eyJzdWIi01idvY
2NtYXV0aHwxIiwiYXVkIjpbImh0dHBz01i8vYXBpLmNsb3VkIm51dGFwecC57b20iXSwiaHROC
DovLZ2Nsb3VkLm51dGFwcC53b20vZnVsbFIuYW11IjoiYWRtaW4iLCJodHRwO18vY2xvdWQub
mVOYXBwILmMNVLS 91 bWEFpbCI6ImEFkbW1uQGS51dGFwcC53b201LCIzY29wZSTI6ImOwWZWS5pZCBwC
m9maWx1IiwiaWFO0IjoxNjcyNzIyNzEzLCJleHAiOjE2NzI3NDQzMTMsImlzcyI6ImhOdHAGL
yIvYZNtYXV0aDo4NDIwLyJ9X cQF8xttD0-S7sU2uph2cdu kN-
fLWpdJJIX98HODWPpVUitLcxV28 sQhuopjWobozPelNISET7KvMgcoXc5kLDyX-
yEOfHOgr4XgkdswjWcNvw2rRkFzjHpWrETgfgAMkZcAukV4DHuxogHWh6 -

DggBINgPZT8A szHinud5WOHJSc4AaT0zC-
sp81GagMahPf0KcEFVyjbBL4krOewgKHGFo 7ma 4mF39B1LCJj7Vc2XvUdOwCaJvDMjwpl9-
KbZgmmBX9vDnYp7SSxC1hHIJRDStcFgJLdJHtowweNH2829Ks JEGBTTcBAO8SvVIDECENH GAx
wSgMT3zUfwaOimPw'

This API will return a response like the following. The value under the "resourceldentifier" denotes the
WorkingEnvironment Id and the value under "agentld" denotes x-agent-id.

[{"resourceldentifier":"OnPremWorkingEnvironment-

PMtZNDOM", "resourceType" :"ON PREM", "agentId":"vB 1xShPpBtUosjD7wfBlLIhgD
gIPAOwclients", "resourceClass":"ON PREM", "name":"CBSFAS8300-01-

02", "metadata":"{\"clusterUuid\": \"2cb6cbd4b-dc07-11lec-9114-
d039ea931e09\"}", "workspaceIds": ["workspace2wKYjTy9"], "agentIds": ["vB 1x
ShPpBtUosjD7wfBl1LIhgDgIPAOwclients"] }]

3. Update the NetApp Backup and Recovery database with the details of the StorageGRID system associated
with the systems. Make sure to enter the Fully Qualified Domain Name of the StorageGRID, as well as the
Access-Key and Storage-Key as shown below:



curl -X POST 'http://10.193.192.202/account/account-—
DARKSITEl/providers/cloudmanager cbs/api/vl/sg/credentials/working-
environment/OnPremWorkingEnvironment-pMtZNDOM' \

> —--header 'authorization: Bearer
eyJhbGciOiJSUzZIINiIsInR5cCI6IkpXVCIsImtpZCI6IjJIMGFiZjRiIn0eyJzdWIiOiJvy
2NtYXV0aHwxIiwiYXVKkIjpbImh0dHBz01i8vYXBpLmNsb3VkIm51dGFwcC57b20iXSwiaHROC
DovL2Nsb3VkILm51dGEFwcC5)b20vZnVsbFOuYW11IjoiYWRtaW4iLCJodHRwO18vY2xvdWQub
mVOYXBwLmNvbS91bWFpbCI6ImEFkbWluQG51dGEFwecC5)jb201iLCIzY29wZSI6Im9wZWSpZCBwe
m9maWx1IiwiaWF0IjoxNjcyNzIyNzEzZLCJ1leHALiOJE2NZzI3NDQzMTMsImlzcyI6ImhOdHAGL
yIOVY2NtYXV0aDo4NDIwLyJO9X cQF8xttD0-S7sUZ2uphZ2cdu kN-
fLWpdJJIX98HODWPpVUitLcxV28 sQhuopjWobozPelNISE7KvMgcoXc5kLDyX—
yEOfHOgr4XgkdswiWcNvw2rRkFz JHpWrETgfgAMkZcAukV4DHuxogHWh6—

DggBINgPZT8A szHinud5WOHJ9c4AaT0zC-
sp8lGagMahPf0KcFVyjbBL4krOewgKHGFo 7ma 4mF39B1LCj7Vc2XvUdOwCaJvDMjwpl9-
KbzZgmmBX9vDnYp7SSxC1lhHIJRDStcFgJLAJHtowweNH2829Ks JEGBTTcBAO8SvVIDtCctNH GAx
wSgMT3zUfwaOimPw' \

> --header 'x-agent-id: vB_ 1xShPpBtUosjD7wfBlLIhgDgIPAOwclients' \

> -d
> { "storage-server" : "sr630ipl5.rtp.eng.netapp.com:10443", "access-
key": "2ZMYOAVASS5E70MCNH9", "secret-password":

"uk/61kd4Lj1XQ0FnzSzP/T0zR4ZQ1G0wlxgWsB" }'

Verify NetApp Backup and Recovery settings

1. Select each ONTAP system and click View Backups next to the Backup and recovery service in the right-
panel.

You should see all backups created for your volumes.
2. From the Restore Dashboard, under the Search & Restore section, click Indexing Settings.
Make sure that the systems which had Indexed Cataloging enabled previously remain enabled.

3. From the Search & Restore page, run a few catalog searches to confirm that the Indexed Catalog restore
has been completed successfully.

Supported AWS archive storage tiers with NetApp Backup
and Recovery

NetApp Backup and Recovery supports two S3 archival storage classes and most

regions.

@ To switch to and from NetApp Backup and Recovery Ul versions, refer to Switch to the
previous NetApp Backup and Recovery Ul.


https://docs.netapp.com/us-en/data-services-backup-recovery/br-start-switch-ui.html
https://docs.netapp.com/us-en/data-services-backup-recovery/br-start-switch-ui.html

Supported S3 archival storage classes for NetApp Backup and Recovery

When backup files are initially created they’re stored in S3 Standard storage. This tier is optimized for storing
data that’s infrequently accessed; but that also allows you to access it immediately. After 30 days the backups
transition to the S3 Standard-Infrequent Access storage class to save on costs.

If your source clusters are running ONTAP 9.10.1 or greater, you can choose to tier backups to either S3
Glacier or S3 Glacier Deep Archive storage after a certain number of days (typically more than 30 days) for
further cost optimization. You can set this to "0" or to 1-999 days. If you set it to "0" days, you cannot change it
later to 1-999 days.

Data in these tiers can’t be accessed immediately when needed, and will require a higher retrieval cost, so you
need to consider how often you may need to restore data from these archived backup files. See the section on
this page about restoring data from archival storage.

« If you select no archive tier in your first backup policy when activating NetApp Backup and Recovery, then
S3 Glacier will be your only archive option for future policies.

* If you select S3 Glacier in your first backup policy, then you can change to the S3 Glacier Deep Archive tier
for future backup policies for that cluster.

* If you select S3 Glacier Deep Archive in your first backup policy, then that tier will be the only archive tier
available for future backup policies for that cluster.

Note that when you configure NetApp Backup and Recovery with this type of lifecycle rule, you must not
configure any lifecycle rules when setting up the bucket in your AWS account.

Learn about S3 storage classes.

Restore data from archival storage

While storing older backup files in archival storage is much less expensive than Standard or Standard-IA
storage, accessing data from a backup file in archive storage for restore operations will take a longer amount
of time and will cost more money.

How much does it cost to restore data from Amazon S3 Glacier and Amazon S3 Glacier Deep Archive?

There are 3 restore priorities you can choose when retrieving data from Amazon S3 Glacier, and 2 restore
priorities when retrieving data from Amazon S3 Glacier Deep Archive. S3 Glacier Deep Archive costs less
than S3 Glacier:

Archive Tier Restore Priority & Cost
High Standard Low
S3 Glacier Fastest retrieval, Slower retrieval, lower  Slowest retrieval, lowest
highest cost cost cost
S3 Glacier Deep Faster retrieval, higher  Slower retrieval, lowest
Archive cost cost

Each method has a different per-GB retrieval fee and per-request fee. For detailed S3 Glacier pricing by
AWS Region, visit the Amazon S3 pricing page.

How long will it take to restore my objects archived in Amazon S3 Glacier?
There are 2 parts that make up the total restore time:


https://aws.amazon.com/s3/storage-classes/
https://aws.amazon.com/s3/pricing/

* Retrieval time: The time to retrieve the backup file from archive and place it in Standard storage. This
is sometimes called the "rehydration" time. The retrieval time is different depending on the restore
priority you choose.

Archive Tier Restore Priority & Retrieval Time
High Standard Low

S3 Glacier 3-5 minutes 3-5 hours 5-12 hours

S3 Glacier Deep Archive 12 hours 48 hours

» Restore time: The time to restore the data from the backup file in Standard storage. This time is no
different than the typical restore operation directly from Standard storage - when not using an archival
tier.

For more information about Amazon S3 Glacier and S3 Glacier Deep Archive retrieval options, refer to the
Amazon FAQ about these storage classes.

Supported Azure archive access tiers with NetApp Backup
and Recovery

NetApp Backup and Recovery supports one Azure archival access tier and most regions.

@ To switch to and from NetApp Backup and Recovery Ul versions, refer to Switch to the
previous NetApp Backup and Recovery Ul.

Supported Azure Blob access tiers for NetApp Backup and Recovery

When backup files are initially created they’re stored in the Cool access tier. This tier is optimized for storing
data that’s infrequently accessed; but when needed, can be accessed immediately.

If your source clusters are running ONTAP 9.10.1 or greater, you can choose to tier backups from Cool to
Azure Archive storage after a certain number of days (typically more than 30 days) for further cost optimization.
Data in this tier can’t be accessed immediately when needed, and will require a higher retrieval cost, so you
need to consider how often you may need to restore data from these archived backup files. See the section on
this page about restoring data from archival storage.

Note that when you configure NetApp Backup and Recovery with this type of lifecycle rule, you must not
configure any lifecycle rules when setting up the container in your Azure account.

Learn about Azure Blob access tiers.

Restore data from archival storage

While storing older backup files in archival storage is much less expensive than Cool storage, accessing data
from a backup file in Azure Archive for restore operations will take a longer amount of time and will cost more
money.
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https://aws.amazon.com/s3/faqs/#Amazon_S3_Glacier
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How much does it cost to restore data from Azure Archive?
There are two restore priorities you can choose when retrieving data from Azure Archive:

» High: Fastest retrieval, higher cost
» Standard: Slower retrieval, lower cost

Each method has a different per-GB retrieval fee and per-request fee. For detailed Azure Archive pricing by
Azure Region, visit the Azure pricing page.

@ The High priority is not supported when restoring data from Azure to StorageGRID systems.

How long will it take to restore my data archived in Azure Archive?
There are 2 parts that make up the restore time:

* Retrieval time: The time to retrieve the archived backup file from Azure Archive and place it in Cool
storage. This is sometimes called the "rehydration" time. The retrieval time is different depending on the
restore priority you choose:

o High: <1 hour
o Standard: < 15 hours

» Restore time: The time to restore the data from the backup file in Cool storage. This time is no different
than the typical restore operation directly from Cool storage - when not using an archival tier.

For more information about Azure Archive retrieval options, refer to this Azure FAQ.

Supported Google archive storage tiers with NetApp
Backup and Recovery

NetApp Backup and Recovery supports one Google archival storage class and most
regions.

@ To switch to and from NetApp Backup and Recovery Ul versions, refer to Switch to the
previous NetApp Backup and Recovery Ul.

Supported Google archival storage classes for NetApp Backup and Recovery

When backup files are initially created they’re stored in Standard storage. This tier is optimized for storing data
that’s infrequently accessed; but that also allows you to access it immediately.

If your on-prem cluster is using ONTAP 9.12.1 or greater, you can choose to tier older backups to Archive
storage in the NetApp Backup and Recovery Ul after a certain number of days (typically more than 30 days) for
further cost optimization. Data in this tier will require a higher retrieval cost, so you need to consider how often
you may need to restore data from these archived backup files. See the section on this page about restoring
data from archival storage.

Note that when you configure NetApp Backup and Recovery with this type of lifecycle rule, you must not
configure any lifecycle rules when setting up the bucket in your Google account.

Learn about Google storage classes.
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Restore data from archival storage

While storing older backup files in Archive storage is much less expensive than Standard storage, accessing
data from a backup file in Archive storage for restore operations will take a slightly longer amount of time and
will cost more money.

How much does it cost to restore data from Google Archive?
For detailed Google Cloud Storage pricing by region, visit the Google Cloud Storage pricing page.

How long will it take to restore my objects archived in Google Archive?
There are 2 parts that make up the total restore time:

* Retrieval time: The time to retrieve the backup file from Archive and place it in Standard storage. This
is sometimes called the "rehydration" time. Unlike the "coldest" storage solutions provided by other
cloud providers, your data is accessible within milliseconds.

* Restore time: The time to restore the data from the backup file in Standard storage. This time is no
different than the typical restore operation directly from Standard storage - when not using an archival

tier.
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