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Cloud Volumes ONTAP 9.16.1 Release Notes



What’s new in Cloud Volumes ONTAP 9.16.1

Cloud Volumes ONTAP 9.16.1 includes new enhancements.

Additional features and enhancements are also introduced in the latest versions of BlueXP. See the BlueXP
Release Notes for details.

9.16.1 GA (6 March 2025)

You can now use the Cloud Volumes ONTAP 9.16.1 General Availability release for deployment and upgrade
in Azure and Google Cloud. However, this version is unavailable for deployment and upgrade in AWS.

Upgrade notes

Read through these notes to learn more about upgrading to this release.

How to upgrade

Upgrades of Cloud Volumes ONTAP must be completed from BlueXP. You should not upgrade Cloud Volumes
ONTAP by using System Manager or the CLI. Doing so can impact system stability.

Learn how to upgrade when BlueXP notifies you.

Supported upgrade path

You can upgrade to Cloud Volumes ONTAP 9.16.1 GA from the 9.15.1 release in Azure and Google Cloud.
BlueXP will prompt you to upgrade eligible Cloud Volumes ONTAP systems to this release.

@ For AWS, you won'’t be prompted for this upgrade. Upgrading to Cloud Volumes ONTAP 9.16.1
GAis not supported in AWS.
Downtime

* The upgrade of a single node system takes the system offline for up to 25 minutes, during which 1/O is
interrupted.

» Upgrading an HA pair is non-disruptive and I/O is uninterrupted. During this non-disruptive upgrade
process, each node is upgraded in tandem to continue serving 1/O to clients.

c4, m4, and r4 instances no longer supported

In AWS, the c4, m4, and r4 EC2 instance types are no longer supported with Cloud Volumes ONTAP. If you
have an existing system that’s running on a c4, m4, or r4 instance type, you must change to an instance type in
the ¢5, m5, or r5 instance family. You can’t upgrade to this release until you change the instance type.

Learn how to change the EC2 instance type for Cloud Volumes ONTAP.

Refer to NetApp Support to learn more about the end of availability and support for these instance types.


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/whats-new.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/whats-new.html
http://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/task-updating-ontap-cloud.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/task-change-ec2-instance.html
https://mysupport.netapp.com/info/communications/ECMLP2880231.html

Licensing for Cloud Volumes ONTAP

Several licensing options are available for Cloud Volumes ONTAP. Each option enables
you to choose a consumption model that meets your needs.

The following licensing options are available for new customers.

Capacity-based licensing packages

Capacity-based licensing enables you to pay for Cloud Volumes ONTAP per TiB of capacity. The license is
associated with your NetApp account and enables you to charge multiple systems against the license, as
long as enough capacity is available through the license.

Capacity-based licensing is available in the form of a package. When you deploy a Cloud Volumes ONTAP
system, you can choose from several licensing packages based on your business needs.

Packages
More about capacity-based licenses

Keystone Flex Subscription

A pay-as-you-grow subscription-based service that delivers a seamless hybrid cloud experience for those
preferring OpEx consumption models to upfront CapEx or leasing.

Charging is based on the size of your committed capacity for one or more Cloud Volumes ONTAP HA pairs
in your Keystone Flex Subscription.

The previous by-node licensing model remains available for existing customers who have already purchased a
license or who have an active marketplace subscription.

Learn more about these licensing options


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-licensing.html#packages
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-licensing-charging.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-licensing.html

Supported configurations

Supported configurations in AWS
Several Cloud Volumes ONTAP configurations are supported in AWS.

Supported number of nodes

Cloud Volumes ONTAP is available in AWS as a single node system and as a high-availability (HA) pair of
nodes for fault tolerance and nondisruptive operations.

Upgrading a single node system to an HA pair is not supported. If you want to switch between a single node
system and an HA pair, then you need to deploy a new system and replicate data from the existing system to
the new system.

Supported storage

Cloud Volumes ONTAP supports several types of EBS disks, and S3 object storage for data tiering. The
maximum storage capacity is determined by the license that you choose.

Storage support by license

Each license supports a different maximum system capacity. The maximum system capacity includes disk-
based storage plus object storage used for data tiering. NetApp doesn’t support exceeding this limit.



Capacity-based licenses

Freemium Capacity-based license
Maximum system capacity 500 GiB 2 PiB 2
(disks + object storage) '
Supported disk types  General Purpose SSD (gp3 and gp2) 3,°

* Provisioned IOPS SSD (io1) ®
 Throughput Optimized HDD (st1) *

Cold data tiering to S3 Supported

Notes:
1. For an HA pair, the capacity limit is for the entire HA pair. It's not per node. For example, if you use
the Premium license, you can have up to 368 TiB of capacity between both nodes.

2. For some configurations, disk limits prevent you from reaching the capacity limit by using disks alone.
In those cases, you can reach the capacity limit by tiering inactive data to object storage. For
information about disk limits, refer to storage limits.

3. Enhanced write performance is enabled when using SSDs with all Cloud Volumes ONTAP
configurations.

4. Tiering data to object storage is not recommended when using Throughput Optimized HDDs (st1).

5. AWS Local Zones only support the General Purpose SSD (gp2) disk type.

Node-based licenses
PAYGO Explore PAYGO Standard PAYGO Premium Node-based BYOL

Maximum system 2 TiB 10 TiB 368 TiB ? 368 TiB per license
capacity

(disks + object

storage)

Supported disk » General Purpose SSD (gp3 and gp2) 3,°

types « Provisioned IOPS SSD (io1) ®

 Throughput Optimized HDD (st1) *

Cold data tiering  Not supported Supported
to S3

Notes:

1. For an HA pair, the capacity limit is for the entire HA pair. It's not per node. For example, if you use
the Premium license, you can have up to 368 TiB of capacity between both nodes.

2. For some configurations, disk limits prevent you from reaching the capacity limit by using disks alone.
In those cases, you can reach the capacity limit by tiering inactive data to object storage. For
information about disk limits, refer to storage limits.


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-data-tiering.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-data-tiering.html

3. Enhanced write performance is enabled when using SSDs with all Cloud Volumes ONTAP
configurations, except for PAYGO Explore.

4. Tiering data to object storage is not recommended when using Throughput Optimized HDDs (st1).

5. AWS Local Zones only support the General Purpose SSD (gp2) disk type.

Supported disk sizes

In AWS, an aggregate can contain up to 6 disks that are all the same size. But if you have a configuration that
supports the Amazon EBS Elastic Volumes feature, then an aggregate can contain up to 8 disks. Learn more
about support for Elastic Volumes

General Purpose SSDs (gp3 and Provisioned IOPS SSDs (io1) Throughput Optimized HDDs

gp2) (st1)

+ 100 GiB - 100 GiB * 500 GiB
« 500 GiB * 500 GiB - 1TiB

- 1TiB - 1TiB - 2TiB

- 2TiB - 2TiB - 4TiB

- 4TiB - 4TiB - 6TiB

- 6TiB - 6 TiB - 8TiB

- 8TiB - 8TiB - 16 TiB
- 16 TiB - 16 TiB

Supported EC2 compute

Each Cloud Volumes ONTAP license supports different EC2 instance types. For your convenience, the table
below shows the vCPU, RAM, and bandwidth for each supported instance type. You should refer to AWS for
the latest and complete details about EC2 instance types.

Cloud Volumes ONTAP can run on either a Reserved or On-demand EC2 instance. Solutions that use other
instance types aren’t supported.

The bandwidths shown in the table below match the documented AWS limits for each instance type. These
limits don’t completely align with what Cloud Volumes ONTAP can provide. For the expected performance,
refer to NetApp Technical Report 4383: Performance Characterization of Cloud Volumes ONTAP in Amazon
Web Services with Application Workloads.

License Supported vCPU RAM Flash Network EBS High write
instance Cache' bandwidth bandwidth speed ?2
(Gbps) (Mbps)
Explore or mb.xlarge® 4 16 Not Up to 10 Up to 4,750 Supported
any other supported (single node
license only)


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-aws-elastic-volumes.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-aws-elastic-volumes.html
https://aws.amazon.com/ec2/instance-types/
https://aws.amazon.com/ec2/instance-types/
https://www.netapp.com/pdf.html?item=/media/9088-tr4383pdf.pdf
https://www.netapp.com/pdf.html?item=/media/9088-tr4383pdf.pdf

License Supported vCPU

instance

Standard or r5.xlarge ¢ 4
any other
license

mba.2xlarge 8

m5.2xlarge © 8

RAM

32

32

32

Flash
Cache’

Not
supported

Not
supported

Not
supported

Network
bandwidth
(Gbps)

Up to 10

Up to 10

Up to 10

EBS
bandwidth
(Mbps)

Up to 4,750

Up to 2,880

Up to 4,750

High write
speed 2

Supported
(single node
only)

Supported

Supported



License Supported vCPU
instance

Premium or
any other
license

RAM

Flash
Cache’

Network

EBS

High write

bandwidth bandwidth speed ?2

(Gbps)

(Mbps)



supported

r5.12xlarge ® 48 384 Not 10 9,500 Supported
License Supported vCPU RAM ﬁjggﬁrted Network EBS High write

mStendéxlar 64 ¢ 384 Capperfed baddwidth bajpd@idth Speedried

ge (Gbps) (Mbps)

m6id.32xlar 64 ¢ 512 Supported 50 40,000 Supported

ge

1. Some instance types include local NVMe storage, which Cloud Volumes ONTAP uses as Flash Cache.
Flash Cache speeds access to data through real-time intelligent caching of recently read user data and
NetApp metadata. It’'s effective for random read-intensive workloads, including databases, email, and file
services. Compression must be disabled on all volumes to take advantage of the Flash Cache
performance improvements. Learn more about Flash Cache.

2. Cloud Volumes ONTAP supports high write speed with most instance types when using an HA pair. High
write speed is supported with all instance types when using a single node system. Learn more about
choosing a write speed.

3. The r5.12xlarge instance type has a known limitation with supportability. If a node unexpectedly reboots
due to a panic, the system might not collect core files used to troubleshoot and root cause the problem.
The customer accepts the risks and limited support terms and bears all support responsibility if this
condition occurs. This limitation affects newly deployed HA pairs and HA pairs upgraded from 9.8. The
limitation does not affect newly deployed single node systems.

4. While these EC2 instance types support more than 64 vCPUs, Cloud Volumes ONTAP only supports up to
64 vCPUs.

5. When you choose an EC2 instance type, you can specify whether it is a shared instance or a dedicated
instance.

6. AWS Local Zones are supported in the following EC2 instance type families with sizes xlarge to 4xlarge:
M5, C5, C5d, R5, and R5d. You should refer to AWS for the latest and complete details about supported
EC2 instance types in Local Zones.

High write speed isn’t supported with these instance types in AWS Local Zones.

Supported regions

For AWS region support, see Cloud Volumes Global Regions.

Supported configurations in Azure

Several Cloud Volumes ONTAP configurations are supported in Azure.

Supported configurations by license

Cloud Volumes ONTAP is available in Azure as a single node system and as a high-availability (HA) pair of
nodes for fault tolerance and nondisruptive operations.

Upgrading a single node system to an HA pair is not supported. If you want to switch between a single node
system and an HA pair, then you need to deploy a new system and replicate data from the existing system to
the new system.

Cloud Volumes ONTAP can run on either a Reserved or On-demand VM instance from your cloud provider.
Solutions that use other VM instance types aren’t supported.


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-flash-cache.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-write-speed.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-write-speed.html
https://aws.amazon.com/about-aws/global-infrastructure/localzones/features/?nc=sn&loc=2
https://aws.amazon.com/about-aws/global-infrastructure/localzones/features/?nc=sn&loc=2
https://bluexp.netapp.com/cloud-volumes-global-regions

Single node systems

You can choose from the following capacity-based or node-based licensing configurations when deploying
Cloud Volumes ONTAP as a single-node system in Azure.

Cloud Volumes ONTAP can run on either a Reserved or On-demand VM instance from your cloud provider.
Solutions that use other VM instance types aren’t supported.

10



Capacity-based licenses

Freemium Optimized Capacity-based license
(Essentials and
Professional)
Maximum system 500 GiB 2 PiB 2 PiB
capacity
(disks + object storage)
Supported virtual « DS4 v2' « DS4 v2' « DS4 v2'
machine types . DS5 V2 . DS13 V2" . DS5 V2
« DS13 v2' * E4s v3' « DS13 v2'
« DS14_v2' « E8s v3' « DS14 _v2'
« DS15 v2' » E4ds_v4? « DS15 v2'
« E4s v3' - E8ds v4 3 « E4s v3'
* E8s_v3' » E4ds_v5 * E8s_v3'
« E32s v31'? » E8ds_v5 « E32s v31'?
e E48s v31'® e E48s v31'?
» E64is_v3 '3 » E64is_v3 '3
« E4ds_v4 e E4ds_v4 3
» E8ds_v4 » E8ds_v4°?
« E32ds_v4 3 « E32ds_v4 3
» E48ds_v4 3 » E48ds_v4 3
« E80ids_v4 » E80ids_v4
* E4ds_v5 * E4ds _v5
* E8ds_v5 » E8ds_v5
« E20ds_v5°3 « E20ds_v5°3
« E32ds_v5°3 « E32ds_v5°3
« E48ds_v5°3 » E48ds_v5°3
- E64ds v5°? - E64ds v5°
* L8s v3? * L8s v3?
« L16s_v3? « L16s_v3?
+ L32s v3°? « L32s v3°?
+ L48s_v3°? » L48s_v3°?
» LB4s v3°? » LB4s v3°?

Supported disk types *

Notes:

Standard HDD Managed Disks, Standard SSD Managed Disks, Premium

SSD Managed Disks, and Premium SSD v2 Managed Disks.

11



1. 'The DS_v2 and Es_v3 machine families are no longer available for selection on BlueXP when
deploying new instances of Cloud Volumes ONTAP in Azure. These families will be retained and
supported only in older, existing systems. New deployments of Cloud Volumes ONTAP are supported
in Azure only from the 9.12.1 release. We recommend that you switch to either Es_v4 or any other
series compatible with Cloud Volumes ONTAP 9.12.1 and later. The DS _v2 and Es_v3 series
machines, however, will be available for new deployments made through the API.

2. 2 This VM type includes local NVMe storage, which Cloud Volumes ONTAP uses as Flash Cache.
Flash Cache speeds access to data through real-time intelligent caching of recently read user data
and NetApp metadata. It is effective for random read-intensive workloads, including databases, email,
and file services. Learn more.

The minimum ONTAP version required for configuring Flash Cache on Azure is 9.13.1 GA.
3. 3 These VM types use an Ultra SSD for VNVRAM, which provides better write performance.

If you choose any of these VM types when you deploy a new Cloud Volumes ONTAP system, you
can’'t change to another VM type that doesn’t use an Ultra SSD for VNVRAM. For example, you can’t
change from E8ds_v4 to E8s_v3, but you can change from E8ds_v4 to E32ds_v4 because both of
those VM types use Ultra SSDs.

Similarly, when you deploy a new Cloud Volumes ONTAP system, you can’t change the VM type to
one that doesn’t support Premium SSD v2 Managed Disks. To learn more about the supported
configurations for Premium SSD v2 Managed Disks, refer to HA single availability zone configuration
with shared managed disks.

Conversely, if you deployed Cloud Volumes ONTAP using any other VM type, you won’t be able to
change to a VM type that uses an Ultra SSD for VNVRAM. For example, you can’t change from
E8s v3to E8ds v4.

4. * High write speed is supported with all instance types when using a single node system. You can
enable high write speed from BlueXP during deployment or any time after. Learn more about
choosing a write speed. Enhanced write performance is enabled when using SSDs.

Node-based licenses

PAYGO Explore PAYGO Standard PAYGO Premium Node-based BYOL

Maximum system 2 TiB?* 10 TiB 368 TiB 368 TiB per license
capacity

(disks + object

storage)


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-flash-cache.html
https://docs.microsoft.com/en-us/azure/virtual-machines/windows/disks-enable-ultra-ssd
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-ha-azure.html#ha-single-availability-zone-configuration-with-shared-managed-disks
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-ha-azure.html#ha-single-availability-zone-configuration-with-shared-managed-disks
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-write-speed.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-write-speed.html

PAYGO Explore

PAYGO Standard PAYGO Premium

Node-based BYOL

Supported virtual * E4s v3' + DS4 v2' « DS5 v2' « DS4 v2'
machine types . E4ds_v4 3 - DS13_v2' - DS14 V2" - DS5 v2'
* E4ds_v5 * E8s v3' « DS15 v2' »+ DS13 v2'
. E8ds_v4? .« E32s v3 13 - DS14 v2'
- E8ds_v5 . E48s v3 13 « DS15 v2'
. L8s v32 . E64is_v3 '3 « E4s v3'
« E32ds_v43 * E8s v3'
e E48ds v4? « E32s v3 13
- E80ids_v4 3 e E48s v3 13
. E20ds_v53 . EB4is_v3 12
« E32ds_v5°3 « E4ds_v4°?
e E48ds v5° » E8ds v43
. E64ds V53 . E32ds_v4 3
e E48ds v4?3
- E80ids_v4 3
- E4ds_v5
* E8ds _v5
* E20ds v5°3
« E32ds v5°3
- E48ds V53
. E64ds V53
e L8s v3?2
« L16s_v3?
e L32s v3?
. L48s_v3?
. L64s_v3?

Supported disk

types * Managed Disks

Notes:

Standard HDD Managed Disks, Standard SSD Managed Disks, and Premium SSD

1. "The DS_v2 and Es_v3 machine families are no longer available for selection on BlueXP when
deploying new instances of Cloud Volumes ONTAP in Azure. These families will be retained and

supported only in older, existing systems. New deployments of Cloud Volumes ONTAP are supported
in Azure only from the 9.12.1 release. We recommend that you switch to either Es_v4 or any other
series compatible with Cloud Volumes ONTAP 9.12.1 and later. The DS_v2 and Es_v3 series
machines, however, will be available for new deployments made through the API.

2. 2 This VM type includes local NVMe storage, which Cloud Volumes ONTAP uses as Flash Cache.
Flash Cache speeds access to data through real-time intelligent caching of recently read user data

13



and NetApp metadata. It is effective for random read-intensive workloads, including databases, email,
and file services. Learn more.

3. 3 These VM types use an Ultra SSD for VNVRAM, which provides better write performance.
If you choose any of these VM types when you deploy a new Cloud Volumes ONTAP system, you
can’'t change to another VM type that doesn’t use an Ultra SSD for VNVRAM. For example, you can’t

change from E8ds_v4 to E8s_v3, but you can change from E8ds_v4 to E32ds_v4 because both of
those VM types use Ultra SSDs.

Conversely, if you deployed Cloud Volumes ONTAP using any other VM type, you won’t be able to
change to a VM type that uses an Ultra SSD for VNVRAM. For example, you can’t change from
E8s v3to E8ds v4.

4. * High write speed is supported with all instance types when using a single node system. You can
enable high write speed from BlueXP during deployment or any time after. Learn more about
choosing a write speed. Enhanced write performance is enabled when using SSDs.

5. Data tiering to Azure Blob storage isn’'t supported with PAYGO Explore.

HA pairs

You can choose from the following configurations when deploying Cloud Volumes ONTAP as an HA pair in
Azure.

HA pairs with page blob

You can use the following configurations with the existing Cloud Volumes ONTAP HA page blob deployments
in Azure.

@ Azure page blobs are not supported for any new deployment.

14


https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-flash-cache.html
https://docs.microsoft.com/en-us/azure/virtual-machines/windows/disks-enable-ultra-ssd
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-write-speed.html
https://docs.netapp.com/us-en/bluexp-cloud-volumes-ontap/concept-write-speed.html

Capacity-based licenses

Maximum system
capacity
(disks + object storage)

Supported virtual
machine types

Supported disk types

Notes:

Freemium

500 GiB

DS4 v2
DS5 v2'
DS13_v2
DS14_v2'!
DS15 v2!
E8s v3
E48s v3'
E8ds_v4 3
E32ds v4 '3
E48ds _v4 '3
E80ids_v4 23
E8ds_v5
E20ds_v5'
E32ds_v5'
E48ds _v5'
E64ds v5'

Page blobs

Optimized Capacity-based license
(Essentials and
Professional)

2 PiB 2 PiB

* DS4_v2 * DS4_v2

« DS13_v2 + DS5 v2'

. E8s v3 - DS13 V2

» E8ds_v4? « DS14 _v2'

» E8ds_v5 « DS15 v2'
* E8s v3
» E48s v3'
« E8ds_v4?
« E32ds_v4 '3
e E48ds v4 '3
 E80ids_v4 23
« E8ds_v5
« E20ds_v5"
« E32ds_v5'
e E48ds v5'
- E64ds v5'

1. Cloud Volumes ONTAP supports high write speed with these VM types when using an HA pair. You
can enable high write speed from BlueXP during deployment or any time after. Learn more about

choosing a write speed.

2. This VM is recommended only when Azure maintenance control is needed. It's not recommended for

any other use case due to the higher pricing.

3. These VMs are only supported in deployments of Cloud Volumes ONTAP 9.11.1 or earlier. With these
VM types you can upgrade an existing page blob deployment from Cloud Volumes ONTAP 9.11.1 to

9.12.1. You cannot perform new page blob deployments with Cloud Volumes ONTAP 9.12.1 or above.

Node-based licenses

Maximum system
capacity (disks +
object storage)

PAYGO Standard
10 TiB

PAYGO Premium Node-based BYOL
368 TiB 368 TiB per license

15


https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/concept-write-speed.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/concept-write-speed.html

PAYGO Standard PAYGO Premium

Node-based BYOL

Supported virtual * DS4 v2 -« DS5 v2' * DS4 v2
machine types - DS13_v2 - DS14_v2" - DS5_v2"
* E8s_v3 «+ DS15 v2' » DS13_v2
. E8ds_v4? . E48s v3' - DS14 v2'
- E8ds_v5 . E32ds_v4 '3 « DS15 v2'
» E48ds_v4 '3 * E8s_v3
- E80ids_v4 23 . E48s v3'
« E20ds v5' - E8ds_v4 3
« E32ds v5' e E32ds v4 '3
- E48ds V5 ' . E48ds_v4 '3
- E64ds V5 ' - E80ids_v4 23
* E4ds v5
* E8ds_v5
« E20ds v5'
. E32ds V5 °
- E48ds_v5'
« E64ds v5'

Supported disk types  Page blobs

Notes:

1. Cloud Volumes ONTAP supports high write speed with these VM types when using an HA pair. You
can enable high write speed from BlueXP during deployment or any time after. Learn more about
choosing a write speed.

2. This VM is recommended only when Azure maintenance control is needed. It's not recommended for
any other use case due to the higher pricing.

3. These VMs are only supported in deployments of Cloud Volumes ONTAP 9.11.1 or earlier. With these
VM types you can upgrade an existing page blob deployment from Cloud Volumes ONTAP 9.11.1 to
9.12.1. You cannot perform new page blob deployments with Cloud Volumes ONTAP 9.12.1 or above.

HA pairs with shared managed disks

You can choose from the following configurations when deploying Cloud Volumes ONTAP as an HA pair in
Azure.
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Capacity-based licenses

Freemium Optimized Capacity-based license
(Essentials and
Professional)
Maximum system 500 GiB 2 PiB 2 PiB
capacity
(disks + object storage)
Supported virtual « E8ds_v4 « E8ds v4 * E8ds_v4
machine types . E32ds_v4 ' . E8ds_v5 * . E32ds_v4 '
« E48ds_v4' « E48ds_v4'
« E80ids_v4 '2 + E80ids_v4 '2
» E8ds_v5* » E8ds_v5*
« E20ds_v5 ' « E20ds_v5 '
« E32ds_v5 ' « E32ds_v5 '
« E48ds_v5 ' « E48ds_v5 '
- E64ds_v5 ' - E64ds_v5 '
» L16s_v3 '3 » L16s_v3 '3
¢ L32s v3 13 ¢ L32s v3 13
« L48s_v3 135 « L48s_v3 135
» LB64s_v3 135 » LB64s_v3 135

Supported disk types

Standard HDD Managed Disks, Standard SSD Managed Disks, Premium

SSD Managed Disks, and Premium SSD v2 Managed Disks.

Notes:

1. Cloud Volumes ONTAP supports high write speed with these VM types when using an HA pair. You
can enable high write speed from BlueXP during deployment or any time after. Learn more about
choosing a write speed.

2. This VM is recommended only when Azure maintenance control is needed. It's not recommended for
any other use case due to the higher pricing.

3. Multiple availability zone support starts from ONTAP version 9.13.1.
4. Multiple availability zone support starts from ONTAP version 9.14.1 RC1.

5. This VM type includes local NVMe storage, which Cloud Volumes ONTAP uses as Flash Cache.
Flash Cache speeds access to data through real-time intelligent caching of recently read user data
and NetApp metadata. It is effective for random read-intensive workloads, including databases, email,
and file services. Learn more.

Node-based licenses
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PAYGO Standard PAYGO Premium Node-based BYOL

Maximum system 10 TiB 368 TiB 368 TiB per license
capacity (disks +
object storage)

Supported virtual - E8ds_v4* e E32ds_v4 4 - E8ds_v4*
machine types - E8ds_V5 - E48ds_v4 ¢ - E32ds_v4 14
- E80ids_v4 12 - E48ds_v4 '
« E20ds V5 ° - E80ids_v4 '2*
. E32ds V5 ' - E4ds V5
« E48ds v5' * E8ds_v5
» E64ds_v5' « E20ds_v5'
e L16s_v3 45 « E32ds v5'
. L32s_v3 145 . E48ds V5 '
. L48s_v3 145 . E64ds V5 '
e L64s v3 145 e L16s_v3 45
» L32s_v3 145
. L48s_v3 145
e L64s v3 '4°

Supported disk types  Managed disks

Notes:

1. Cloud Volumes ONTAP supports high write speed with these VM types when using an HA pair. You
can enable high write speed from BlueXP during deployment or any time after. Learn more about
choosing a write speed.

2. This VM is recommended only when Azure maintenance control is needed. It's not recommended for
any other use case due to the higher pricing.

3. These VM types are only supported for HA pairs in a single availability zone configuration running on
shared managed disks.

4. These VM types are supported for HA pairs in single availability zone and multiple availability zone
configurations running on shared managed disks. For Ls_v3 VM types, multiple availability zone
support starts from ONTAP version 9.13.1. For Eds_v5 VM types, multiple availability zone support
starts from ONTAP version 9.14.1 RC1.

5. This VM type includes local NVMe storage, which Cloud Volumes ONTAP uses as Flash Cache.
Flash Cache speeds access to data through real-time intelligent caching of recently read user data
and NetApp metadata. It is effective for random read-intensive workloads, including databases, email,
and file services. Learn more.

Supported disk sizes

In Azure, an aggregate can contain up to 12 disks that are all the same type and size.
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Single node systems

Single node systems use Azure Managed Disks. The following disk sizes are supported:

Premium SSD Standard SSD Standard HDD
* 500 GiB * 100 GiB * 100 GiB
* 1TiB * 500 GiB * 500 GiB
« 2TiB « 1TiB « 1TiB
* 4TiB « 2TiB « 2TiB
- 8TiB * 4 TiB * 4 TiB
+ 16 TiB - 8TiB - 8TiB
« 32TiB + 16 TiB « 16 TiB
« 32 TiB + 32 TiB
HA pairs

HA pairs use Azure Managed Disks. The following disk type and sizes are supported.
(Page blobs are supported with HA pairs deployed before the 9.12.1 release.)
Premium SSD

* 500 GiB

- 1TiB

« 2TiB

* 4TiB

- 8TiB

* 16 TiB (managed disks only)
« 32 TiB (managed disks only)

Supported regions

For Azure region support, see Cloud Volumes Global Regions.

Supported configurations in Google Cloud

Several Cloud Volumes ONTAP configurations are supported in Google Cloud.

Supported configurations by license

Cloud Volumes ONTAP is available in Google Cloud as a single node system and as a high-availability (HA)
pair of nodes for fault tolerance and nondisruptive operations.

Upgrading a single node system to an HA pair isn’t supported. If you want to switch between a single node

system and an HA pair, then you need to deploy a new system and replicate data from the existing system to
the new system.
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Cloud Volumes ONTAP can run on either a Reserved or On-demand VM instance from your cloud provider.
Solutions that use other VM instance types aren’t supported.
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Capacity-based licenses

Freemium Optimized Capacity-based license
(Essentials and
Professional)

Maximum system 500 GiB 2 PiB 2 PiB

capacity

(disks + object storage)

Supported machine * n1-standard-8 ’ * n2-standard-4 * n1-standard-8 ’

types ' * n1-standard-32 '  n2-standard-8 * n1-standard-32 '
* n2-standard-4 * n2-standard-4
* n2-standard-8 * n2-standard-8
* n2-standard-16 * n2-standard-16
* n2-standard-32 * n2-standard-32
* n2-standard-48 * n2-standard-48
* n2-standard-64 * n2-standard-64

Supported disk types 2 Balanced persistent disks 3, Performance (SSD) persistent disks 3, and
Standard (HDD) persistent disks.

Notes:

1. ' The n1 series machines are no longer available for selection on BlueXP when deploying new
instances of Cloud Volumes ONTAP in Google Cloud. The n1 series machines will be retained and
supported only in older, existing systems. New deployments of Cloud Volumes ONTAP are supported
in Google Cloud only from the 9.8 release. We recommend that you switch to the n2 series machines
that are compatible with Cloud Volumes ONTAP 9.8 and later. The n1 series machines, however, will
be available for new deployments made through the API.

The custom-4-16384 machine type is no longer supported with new Cloud Volumes ONTAP systems.
If you have an existing system running on this machine type, you can keep using it, but we
recommend switching to the n2-standard-4 machine type.

2. 2 Disk limits can prevent you from reaching the maximum system capacity limit by using disks alone.
You can reach the capacity limit by tiering inactive data to object storage.

Learn more about disk limits in Google Cloud.

3. 3 Enhanced write performance is enabled when using Balanced persistent disks and Performance
(SSD) persistent disks.

Beginning with Cloud Volumes ONTAP 9.13.0, Flash Cache, high write speed, and a higher maximum
transmission unit (MTU) of 8,896 bytes, are available for the following HA pair deployment instances:
* n2-standard-16
* n2-standard-32
* n2-standard-48
* n2-standard-64
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You can enable Flash Cache, and high write speed when deploying an eligible instance type. To enable
the higher maximum transmission unit of 8,896 bytes, you must chose VPC-1, VPC-2, or VPC-3 for the
deployment. The higher MTU enables higher network throughput. For more information on launching one
of these deployments, see Launching an HA pair in Google Cloud.

22

machine types 3

@ Flash cache, high write mode, and an MTU of 8,896 are feature-dependent and cannot be

disabled individually within a configured instance.

Node-based licenses

PAYGO Explore PAYGO Standard PAYGO Premium Node-based BYOL

Maximum system 2 TB? 10 TiB 368 TiB 368 TiB per license
capacity

(disks + object

storage)

Supported * n2-standard-4 * n1-standard-8 ® - n1-standard-32 * n1-standard-8 3

* n2-standard-8 n2-standard-16 . Q1-standard-32

n2-standard-32 < n2-standard-4
n2-standard-48 < n2-standard-8
n2-standard-64 < n2-standard-16
* n2-standard-32
* n2-standard-48
* n2-standard-64

Supported disk Balanced persistent disks *, Performance (SSD) persistent disks #, and Standard
types (HDD) persistent disks.

Notes:

1. " Disk limits can prevent you from reaching the maximum system capacity limit by using disks alone.

You can reach the capacity limit by tiering inactive data to object storage.

Learn more about disk limits in Google Cloud.

. 2 Data tiering to Google Cloud Storage isn’t supported with PAYGO Explore.

3. ®*The n1 series machines are no longer available for selection on BlueXP when deploying new

instances of Cloud Volumes ONTAP in Google Cloud. The n1 series machines will be retained and
supported only in older, existing systems. New deployments of Cloud Volumes ONTAP are supported
in Google Cloud only from the 9.8 release. We recommend that you switch to the n2 series machines
that are compatible with Cloud Volumes ONTAP 9.8 and later. The n1 series machines, however, will
be available for new deployments performed through the API.

The custom-4-16384 machine type is no longer supported with new Cloud Volumes ONTAP systems.
If you have an existing system running on this machine type, you can keep using it, but we
recommend switching to the n2-standard-4 machine type.

. * Enhanced write performance is enabled when using Balanced persistent disks and Performance

(SSD) persistent disks.
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The BlueXP interface shows an additional supported machine type for Standard and BYOL: n1-highmem-
4. However, this machine type isn’t meant for production environments. We’ve made it available for a
specific lab environment only.

Starting with Cloud Volumes ONTAP software version 9.13.0, Flash Cache, high write speed, and a
higher maximum transmission unit (MTU) of 8,896 bytes, are available for the following HA pair
deployment instances:

* n2-standard-16

* n2-standard-32

* n2-standard-48

* n2-standard-64
You can enable Flash Cache, and high write speed when deploying an eligible instance type. To enable
the higher maximum transmission unit of 8,896 bytes, you must chose VPC-1, VPC-2, or VPC-3 for the

deployment. The higher MTU enables higher network throughput. For more information on launching one
of these deployments, see Launching an HA pair in Google Cloud.

@ Flash cache, high write mode, and an MTU of 8,896 are feature-dependent and cannot be
disabled individually within a configured instance.

Supported disk sizes

In Google Cloud, an aggregate can contain up to 6 disks that are all the same type and size. The following disk
sizes are supported:

* 100 GB

* 500 GB

+1TB

«2TB

+47TB

- 8TB

+ 16 TB

*+ 64 TB

Supported regions

For Google Cloud region support, see Cloud Volumes Global Regions.
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Storage limits
Storage limits in AWS

Cloud Volumes ONTAP has storage configuration limits to provide reliable operations. For
best performance, do not configure your system at the maximum values.

Maximum system capacity by license

The maximum system capacity for a Cloud Volumes ONTAP system is determined by its license. The
maximum system capacity includes disk-based storage plus object storage used for data tiering.

NetApp doesn’t support exceeding the system capacity limit. If you reach the licensed capacity limit, BlueXP
displays an action required message and no longer allows you to add additional disks.

For some configurations, disk limits prevent you from reaching the capacity limit by using disks alone. In those
cases, you can reach the capacity limit by tiering inactive data to object storage. Refer to capacity and disk
limits below for more details.

License Maximum system capacity (disks + object
storage)
Freemium 500 GiB

PAYGO Explore 2 TiB (data tiering is not supported with Explore)

PAYGO 10 TiB

Standard

PAYGO 368 TiB

Premium

Node-based 2 PiB (requires multiple licenses)
license

Capacity-based 2 PiB

license

For HA, is the license capacity limit per node or for the entire HA pair?

The capacity limit is for the entire HA pair. It is not per node. For example, if you use the Premium license, you
can have up to 368 TiB of capacity between both nodes.

For an HA system in AWS, does mirrored data count against the capacity limit?

No, it doesn’t. Data in an AWS HA pair is synchronously mirrored between the nodes so that the data is
available in the event of failure. For example, if you purchase an 8 TiB disk on node A, BlueXP also allocates
an 8 TiB disk on node B that is used for mirrored data. While 16 TiB of capacity was provisioned, only 8 TiB
counts against the license limit.

Aggregate limits

Cloud Volumes ONTAP uses EBS volumes as disks and groups them into aggregates. Aggregates provide
storage to volumes.
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Parameter Limit

Maximum number of aggregates  Single node: Same as the disk limit
HA pairs: 18 in a node '

Maximum aggregate size 2 * 96 TiB of raw capacity

+ 128 TiB of raw capacity with Elastic Volumes 3

Disks per aggregate * * 1-6

» 1-8 with Elastic Volumes 3

Maximum number of RAID 1
groups per aggregate

Notes:

1. It's not possible to create 18 aggregates on both nodes in an HA pair because doing so would exceed the
data disk limit.

2. The maximum aggregate size is based on the disks that comprise the aggregate. The limit does not include
object storage used for data tiering.

3. If you have a configuration that supports the Amazon EBS Elastic Volumes feature, then an aggregate can
contain up to 8 disks, which provides up to 128 TiB of capacity. The Amazon EBS Elastic Volumes feature
is enabled by default on new Cloud Volumes ONTAP 9.11.0 or later systems when using gp3 or io1 disks.
Learn more about support for Elastic Volumes

4. All disks in an aggregate must be the same size.

Disk and tiering limits by EC2 instance

Capacity limits are different depending on the EC2 instance type family that you use and whether you're using
a single node system or an HA pair.

The following notes provide details about the numbers that you’ll see in the tables below:
» The disk limits are specific to disks that contain user data.
The limits do not include the boot disk and root disk.

* A maximum system capacity is listed when using disks alone and when using disks and cold data tiering to
object storage.

e Cloud Volumes ONTAP uses EBS volumes as disks, with a maximum disk size of 16 TiB.

Limits for capacity-based licensing

The following disk limits apply to Cloud Volumes ONTAP systems that use a capacity-based licensing package.
Learn about Cloud Volumes ONTAP licensing options

Single node
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Instance Max disks per Max system capacity with disks Max system capacity with disks

node alone and data tiering
c5, m5, and r5 21 336 TiB 2 PiB
instances
. 197 304 TiB 2 PiB
mbdn.24xlarg
e

* m6id.32xlarge

1. This instance type has more local NVMe disks than other instance types, which means a smaller number of
data disks are supported.

HA pairs
Instance Max disks per Max system capacity with disks Max system capacity with disks
node alone and data tiering
c5, m5,and r5 18 288 TiB 2 PiB
instances
. 16° 256 TiB 2 PiB
m5dn.24xlarg
e

* m6id.32xlarge

1. This instance type has more local NVMe disks than other instance types, which means a smaller number of
data disks are supported.

Limits for node-based licensing

The following disk limits apply to Cloud Volumes ONTAP systems that use node-based licensing, which is the
previous generation licensing model that enabled you to license Cloud Volumes ONTAP by node. Node-based
licensing is still available for existing customers.

You can purchase multiple node-based licenses for a Cloud Volumes ONTAP BYOL single node or HA pair
system to allocate more than 368 TiB of capacity, up to the maximum tested and supported system capacity
limit of 2 PiB. Be aware that disk limits can prevent you from reaching the capacity limit by using disks alone.
You can go beyond the disk limit by tiering inactive data to object storage. Learn how to add additional system
licenses to Cloud Volumes ONTAP. Though Cloud Volumes ONTAP supports up to the maximum tested and
supported system capacity of 2 PiB, crossing the 2 PiB limit results in an unsupported system configuration.

AWS Secret Cloud and Top Secret Cloud regions support purchases of multiple node-based licenses starting
with Cloud Volumes ONTAP 9.12.1.

Single node with PAYGO Premium

Instance Max disks per Max system capacity with disks Max system capacity with disks
node alone and data tiering

c5, m5, and r5 211 336 TiB 368 TiB

instances
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Instance Max disks per Max system capacity with disks Max system capacity with disks
node alone and data tiering

. 192 304 TiB 368 TiB
m5dn.24xlarg
e

* m6id.32xlarge

. 21 data disks is the limit for new deployments of Cloud Volumes ONTAP. If you upgrade a system that was
created with version 9.7 or earlier, then the system continues to support 22 disks. One less data disk is
supported on new systems that use these instance types because of the addition of a core disk starting
with the 9.8 release.

. This instance type has more local NVMe disks than other instance types, which means a smaller number of
data disks are supported.

Single node with BYOL

Instance Max disks per Max system capacity with one  Max system capacity with
node license multiple licenses
Disks alone Disks + data Disks alone Disks + data
tiering tiering
c5, m5, and r5 21" 336 TiB 368 TiB 336 TiB 2 PiB
instances
. 192 304 TiB 368 TiB 304 TiB 2 PiB
mbdn.24xlarg
e

* m6id.32xlarge

. 21 data disks is the limit for new deployments of Cloud Volumes ONTAP. If you upgrade a system that was
created with version 9.7 or earlier, then the system continues to support 22 disks. One less data disk is
supported on new systems that use these instance types because of the addition of a core disk starting
with the 9.8 release.

. This instance type has more local NVMe disks than other instance types, which means a smaller number of
data disks are supported.

HA pairs with PAYGO Premium

Instance Max disks per Max system capacity with disks Max system capacity with disks
node alone and data tiering
c5, m5, and r5 18" 288 TiB 368 TiB
instances
. 16 2 256 TiB 368 TiB
mbdn.24xlarg
e

* m6id.32xlarge
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1. 18 data disks is the limit for new deployments of Cloud Volumes ONTAP. If you upgrade a system that was
created with version 9.7 or earlier, then the system continues to support 19 disks. One less data disk is
supported on new systems that use these instance types because of the addition of a core disk starting
with the 9.8 release.

2. This instance type has more local NVMe disks than other instance types, which means a smaller number of
data disks are supported.

HA pairs with BYOL

Instance Max disks per Max system capacity with one  Max system capacity with
node license multiple licenses
Disks alone Disks + data Disks alone Disks + data
tiering tiering
c5, m5,and r5 187 288 TiB 368 TiB 288 TiB 2 PiB
instances
. 16 2 256 TiB 368 TiB 256 TiB 2 PiB
m5dn.24xlarg
e

* m6id.32xlarge

1. 18 data disks is the limit for new deployments of Cloud Volumes ONTAP. If you upgrade a system that was
created with version 9.7 or earlier, then the system continues to support 19 disks. One less data disk is
supported on new systems that use these instance types because of the addition of a core disk starting
with the 9.8 release.

2. This instance type has more local NVMe disks than other instance types, which means a smaller number of
data disks are supported.

Storage VM limits

Some configurations enable you to create additional storage VMs (SVMs) for Cloud Volumes ONTAP.

Learn how to create additional storage VMs.

License type Storage VM limit

Freemium 24 storage VMs total '
Capacity-based PAYGO or BYOL 3 24 storage VMs total '
Node-based PAYGO 1 storage VM for serving data

1 storage VM for disaster recovery

Node-based BYOL * * 24 storage VMs total '

1. The limit can be lower, depending on the EC2 instance type that you use. The limits per instance are listed
in the section below.

2. These 24 storage VMs can serve data or be configured for disaster recovery (DR).
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3. For capacity-based licensing, there are no extra licensing costs for additional storage VMs, but there is a 4
TiB minimum capacity charge per storage VM. For example, if you create two storage VMs and each has 2
TiB of provisioned capacity, you'll be charged a total of 8 TiB.

4. For node-based BYOL, an add-on license is required for each additional data-serving storage VM beyond
the first storage VM that comes with Cloud Volumes ONTAP by default. Contact your account team to
obtain a storage VM add-on license.

Storage VMs that you configure for disaster recovery (DR) don’t require an add-on license (they are free of
charge), but they do count against the storage VM limit. For example, if you have 12 data-serving storage
VMs and 12 storage VMs configured for disaster recovery, then you’ve reached the limit and can’t create
any additional storage VMs.

Storage VM limit by EC2 instance type

When you create an additional storage VM, you need to allocate private IP addresses to port eOa. The table
below identifies the maximum number of p